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1 Three dimensional vector relationships vs N di-
mensional equivalents

Here are some comparisions between standard R® vector relations and their
corresponding wedge and geometric product equivalents. All the wedge and
geometric product equivalents here are good for more than three dimensions,
and some also for two. In two dimensions the cross product is undefined even
if what it describes (like torque) is a perfectly well defined in a plane without
introducing an arbitrary normal vector outside of the space.

Many of these relationships only require the introduction of the wedge
product to generalize, but since that may not be familiar to somebody with

only a traditional background in vector algebra and calculus, some examples
are given.

1.1 wedge and cross products are antisymetric
vxu=—(uxv)

vAu=—(uAv)

1.2 wedge and cross products are zero when identical
uxu=0

uAhu=20

1.3 wedge and cross products are linear

These are both linear in the first variable
(VFW)XW=uXw+VvXWw

(VW) AW=UuAW+VAW



and are linear in the second variable
ux (V+w)=uxv+uxw

uA(V+W)=uAv+uAw

1.4 In general, cross product is not associative, but the wedge
product is

(uxv)Xw#£ux(vxw)

(UAV) AW =uA(VAW)

1.5 Wedge and cross product relationship to a plane

u x v is perpendicular to plane containing u and v. u A v is an oriented repre-
sentation of the plane containing u and v.

1.6 norm of a vector
The norm (length) of a vector is defined in terms of the dot product

2
[uf[*=u-u

Using the geometric product this is also true, but this can be also be ex-
pressed more compactly as

2 2

[uf” =

This follows from the definition of the geometric product and the fact that
a vector wedge product with itself is zero

uu=u-ut+tuAu=u-u

1.7 Lagrange identity

In three dimensions the product of two vector lengths can be expressed in
terms of the dot and cross products

2010112 2
lulF[v]* = (- v)* + [lux v]|
The corresponding generalization expressed using the geometric product is

lall?[]v]* = (u-v)* = (uAv)?

This follows from by expanding the geometric product of a pair of vectors
with its reverse

(uv)(vu) = (u-v4+uAv)(u-v—uAv)



1.8 determinant expansion of cross and wedge products

Uu; u]'
uxv= e; X e;
Z (] | ]
i<j
o u; u]-
u/\V_Zvi v, e A\ej
i<j

Without justification or historical context, traditional linear algebra texts
will often define the determinent as the first step of an elaborate sequence of
definitions and theorems leading up to the solution of linear systems, Cramer’s
rule and matrix inversion.

An alternative treatment is to axiomatically introduce the wedge product,
and then demonstrate that this can be used directly to solve linear systems.
This is shown below, and does not require softisticated math skills to under-
stand.

It is then possible to define determinants as nothing more than the coeffe-
cients of the wedge product in terms of “unit k-vectors” (e; A e; terms) expan-
sions as above.

A one by one determinant is the coefficent of e; for an R! 1-vector.

A two-by-two determinant is the coeffecient of e; A e; for an R? bivector

A three-by-three determinant is the coeffecient of e; A e; A e3 for an R3
trivector

When linear system solution is introduced via the wedge product, Cramer’s
rule follows as a side effect, and there is no need to lead up to the end results
with definitions of minors, matrices, matrix invertablity, adjoints, cofactors,
Laplace expansions, theorems on determinant multiplication and row column
exchanges, and so forth.

1.9 Equation of a plane.

For the plane of all points r through the plane passing through three indepen-
dent points 1y, r1, and rp, the normal form of the equation is

((r2 —19) X (11 —10)) - (r—10) =0

The equivalent wedge product equation is

(2 —10) A (r1 —19) A(r—109) =0

1.10 Projective and rejective components of a vector

For three dimensions the projective and rejective components of a vector with
respect to an arbitrary non-zero unit vector, can be expressed in terms of the
dot and cross product



For the general case the same result can be written in terms of the dot and
wedge product and the geometric product of that and the unit vector

v=(v-a)a+ (vAa)a
It’s also worthwhile to point out that this result can also be expressed using
right or left vector division as defined by the geometric product
1 1
= . — A —
v=(v-u) ot (vAu) u
1 1
V= (u-v)+ u (uAv)

1.11 Area (squared) of a parallelogram is norm of cross prod-

uct

w; uj|?

A =luxvlP=Y " )

~\v; v;

i<j!7t 7

and is the negated square of a wedge product

wp ujl?

2 _ 2 _ i ]

A (uAv) Z o v

i<j

Note that this squared bivector is a geometric product.

1.12 Angle between two vectors

. Jux v|?

(st)2 =
[[ul[ v

. uAv)?

o = 0

1.13 Volume of the parallopiped formed by three vectors.

2
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2 Some properties and examples

Some fundamental geometric algebra manipulations will be provided below,
showing how this vector product can be used in calculation of projections, area,
and rotations. How some of these tie together and correlate concepts from
other branches of mathematics, such as complex numbers, will also be shown.

In some cases these examples provide details used above in the cross prod-
uct and geometric product comparisons.

2.1 Inversion of a vector

One of the powerful properties of the Geometric product is that it provides the
capability to express the inverse of a non-zero vector. This is expressed by:
1 a a

a = —= .
2
aa |l

2.2 dot and wedge products defined in terms of the geometric
product

Given a definition of the geometric product in terms of the dot and wedge
products, adding and subtracting ab and ba demonstrates that the dot and
wedge product of two vectors can also be defined in terms of the geometric
product

2.3 The dot product

_1
2

This is the symmetric component of the geometric product. When two vec-
tors are colinear the geometric and dot products of those vectors are equal.

As a motivation for the dot product it is normal to show that this quantity
occurs in the solution of the length of a general triangle where the third side is
the vector sum of the first and second sides ¢ = a + b.

a-b (ab +ba)

lell® = Yo (ai +b:)* = [lall* + [[b]|* +2 L aiby
1

1

The last sum is then given the name the dot product and other properties
of this quantity are then shown (projection, angle between vectors, ...).
This can also be expressed using the geometric product

> = (a+b)(a+b)=a®+b?+ (ab + ba)

By comparision, the following equality exists



Y aib; = %(ab + ba)
i

Without requiring expansion by components one can define the dot prod-
uct exclusively in terms of the geometric product due to its properties of con-
traction, distribution and associativity. This is arguably a more natural way to
define the geometric product. Addition of two similar terms is not immedi-
ately required, especially since one of those terms is the wedge product which
may also be unfamiliar.

24 The wedge product

aAb = %(ab—ba)

This is the antisymmetric component of the geometric product. When two
vectors are orthogonal the geometric and wedge products of those vectors are
equal.

Switching the order of the vectors negates this antisymmetric geometric
product component, and contraction property shows that this is zero if the
vectors are equal. These are the defining properties of the wedge product.

2.5 Note on symetric and antisymtric dot and wedge product
formulas

A generalization of the dot product that allows computation of the component
of a vector “in the direction” of a plane (bivector), or other k-vectors can be
found below. Since the signs change depending on the grades of the terms
being multiplied, care is required with the formulas above to ensure that they
are only used for a pair of vectors.

2.6 Reversing multiplication order. Dot and wedge products
compared to the real and imaginary parts of a complex num-
ber.

Reversing the order of multiplication of two vectors, has the effect of the in-
verting the sign of just the wedge product term of the product.

It is not a coincidence that this is a similar operation to the conjugate oper-
ation of complex numbers.

The reverse of a product is written in the following fashion

ba = (ab)’
cba = (abc)?

Expressed this way the dot and wedge products are



a-b= %(ab + (ab)")

This is the symmetric component of the geometric product. When two vec-
tors are colinear the geometric and dot products of those vectors are equal.

aAb = %(ab — (ab)})

These symmetric and antisymmetric pairs, the dot and wedge products ex-
tract the scalar and bivector components of a geometric product in the same
fashion as the real and imaginary components of a complex number are also
extracted by its symmetric and antisymmetric components

Im(z) = E(z —2)

This extraction of components also applies to higher order geometric prod-
uct terms. For example

aAbAc= %(abc — (abe)") = 1(bca — (bca)") = Z(cab — (cab)")

2

NI~

2.7 Orthogonal decomposition of a vector

Using the Gram-Schmidt process a single vector can be decomposed into two
components with respect to a reference vector, namely the projection onto a
unit vector in a reference direction, and the difference between the vector and
that projection.

With, @ = u/||ul|, the projection of v onto 1 is

Proj, v =1t(a-v)

Orthogonal to that vector is the difference, designated the rejection,

v—a(a-v) = |ul|2<||u|2v—u<u-v>>

The rejection can be expressed as a single geometric algebraic product in a
few different ways

1
1uvfu-v = —(uAv)=10a(tAVv)=(vAQ)
u? u

The similarity in form between between the projection and the rejection is
notable. The sum of these recovers the original vector



Here the projection is in its customary vector form. An alternate formula-
tion is possible that puts the projection in a form that differs from the usual
vector formulation

1 1 1 1
V= a(u-v)—i—a(uAv) = (v-u)a-i-(V/\u)a
2.8 A quicker way to the end result

Working backwards from the end result, it can be observed that this orthogonal
decomposition result can in fact follow more directly from the definition of the
geometric product itself.
v=uaav=a(ad-v+aAv)
With this approach, the original geometrical consideration is not necessarily
obvious, but it is a much quicker way to get at the same algebraic result.
However, the hint that one can work backwards, coupled with the knowl-
edge that the wedge product can be used to solve sets of linear equations, ! the
problem of orthogal decomposition can be posed directly,
Let v. = au + x, where u-x = 0. To discard the portions of v that are
colinear with u, take the wedge product
uAv=uA(au+x) =uAx

Here the geometric product can be employed

UAV=uAX=ux—u-X=ux

Because the geometric product is invertable, this can be solved for x

1
x_a(uAv)

The same techniques can be applied to similar problems, such as calculation
of the component of a vector in a plane and perpendicular to the plane.

2.9 Area of parallelogram spanned by two vectors

The area of a parallelogram spanned between one vector and another equals
the length of one of those vectors multiplied by the length of the rejection of
that vector from the second.

A(u,0) = [[ufla@Av)| = [[a(aAv)]]

The length of this vector is the area of the spanned parallelogram, and in
the square is

http:/ /www.grassmannalgebra.info/ grassmannalgebra /book /bookpdf/TheExteriorProduct.pdf



A% = (a(uAV))(a(uAv))
= ((vAu))(a(uAv))
=(vAu)(uAv)
= —(uAv)?

There are a couple things of note here. One is that the area can easily be
expressed in terms of the square of a bivector. The other is that the square of
a bivector has the same property as a purely imaginary number, a negative
square.

210 Expansion of a bivector and a vector rejection in terms of
the standard basis

If a vector is factored directly into projective and rejective terms using the ge-
ometric product v = %(u - v+ u A v), then it is not necessarily obvious that
the rejection term, a product of vector and bivector is even a vector. Expansion
of the vector bivector product in terms of the standard basis vectors has the

following form

Let i
u
r=—(uAv)= S uAv)=—=u(uAv)
u u? ]
It can be shown that
_ 1 Uu; Ll]' Uu; Mj
lulf? S5 10 vl fei e

(a result that can be shown more easily straight from r = v — @(a - v)).

The rejective term is perpendicular to u, since ul: Z] = O0impliesr-u = 0.
1
The magnitude of 1, is
HrHZ*r v 1 Zui u].2
= . = 2
[ul” i 19 9
So, the quantity
2 2 u; uj 2
el lul? = Y|
i<j!7t 7]

is the squared area of the parallelogram formed by u and v.
It is also noteworthy that the bivector can be expressed as



Uu; u]'
0 U]‘

u/\v:z

i<j

ei/\e]-

Thus is it natural, if one considers each term e; A e; as a basis vector of the
bivector space, to define the (squared) “length” of that bivector as the (squared)
area.

Going back to the geometric product expression for the length of the rejec-
tion %(u A v) we see that the length of the quotient, a vector, is in this case is
the “length” of the bivector divided by the length of the divisor.

This may not be a general result for the length of the product of two k-
vectors, however it is a result that may help build some intuition about the
signficance of the algebraic operations. Namely,

When a vector is divided out of the plane (parallelogram span) formed from
it and another vector, what remains is the perpendicular component of the
remaining vector, and its length is the planar area divided by the length of
the vector that was divided out.

211 Projection and rejection of a vector onto and perpendicu-
lar to a plane.

Like vector projection and rejection, higher dimensional analogs of that calcu-
lation are also possible using the geometric product.

As an example, one can calculate the component of a vector perpendicular
to a plane and the projection of that vector onto the plane.

Let w = au + bv+ x, where u-x = v-x = 0. As above, to discard the
portions of w that are colinear with u or u, take the wedge product

WAUAV=(au+bv+x) AUAV=XAUAV

Having done this calculation with a vector projection, one can guess that
this quantity equals x(u A v). One can also guess there is a vector and bivector
dot product like quantity such that the allows the calculation of the compo-
nent of a vector that is in the “direction of a plane”. Both of these guesses
are correct, and the validating these facts is worthwhile. However, skipping
ahead slightly, this to be proved fact allows for a nice closed form solution of
the vector component outside of the plane:

1 1

x=(WAuUAV) = (uAVAW)
uAv  uAv

Notice the similarities between this planar rejection result a the vector rejec-
tion result. To calculation the component of a vector outside of a plane we take
the volume spanned by three vectors (trivector) and “divide out” the plane.

Independent of any use of the geometric product it can be shown that this
rejection in terms of the standard basis is

10



Where

u; Ll]'
0 Z)]'

(Au,v)2 = Z

i<j

= —(uAv)?

is the squared area of the parallelogram formed by u, and v.
The (squared) magnitude of x is

2
) 1 w; w] Wi
||X|| ZXWZ(A )2 2 U uj U
Thus, the (squared) volume of the parallopiped (base area times perpendic-
ular height) is

2
w; w] Wi

Z u u i U
i<j<k v; z)]- Uk
Note the similarity in form to the w,u,v trivector itself

w; w] Wi
Yo lwiouj uglejAejAeg
which, if you take the set of e; A ejA\egasa basis for the trivector space,
suggests this is the natural way to define the length of a trivector. Loosely

speaking the length of a vector is a length, length of a bivector is area, and the
length of a trivector is volume.

212 Product of a vector and bivector. Defining the “dot prod-
uct” of a plane and a vector.

In order to justify the normal to a plane result above, a general examination of
the product of a vector and bivector is required. Namely,

This has two parts, the vector part where i = j or i = k, and the trivec-
tor parts where no indexes equal. After some index summation trickery, and
grouping terms and so forth, this is

11



w; ZU] Wy
+ 2 uj uj  uglejNejNeg
i<j<k|ov; vj Uk

w(uAv) =) (wiej —wje)

u; Mj
i<j Yj

Ui

The trivector term is w A u A v. Expansion of (u A v)w yields the same
trivector term. This is the completely symetric part, and the vector term is
negated. Like the geometric product of two vectors, this geometric product can
be grouped into symetric and antisymtric parts, one of which is a pure k-vector.
In analogy the antisymtric part of this product can be called a generalized dot
product, and is roughly speaking the dot product of a “plane” (bivector), and
a vector.

The properties of this generalized dot product remain to be explored, but
first here is a summary of the notation

WUAV)=w-(UAV)+WAUAV
(UAV)W=—w-(UAV)+WAUAV

(W(uAv)+ (uAv)w)

NI~

WAUAV =

w-(uAV) = %(w(u/\v)—(u/\v)w)

Letw = x+y, wherex =au+bv,andy-u =y v = 0. Expressing w and
the u A v, products in terms of these components is

WuAv) =x(uAv)+y(uAv)=x-(uAV)+y - (UAV)+yAuAv

With the conditions and definitions above, and some manipulation, it can
be shown that the term y - (u A v) = 0, which then justifies the previous so-
lution of the normal to a plane problem. Since the vector term of the vector
bivector product the name dot product is zero when the vector is perpendicu-
lar to the plane (bivector), and this vector, bivector “dot product” selects only
the components that are in the plane, so in analogy to the vector-vector dot
product this name itself is justified by more than the fact this is the non-wedge
product term of the geometric vector-bivector product.

213 Complex numbers

There is a one to one correspondance between the geometric product of two IR?
vectors and the field of complex numbers.

Writing, a vector in terms of it's components, and left multiplying by the
unit vector e; yields

12



Z=-eP =ej(xe; +yey) = x(1) + y(ejex) = x(1) +y(e; Aep)

The unit scalar and unit bivector pair 1, e; A e; can be considered an alter-
nate basis for a two dimensional vector space. This alternate vector represen-
tation is closed with respect to the geometric product

717, = eq(x1e1 +yiez)er(xze1 + y2e2)
= (x1 +y1e1e2)(x2 +yzere2)
= x1%2 + y1y2(ere2)erer)
+(x1y2 + X211 )e1e2

This closure can be observed after calculation of the square of the unit bivec-
tor above, a quantity

(e Aey)? =ejereje; = —ejejeney = —1

that has the characteristics of the complex number i? = —1.
This fact allows the simplification of the product above to

Z1Zy = (x1x2 — y1y2) + (x1y2 + x2y1) (€1 A ep)

Thus what is traditionally the defining, and arguably arbitrary seeming,
rule of complex number multiplication, is found to follow naturally from the
higher order structure of the geometric product, once that is applied to a two
dimensional vector space.

It is also informative to examine how the length of a vector can be repre-
sented in terms of a complex number. Taking the square of the length

P-P = (xe; +yey) - (xe1 +yen)
= (e1Z)e1Z

= ((x —yeier)er)e1Z

= (

x—yleiNey))Z
This right multiplication of a vector with ey, is named the conjugate

Z=x—y(e;Ney)

And with that definition, the length of the original vector can be expressed
as

P-P=277

13



This is also a natural definition of the length of a complex number, given
the fact that the complex numbers can be considered an isomorphism with the
two dimensional Euclidean vector space.

214 Rotation in an arbitrarily oriented plane

A point P, of radius r, located at an angle 6 from the vector @ in the direction
from u to v, can be expressed as

a(aAv)

[a(anv)|

(uAv)
[a(uA v

I the square of this bivector has the property I y> =

P =r(ficosf + sinf) = rii(cos + sin 9)

Writing Iy v = = TouAv)] (u/\v)

—1 of the imaginary unit complex number.
This allows the point to be specified as a complex exponential

= tr(cos0 + Iy sinf) = arexp(Iyv0)

Complex numbers could be expressed in terms of the R?unit bivector e; A
ep. However this isomorphism really only requires a pair of linearly indepen-
dant vectors in a plane (of arbitrary dimension).

2.15 Quaternions

Similar to complex numbers the geometric product of two R* vectors can be
used to define quaternions. Pre and Post multiplication with ejeye3 can be
used to express a vector in terms of the quaterion unit numbers i, j, k, as well
as describe all the properties of those numbers.

216 Cross product as outer product

Cross product can be written as a scaled outer product

axb=—i(aAb)

i? = (e1ez€3)?

— €1€epe3ejeres
= —ejezejezeze;
= e1€1eze3ere3
= —ezereres
=1

14



The equivalence of the R? cross product and the wedge product expres-
sion above can be confirmed by direct multiplication of —i = —ejepe3 with a
determinant expansion of the wedge product

uAv = Z (le‘vj — v,-uj)e,- Nej= Z (uiv]- - viu]-)eiej
1<=i<j<=3 1<=i<j<=3
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