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1 On different ways of expressing Maxwell’s equations.

One of the most striking applications of the geometric product is the ability to formulate the eight Maxwell’s equations in a coherent fashion as a single equation.

This isn’t a new idea, and this has been done historically using formulations based on quaterions (1910. dig up citation). A formulation in terms of antisymmetric second rank tensors \( F_{\mu \nu} \) and \( G_{\mu \nu} \) (See: wiki:Formulation of Maxwell’s equations in special relativity) reduces the eight equations to two, but also introduces complexity and obfuscates the connection to the physically measurable quantities.

A formulation in terms of differential forms (See: wiki:Maxwell’s equations) is also possible. This doesn’t have the complexity of the tensor formulation, but requires the electromagnetic field to be expressed as a differential form. This is arguably strange given a traditional vector calculus education. One also doesn’t have to integrate a field in any fashion, so what meaning should be given to a electrodynamic field as a differential form?

1.1 Introduction of complex vector electromagnetic field

To explore the ideas, the starting point is the traditional set of Maxwell’s equations

\[
\begin{align*}
\nabla \cdot \mathbf{E} &= \frac{\rho}{\epsilon_0} \\
\nabla \cdot \mathbf{B} &= 0 \\
\n\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} &= 0 \\
c^2 \nabla \times \mathbf{B} - \frac{\partial \mathbf{E}}{\partial t} &= \frac{\mathbf{J}}{\epsilon_0}
\end{align*}
\]
It is customary in relativistic treatments of electrodynamics to introduce a four vector \((x, y, z, ict)\). Using this as a hint, one can write the time partials in terms of \(ict\) and regrouping slightly

\[
\begin{align*}
\nabla \cdot E &= \frac{\rho}{\epsilon_0} \\
\nabla \cdot (icB) &= 0 \\
\nabla \times E + \frac{\partial (icB)}{\partial (ict)} &= 0 \\
\n\nabla \times (icB) + \frac{\partial E}{\partial (ict)} &= i \frac{J}{\epsilon_0 c}
\end{align*}
\]

There is no use of geometric or wedge products here, but the opposing signs in the two sets of curl and time partial equations is removed. The pairs of equations can be added together without loss of information since the original equations can be recovered by taking real and imaginary parts.

\[
\begin{align*}
\nabla \cdot (E + icB) &= \frac{\rho}{\epsilon_0} \\
\n\nabla \times (E + icB) + \frac{\partial (E + icB)}{\partial (ict)} &= i \frac{J}{\epsilon_0 c}
\end{align*}
\]

It is thus natural to define a combined electrodynamic field as a complex vector, expressing the natural orthogality of the electric and magnetic fields

\[F = E + icB\]

The electric and magnetic fields can be recovered from this composite field by taking real and imaginary parts respectively, and we can now write write Maxwell’s equations in terms of this single electrodyamic field

\[
\begin{align*}
\nabla \cdot F &= \frac{\rho}{\epsilon_0} \\
\n\nabla \times F + \frac{\partial F}{\partial (ict)} &= i \frac{J}{\epsilon_0 c}
\end{align*}
\]

1.2 Converting the curls in the pair of Maxwell’s equations for the electrodynamic field to wedge and geometric products

With multiplication of the second by a \(i\) factor to convert to a wedge product representation the remaining pair of equations can be written

\[
\begin{align*}
\nabla \cdot F &= \frac{\rho}{\epsilon_0} \\
\n\n\n\begin{array}{l}
\end{array}
\end{align*}
\]

\[i \nabla \times F + \frac{1}{c} \frac{\partial F}{\partial t} = - \frac{J}{\epsilon_0 c}\]
This last, in terms of the geometric product is,
\[ \nabla \wedge F + \frac{1}{c} \frac{\partial F}{\partial t} = - \frac{J}{\epsilon_0 c} \]

These equations can be added without loss
\[ \nabla \cdot F + \nabla \wedge F + \frac{1}{c} \frac{\partial F}{\partial t} = \frac{\rho}{\epsilon_0} - \frac{J}{\epsilon_0 c} \]

Leading to the end result
\[ \left( \frac{1}{c} \frac{\partial}{\partial t} + \nabla \right) F = \frac{1}{\epsilon_0} \left( \rho - \frac{J}{c} \right) \]  

Here we have all of Maxwell’s equations as a single differential equation. This gives a hint why it is hard to separately solve these equations for the electric or magnetic field components (the partials of which are scattered across the original eight different equations.) Logically the electric and magnetic field components have to be kept together.

Solution of this equation will require some new tools. Minimally, some relearning of existing vector calculus tools is required.

1.3 Components of the geometric product Maxwell equation

Explicit expansion of this equation, using \( i = e_1 e_2 e_3 \), will yield a scalar, vector, bivector, and pseudoscalar components, and is an interesting exercise to verify the simpler field equation really describes the same thing.

\[ \left( \frac{1}{c} \frac{\partial}{\partial t} + \nabla \right) F = \frac{1}{c} \frac{\partial E}{\partial t} + i \frac{1}{c} \frac{\partial B}{\partial t} + \nabla \cdot E + \nabla \wedge E + \nabla \cdot iB + \nabla \wedge iB \]

The imaginary part of the field can be multiplied out as bivector components explicitly

\[ iB = e_1 e_2 e_3 (e_1 B_1 + e_2 B_2 + e_3 B_3) = e_2 e_3 B_1 + e_3 e_1 B_2 + e_1 e_2 B_3 \]

which allows for direct calculation of the following

\[ \nabla \wedge iB = i \nabla \cdot B \]
\[ \nabla \cdot iB = - \nabla \times B \]

That, plus writing the electric field curl term in terms of the cross product

\[ \nabla \wedge E = i \nabla \times E \]
This allows for grouping of real and imaginary scalar and real and imaginary vector (bivector) components

\[
(\nabla \cdot \mathbf{E}) + i (\nabla \cdot \mathbf{B}) + \left( \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t} - \nabla \times \mathbf{B} \right) + i \left( \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} + \nabla \times \mathbf{E} \right) = \frac{\rho}{\varepsilon_0} + i (0) + \left( -\frac{1}{\varepsilon_0 c} \right) + i 0
\]

Comparing each of the left and right side components recovers the original set of four (or eight depending on your point of view) Maxwell’s equations.

2 Future: comparison to gravitation.

The high school electrostatics equation, where \( \rho \) is either a continuous distribution or a spatial delta function for point masses:

\[
\mathbf{E}(\mathbf{r}) = \frac{1}{4\pi\varepsilon_0} \int \rho(\mathbf{r}') \frac{(\mathbf{r} - \mathbf{r}')}{(\mathbf{r} - \mathbf{r}')^2} d\mathbf{V}'
\]

As a field equation this is written:

\[
\nabla \cdot \mathbf{E}(\mathbf{r}) = \frac{\rho(\mathbf{r})}{\varepsilon_0}
\]

but this is both not relativistically correct nor does it include the propagation effects for “electrostatics” interactions which occur at the speed of light.

We need the other three components of the maxwell’s equation 1, to get the propagation and relativistic corrections.

Compare this to newton’s gravitational field equation:

\[
\mathbf{G}(\mathbf{r}) = -G \int \rho(\mathbf{r}') \frac{(\mathbf{r} - \mathbf{r}')}{(\mathbf{r} - \mathbf{r}')^2} d\mathbf{V}'
\]

which can be written as a field equation as:

\[
\nabla \cdot \mathbf{G}(\mathbf{r}) = 4\pi G \rho(\mathbf{r}).
\]

If one assumes that electrodynamics and gravitation have the same form then is the corrected form of the gravitational field equation with respect to relativity and propagation at the speed of light as follows:

\[
\left( \frac{1}{c} \frac{\partial}{\partial t} + \nabla \right) \mathbf{G}(\mathbf{r}) = 4\pi G \rho(\mathbf{r})
\]

Is this correct in any sense? Perhaps it matches the special relativity results but not the general relativity ones?