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1. Reading.

Covering chapter 6 material from the text [1].
Covering lecture notes pp. 115-127: properties of monochromatic plane EM waves (122-124);

energy and energy flux of the EM field and energy conservation from the equations of motion
(125-127) [Wednesday, Mar. 2]

2. Review. Solution to the wave equation.

Recall that in the Coulomb gauge

A0 = 0 (1)
∇ ·A = 0 (2)

our equation to solve is (
1
c2

∂2

∂t2 − ∆
)

A = 0. (3)

We found that the general solution was

A(x, t) =
∫ d3k

(2π)3

(
ei(k·x+ωkt)β∗(−k) + ei(k·x−ωkt)β(k)

)
(4)

where

k · β(k) = 0 (5)

It is clear that this is a solution since(
1
c2

∂2

∂t2 − ∆
)

ei(k·x±ωkt) = 0 (6)
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3. Moving to physically relevant results.

Since the most general solution is a sum over k, it is enough to consider only a single k, or
equivalently, take

β(k) = β(2π)3δ3(k− p) (7)

β∗(−k) = β∗(2π)3δ3(−k− p) (8)

but we have the freedom to pick a real and constant β. Now our solution is

A(x, t) = β
(

e−i(p·x+ωkt) + ei(p·x−ωkt)
)
= β cos(ωt− p · x) (9)

where

β · p = 0 (10)

FIXME:DIY: show that also using β complex also works.
Let’s choose

p = (p, 0, 0) (11)

Since
p · β = pxβx (12)

we must have

βx = 0 (13)

so

β = (0, βy, βz) (14)

Claim: The Coulomb gauge 0 = ∇ ·A = (β ·p) sin(ωt−p · x) implies that there are two linearly
independent choices of β and p.

FIXME: missing exactly how this is?
PICTURE:
β1, β2, p all mutually perpendicular.

E = −∂A
∂ct

= −β

c
∂

∂t
cos(ωt− p · x)

= −1
c

βωp sin(ωt− p · x)

(recall: ωp = c|p|)

E = β|p| sin(ωt− p · x) (15)
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B = ∇×A
= ∇× (β cos(ωt− p · x)
= (∇ cos(ωt− p · x))× β

= sin(ωt− p · x)p× β

B = (p× β) sin(ωt− p · x) (16)

Example: p ‖ ex, B ‖ ey or ez
(since we have two linearly independent choices)

Example: take β ‖ ey

E = βp sin(cpt− px) (17)
B = (p× β) sin(cpt− px) (18)

At t = 0

E = −βp sin(px) (19)
Bz = −|β|ezcp sin(px) (20)

PICTURE: two oscillating mutually perpendicular sinusoids.
So physically, we see that p is the direction of propagation. We have always

p ⊥ E (21)

and we have two possible polarizations.
Convention is usually to take the direction of oscillation of E the polarization of the wave.
This is the starting point for the field of optics, because the polarization of the incident wave, is

strongly tied to how much of the wave will reflect off of a surface with a given index of refraction
n.

4. EM waves carrying energy and momentum

Maxwell field in vacuum is the sum of plane monochromatic waves, two per wave vector.
PICTURE:

E ‖ e3

B ‖ e1

k ‖ e2

PICTURE:
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B ‖ −e3

E ‖ e1

k ‖ e2

(two linearly independent polarizations)
Our wave frequency is

ωk = c|k| (22)

The wavelength, the value such that x → x + 2π
k

FIXME:DIY: see:
sin(kct− kx) (23)

λk =
2π

k
(24)

period

T =
2π

kc
=

λk

c
(25)

5. Energy and momentum of EM waves.

5.1. Classical mechanics motivation.

To motivate our approach, let’s recall one route from our equations of motion in classical me-
chanics, to the energy conservation relation. Our EOM in one dimension is

m
d
dt

ẋ = −U ′(x). (26)

We can multiply both sides by what we take the time derivative of

mẋ
dẋ
dt

= −ẋU ′(x), (27)

and then manipulate it a bit so that we have time derivatives on both sides

d
dt

mẋ2

2
= −dU (x)

dt
. (28)

Taking differences, we have

d
dt

(
mẋ2

2
+ U (x)

)
= 0, (29)

which allows us to find a conservation relationship that we label energy conservation (E =
K + U ).
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5.2. Doing the same thing for Maxwell’s equations.

Poppitz claims we have very little tricks in physics, and we really just do the same thing for our
EM case. Our equations are a bit messier to start with, and for the vacuum, our non-divergence
equations are

∇× B− 1
c

∂E
∂t

=
4π

c
j (30)

∇× E +
1
c

∂B
∂t

= 0 (31)

We can dot these with E and B respectively, repeating the trick of “multiplying” by what we
take the time derivative of

E · (∇× B)− 1
c

E · ∂E
∂t

=
4π

c
E · j (32)

B · (∇× E) +
1
c

B · ∂B
∂t

= 0, (33)

and then take differences

1
c

(
B · ∂B

∂t
+ E · ∂E

∂t

)
+ B · (∇× E)− E · (∇× B) = −4π

c
E · j. (34)

Claim:
− B · (∇× E) + E · (∇× B) = ∇ · (B× E). (35)

This is almost trivial with an expansion of the RHS in tensor notation

∇ · (B× E) = ∂αeαβσBβEσ

= eαβσ(∂αBβ)Eσ + eαβσBβ(∂αEσ)

= E · (∇× B)− B · (∇× E) �

Regrouping we have

1
2c

∂

∂t
(
B2 + E2)−∇ · (B× E) = −4π

c
E · j. (36)

A final rescaling makes the units natural

∂

∂t
E2 + B2

8π
−∇ ·

( c
4π

B× E
)
= −E · j. (37)

We define the cross product term as the Poynting vector

S =
c

4π
B× E. (38)

Suppose we integrate over a spatial volume. This gives us
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∂

∂t

∫
V

d3x
E2 + B2

8π
−
∫

V
d3x∇ · S = −

∫
V

d3xE · j. (39)

Our Poynting integral can be converted to a surface integral utilizing Stokes theorem∫
V

d3x∇ · S =
∫

∂V
d2σn · S =

∫
∂V

d2σ · S (40)

We make the interpretations

∫
V

d3x
E2 + B2

8π
= energy∫

V
d3x∇ · S = momentum change through surface per unit time

−
∫

V
d3xE · j = work done

Justifying the sign, and clarifying work done by what, above. Recall that the energy term of
the Lorentz force equation was

dEkinetic

dt
= eE · v (41)

and

j = eρv (42)

so ∫
V

d3xE · j (43)

represents the rate of change of kinetic energy of the charged particles as they move through
through a field. If this is positive, then the charge distribution has gained energy. The negation of
this quantity would represent energy transfer to the field from the charge distribution, the work
done on the field by the charge distribution.

5.3. Aside: As a four vector relationship.

In tutorial today (after this lecture, but before typing up these lecture notes in full), we used U
for the energy density term above

U =
E2 + B2

8π
. (44)

This allows us to group the quantities in our conservation relationship above nicely

∂U
∂t
−∇ · S = −E · j. (45)

It appears natural to write 45 in the form of a four divergence. Suppose we define

Pi = (U , S/c2) (46)
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then we have

∂iPi = −cE · j. (47)

Since the LHS has the appearance of a four scalar, this seems to imply that E · j is a Lorentz
invariant. It is curious that we have only the four scalar that comes from the energy term of the
Lorentz force on the RHS of the conservation relationship. Peeking ahead at the text, this appears
to be why a rank two energy tensor Tij is introduced. For a relativistically natural quantity, we
ought to have a conservation relationship also associated with each of the momentum change
components of the four vector Lorentz force equation too.

References

[1] L.D. Landau and E.M. Lifshitz. The classical theory of fields. Butterworth-Heinemann, 1980. 1

7


