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1D SHO phase space

Let’s review the 1D SHO to get a better feel for the ideas of phase space. Given a spring and mass
system
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our potential is
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So, our Hamiltonian is
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Hamilton’s equations follow from H = px — L
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For the SHO this is
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It’s convenient to non-dimensionalize this. Using w = \/k/m, which has dimensions of 1/T, we
form
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With definitions
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the SHO Hamilton’s equations are just
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The solution follows immediately

x = ¢"“txq. (1.9)
We expect matrix exponential to have the structure of a rotation matrix, so let’s write it out explic-

itly to see its structure

et = [ cos(wt) + i sin(wt)

= [(1) (1)] cos(wt) + [(1) 01] sin(wt) (1.10)
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In this non-dimensionalized phase space, with p/m on the horizontal axis and wx on the vertical
axis, this is a counterclockwise rotation. The (squared) radius of the rotation is
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It makes sense to put the initial position in phase space in polar form too. We can write
I:po/m:| - %eie |:1:| , (112)
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f = atan (wmxo> . (1.13)
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Now the non-dimensionalized phase space solution takes the particularly simple form
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Removing the non-dimensionalization ~ Written explicitly, our momentum and position trace out, ellip-
tical trajectories

p = po cos(wt) — wmxg sin(wt) (1.15a)
X = r:% sin(wt) + xp cos(wt). (1.15b)

With the initial phase space point specified as a rotation from the momentum axis as in 1.13, this is
just

p=4/ %m cos(wt +0) = V2mE cos(wt + 0) (1.16a)
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X = g sin(wt + 0) = Tsm(wt+9) (1.16b)

In fig. 1.1 are trajectory plots for two different initial time pairs of phase space points (po, xg), and
(p1, x1). Roughly between these points a circular region of this phase space is plotted, with the same
region plotted at a couple of other points in time. This shows the trajectory of a region of phase space.
Observe that the area appears to visually be invariant, as we expect from Liouville’s theorem. See
notes/phy452 /mathematica/shoPhaseSpacePlots.nb for an interactive way to play with this.
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Figure 1.1: A SHO phase space trajectory

Observe that the rotation angle 0 doesn’t specify a geometric rotation of the ellipse. Instead, it is a
function of the starting point of the elliptical trajectory through phase space.

Aside. Complex representation of phase space points  It’s interesting to note that we can also work in a
complex representation of phase space, instead of a matrix picture (for this 1D SHO problem).
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Writing
zZ= L iwx, (1.18)
m

Hamilton’s equations take the form

7 =iwz. (1.19)

Again, we can read off the solution by inspection
z = ez, (1.20)

The continuity equation  Thinking back to the origin of the 3D continuity equation from fluid me-
chanics, we used the geometrical argument that any change to the mass in a volume had to leave
through the boundary. This was

at/p ‘/a (pu) - AdA = — /V (pu)dV. (1.21)

We used Green’s theorem above, allowing us to write, provided the volume is fixed

0= /<+V )) av, (1.22)

0= g€+v (pu). (1.23)

Consider the following phase space picture fig. 1.2. The time evolution of any individual particle
(or set of particles that lie in the same element of phase space) is directed in the direction (X, p). So,
the phase space density leaving through the surface is in proportion to the normal component of
j = p(4, p) (red in the figure).

With this geometrical picture in mind, the 6N dimensional phase space equivalent of 1.21, and a
basis e;, for the positions ¢q;, and f; for the momentum components p;, is then
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Here d A is the surface area element for the phase space and 1 is the unit normal to this surface. We
have to assume the existance of a divergence theorem for the 6N dimensional space.
We can now regroup, and find for the integrand
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Figure 1.2: Phase space current

which is the continuity equation. The assumptions that we have to make are that the flow of the
density in phase space through the surface is proportional to the projection of the vector p(4;,, pi,),
and then use the same old arguments (extended to a 6N dimensional space) as we did for the conti-
nuity equation for 3D masses.




