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Dual-Maxwell’s (phasor) equations in Geometric Algebra

These notes repeat (mostly word for word) the previous notes ’Maxwell’s (phasor) equations in Ge-
ometric Algebra’. Electric charges and currents have been replaced with magnetic charges and cur-
rents, and the appropriate relations modified accordingly.

In [1] §3.3, treating magnetic charges and currents, and no electric charges and currents, is a demon-
stration of the required (curl) form for the electric field, and potential form for the electric field. Not
knowing what to name this, I’ll call the associated equations the dual-Maxwell’s equations.

I was wondering how this derivation would proceed using the Geometric Algebra (GA) formalism.

1.1 Dual-Maxwell’s equation in GA phasor form.

The dual-Maxwell’s equations, omitting electric charges and currents, are

(1.1a)∇ × E = −∂B
∂t
−M

(1.1b)∇ ×H =
∂D
∂t

(1.1c)∇ ·D = 0

(1.1d)∇ · B = ρm.

Assuming linear media B = µ0H, D = ε0E , and phasor relationships of the form E = Re
(
E(r)ejωt)

for the fields and the currents, these reduce to

(1.2a)∇ × E = −jωB−M

(1.2b)∇ × B = jωε0µ0E

(1.2c)∇ · E = 0

(1.2d)∇ · B = ρm.
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These four equations can be assembled into a single equation form using the GA identities

fg = f · g + f∧ g = f · g + If× g. (1.3a)

(1.3b)I = x̂ŷẑ.

The electric and magnetic field equations, respectively, are

∇E = − (M + jkcB) I (1.4a)

∇cB = cρm + jkEI (1.4b)

where ω = kc, and 1 = c2ε0µ0 have also been used to eliminate some of the mess of constants.
Summing these (first scaling eq. (1.4b) by I), gives Maxwell’s equation in its GA phasor form

(∇ + jk) (E + IcB) = (cρ−M) I. (1.5)

1.2 Preliminaries. Dual magnetic form of Maxwell’s equations.

The arguments of the text showing that a potential representation for the electric and magnetic fields
is possible easily translates into GA. To perform this translation, some duality lemmas are required

First consider the cross product of two vectors x, y and the right handed dual−yI of y, a bivector, of
one of these vectors. Noting that the Euclidean pseudoscalar I commutes with all grade multivectors
in a Euclidean geometric algebra space, the cross product can be written

(1.6)

(x× y) = −I (x ∧ y)

= −I
1
2

(xy− yx)

=
1
2

(x(−yI)− (−yI)x)

= x · (−yI) .

The last step makes use of the fact that the wedge product of a vector and vector is antisymmetric,
whereas the dot product (vector grade selection) of a vector and bivector is antisymmetric. Details on
grade selection operators and how to characterize symmetric and antisymmetric products of vectors
with blades as either dot or wedge products can be found in [3], [2].

Similarly, the dual of the dot product can be written as

(1.7)
−I (x · y) = −I

1
2

(xy + yx)

=
1
2

(x(−yI) + (−yI)x)

= x ∧ (−yI) .
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These duality transformations are motivated by the observation that in the GA form of Maxwell’s
equation the magnetic field shows up in its dual form, a bivector. Spelled out in terms of the dual
magnetic field, those equations are

(1.8a)∇ · (−EI) = −jωB−M

(1.8b)∇ ∧H = jωε0EI

(1.8c)∇ ∧ (−EI) = 0

(1.8d)∇ · B = ρm.

1.3 Constructing a potential representation.

The starting point of the argument in the text was the observation that the triple product ∇ · (∇× x) =
0 for any (sufficiently continuous) vector x. This triple product is a completely antisymmetric sum,
and the equivalent statement in GA is ∇ ∧∇ ∧ x = 0 for any vector x. This follows from a ∧ a = 0,
true for any vector a, including the gradient operator ∇, provided those gradients are acting on a
sufficiently continuous blade.

In the absence of electric charges, eq. (1.8c) shows that the divergence of the dual electric field is
zero. It it therefore possible to find a potential F such that

(1.9)−ε0EI = ∇ ∧ F.

Substituting this eq. (1.8b) gives

(1.10)∇ ∧
(
H + jωF

)
= 0.

This relation is a bivector identity with zero, so will be satisfied if

(1.11)H + jωF = −∇φm,

for some scalar φm. Unlike the −ε0EI = ∇ ∧ F solution to eq. (1.8c), the grade of φm is fixed by the
requirement that E + jωF is unity (a vector), so a E + jωF = ∇ ∧ ψ, for a higher grade blade ψ would
not work, despite satisfying the condition ∇ ∧∇ ∧ ψ = 0.

Substitution of eq. (1.11) and eq. (1.9) into eq. (1.8b) gives

∇ · (∇ ∧ F) = −ε0M− jωε0µ0 (−∇φm − jωF)

∇2F−∇ (∇ · F) =
(1.12)

Rearranging gives

(1.13)∇2F + k2F = −ε0M + ∇
(
∇ · F + j

k
c

φm

)
.
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The fields F and φm are assumed to be phasors, say A = Re Fejkct and ϕ = Re φmejkct. Grouping the
scalar and vector potentials into the standard four vector form Fµ = (φm/c, F), and expanding the
Lorentz gauge condition

(1.14)

0 = ∂µ

(
Fµejkct

)
= ∂a

(
Faejkct

)
+

1
c

∂

∂t

(
φm

c
ejkct

)
= ∇ · Fejkct +

1
c

jkφmejkct

=
(
∇ · F + jkφm/c

)
ejkct,

shows that in eq. (1.13) the quantity in braces is in fact the Lorentz gauge condition, so in the
Lorentz gauge, the vector potential satisfies a non-homogeneous Helmholtz equation.

∇2F + k2F = −ε0M. (1.15)

1.4 Maxwell’s equation in Four vector form

The four vector form of Maxwell’s equation follows from eq. (1.5) after pre-multiplying by γ0.
With

F = Fµγµ = (φm/c, F) (1.16a)

G = ∇∧ F = −ε0 (E + cBI) I (1.16b)

∇ = γµ∂µ = γ0 (∇ + jk) (1.16c)

M = Mµγµ = (cρm, M) , (1.16d)

Maxwell’s equation is

∇G = −ε0M. (1.17)

Here
{

γµ

}
is used as the basis of the four vector Minkowski space, with γ2

0 = −γ2
k = 1 (i.e. γµ · γν =

δµ
ν), and γaγ0 = σa where {σa} is the Pauli basic (i.e. standard basis vectors for R3).
Let’s demonstrate this, one piece at a time. Observe that the action of the spacetime gradient on a

phasor, assuming that all time dependence is in the exponential, is

(1.18)

γµ∂µ

(
ψejkct

)
= (γa∂a + γ0∂ct)

(
ψejkct

)
= γ0

(
γ0γa∂a + jk

) (
ψejkct

)
= γ0

(
σa∂a + jk

)
ψejkct

= γ0
(
∇ + jk

)
ψejkct
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This allows the operator identification of eq. (1.16c). The four current portion of the equation comes
from

(1.19)

cρm −M = γ0
(
γ0cρm − γ0γaγ0Ma)

= γ0
(
γ0cρm + γa Ma)

= γ0
(
γµ Mµ

)
= γ0M.

Taking the curl of the four potential gives

(1.20)

∇ ∧ F =
(
γa∂a + γ0 jk

)
∧
(

γ0φm/c + γbFb
)

= −σa∂aφm/c + γa ∧ γb∂aFb − jkσbFb

= −σa∂aφm/c + σa ∧ σb∂aFb − jkσbFb

=
1
c
(
−∇φm − jωF + c∇ ∧ F

)
= ε0 (cB− EI)
= −ε0 (E + cBI) I.

Substituting all of these into Maxwell’s eq. (1.5) gives

(1.21)−γ0

ε0
∇G = γ0M,

which recovers eq. (1.17) as desired.

1.5 Helmholtz equation directly from the GA form.

It is easier to find eq. (1.15) from the GA form of Maxwell’s eq. (1.17) than the traditional curl and
divergence equations. Note that

(1.22)
∇G = ∇ (∇ ∧ F)

= ∇ · (∇ ∧ F) +(((((((∇ ∧ (∇ ∧ F)
= ∇2F −∇ (∇ · F) ,

however, the Lorentz gauge condition ∂µFµ = ∇ · F = 0 kills the latter term above. This leaves

(1.23)

∇G = ∇2F
= γ0

(
∇ + jk

)
γ0

(
∇ + jk

)
F

= γ2
0
(
−∇ + jk

) (
∇ + jk

)
F

= −
(
∇2 + k2) F

= −ε0M.

The timelike component of this gives
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(1.24)
(
∇2 + k2) φm = −ε0cρm,

and the spacelike components give

(1.25)
(
∇2 + k2) F = −ε0M,

recovering eq. (1.15) as desired.
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