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## 1. Motivation.

From Energy and momentum for Complex electric and magnetic field phasors [1] how to formulate the energy momentum tensor for complex vector fields (ie. phasors) in the Geometric Algebra formalism is now understood. To recap, for the field $F=\mathbf{E}+I c \mathbf{B}$, where $\mathbf{E}$ and $\mathbf{B}$ may be complex vectors we have for Maxwell's equation

$$
\begin{equation*}
\nabla F=J / \epsilon_{0} c \tag{1}
\end{equation*}
$$

This is a doubly complex representation, with the four vector pseudoscalar $I=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}$ acting as a non-commutatitive imaginary, as well as real and imaginary parts for the electric and magnetic field vectors. We take the real part (not the scalar part) of any bivector solution $F$ of Maxwell's equation as the actual solution, but allow ourself the freedom to work with the complex phasor representation when convenient. In these phasor vectors, the imaginary $i$, as in $\mathbf{E}=\operatorname{Re}(\mathbf{E})+i \operatorname{Im}(\mathbf{E})$, is a commuting imaginary, commuting with all the multivector elements in the algebra.

The real valued, four vector, energy momentum tensor $T(a)$ was found to be

$$
\begin{equation*}
T(a)=\frac{\epsilon_{0}}{4}\left(F^{*} a \tilde{F}+\tilde{F} a F^{*}\right)=-\frac{\epsilon_{0}}{2} \operatorname{Re}\left(F^{*} a F\right) \tag{2}
\end{equation*}
$$

To supply some context that gives meaning to this tensor the associated conservation relationship was found to be

$$
\begin{equation*}
\nabla \cdot T(a)=a \cdot \frac{1}{c} \operatorname{Re}\left(J \cdot F^{*}\right) \tag{3}
\end{equation*}
$$

and in particular for $a=\gamma^{0}$, this four vector divergence takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\epsilon_{0}}{2}\left(\mathbf{E} \cdot \mathbf{E}^{*}+c^{2} \mathbf{B} \cdot \mathbf{B}^{*}\right)+\boldsymbol{\nabla} \cdot \frac{1}{\mu_{0}} \operatorname{Re}\left(\mathbf{E} \times \mathbf{B}^{*}\right)+\operatorname{Re}\left(\mathbf{J} \cdot \mathbf{E}^{*}\right)=0 \tag{4}
\end{equation*}
$$

relating the energy term $T^{00}=T\left(\gamma^{0}\right) \cdot \gamma^{0}$ and the Poynting spatial vector $T\left(\gamma^{0}\right) \wedge \gamma^{0}$ with the current density and electric field product that constitutes the energy portion of the Lorentz force density.

Let's apply this to calculating the energy associated with the field that is periodic within a rectangular prism as done by Bohm in [2]. We do not necessarily need the Geometric Algebra formalism for this calculation, but this will be a fun way to attempt it.

## 2. Setup

Let's assume a Fourier representation for the four vector potential $A$ for the field $F=\nabla \wedge A$. That is

$$
\begin{equation*}
A=\sum_{\mathbf{k}} A_{\mathbf{k}}(t) e^{i \mathbf{k} \cdot \mathbf{x}} \tag{5}
\end{equation*}
$$

where summation is over all angular wave number triplets $\mathbf{k}=2 \pi\left(k_{1} / \lambda_{1}, k_{2} / \lambda_{2}, k_{3} / \lambda_{3}\right)$. The Fourier coefficients $A_{\mathbf{k}}=A_{\mathbf{k}}{ }^{\mu} \gamma_{\mu}$ are allowed to be complex valued, as is the resulting four vector $A$, and the associated bivector field $F$.

Fourier inversion, with $V=\lambda_{1} \lambda_{2} \lambda_{3}$, follows from

$$
\begin{equation*}
\delta_{\mathbf{k}^{\prime}, \mathbf{k}}=\frac{1}{V} \int_{0}^{\lambda_{1}} \int_{0}^{\lambda_{2}} \int_{0}^{\lambda_{3}} e^{i \mathbf{k}^{\prime} \cdot \mathbf{x}} e^{-i \mathbf{k} \cdot \mathbf{x}} d x^{1} d x^{2} d x^{3} \tag{6}
\end{equation*}
$$

but only this orthogonality relationship and not the Fourier coefficients themselves

$$
\begin{equation*}
A_{\mathbf{k}}=\frac{1}{V} \int_{0}^{\lambda_{1}} \int_{0}^{\lambda_{2}} \int_{0}^{\lambda_{3}} A(\mathbf{x}, t) e^{-i \mathbf{k} \cdot \mathbf{x}} d x^{1} d x^{2} d x^{3} \tag{7}
\end{equation*}
$$

will be of interest here. Evaluating the curl for this potential yields

$$
\begin{equation*}
F=\nabla \wedge A=\sum_{\mathbf{k}}\left(\frac{1}{c} \gamma^{0} \wedge \dot{A}_{\mathbf{k}}+\gamma^{m} \wedge A_{\mathbf{k}} \frac{2 \pi i k_{m}}{\lambda_{m}}\right) e^{i \mathbf{k} \cdot \mathbf{x}} \tag{8}
\end{equation*}
$$

Since the four vector potential has been expressed using an explicit split into time and space components it will be natural to re express the bivector field in terms of scalar and (spatial) vector potentials, with the Fourier coefficients. Writing $\sigma_{m}=\gamma_{m} \gamma_{0}$ for the spatial basis vectors, $A_{\mathbf{k}}{ }^{0}=\phi_{\mathbf{k}}$, and $\mathbf{A}=A^{k} \sigma_{k}$, this is

$$
\begin{equation*}
A_{\mathbf{k}}=\left(\phi_{\mathbf{k}}+\mathbf{A}_{\mathbf{k}}\right) \gamma_{0} . \tag{9}
\end{equation*}
$$

The Faraday bivector field $F$ is then

$$
\begin{equation*}
F=\sum_{\mathbf{k}}\left(-\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}-i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right) e^{i \mathbf{k} \cdot \mathbf{x}} . \tag{10}
\end{equation*}
$$

This is now enough to express the energy momentum tensor $T\left(\gamma^{\mu}\right)$

$$
\begin{equation*}
T\left(\gamma^{\mu}\right)=-\frac{\epsilon_{0}}{2} \sum_{\mathbf{k}, \mathbf{k}^{\prime}} \operatorname{Re}\left(\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}^{\prime}}\right)^{*}+i \mathbf{k}^{\prime} \phi_{\mathbf{k}^{\prime}}{ }^{*}-i \mathbf{k}^{\prime} \wedge \mathbf{A}_{\mathbf{k}^{\prime}}{ }^{*}\right) \gamma^{\mu}\left(-\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}-i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right) e^{i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{x}}\right) . \tag{11}
\end{equation*}
$$

It will be more convenient to work with a scalar plus bivector (spatial vector) form of this tensor, and right multiplication by $\gamma_{0}$ produces such a split

$$
\begin{equation*}
T\left(\gamma^{\mu}\right) \gamma_{0}=\left\langle T\left(\gamma^{\mu}\right) \gamma_{0}\right\rangle+\sigma_{a}\left\langle\sigma_{a} T\left(\gamma^{\mu}\right) \gamma_{0}\right\rangle \tag{12}
\end{equation*}
$$

The primary object of this treatment will be consideration of the $\mu=0$ components of the tensor, which provide a split into energy density $T\left(\gamma^{0}\right) \cdot \gamma_{0}$, and Poynting vector (momentum density) $T\left(\gamma^{0}\right) \wedge \gamma_{0}$.

Our first step is to integrate Equation 12 over the volume $V$. This integration and the orthogonality relationship Equation 6, removes the exponentials, leaving

$$
\begin{align*}
& \int T\left(\gamma^{\mu}\right) \cdot \gamma_{0}=-\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re}\left\langle\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k}{\phi_{\mathbf{k}}}^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}^{*}\right) \gamma^{\mu}\left(-\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}-i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right) \gamma_{0}\right\rangle  \tag{13a}\\
& \int T\left(\gamma^{\mu}\right) \wedge \gamma_{0}=-\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re} \sigma_{a}\left\langle\sigma_{a}\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}^{*}\right) \gamma^{\mu}\left(-\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}-i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right) \gamma_{0}\right\rangle \tag{13b}
\end{align*}
$$

Because $\gamma_{0}$ commutes with the spatial bivectors, and anticommutes with the spatial vectors, the remainder of the Dirac basis vectors in these expressions can be eliminated

$$
\begin{align*}
& \int T\left(\gamma^{0}\right) \cdot \gamma_{0}=-\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re}\left\langle\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}{ }^{*}\right)\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right)\right\rangle  \tag{14a}\\
& \int T\left(\gamma^{0}\right) \wedge \gamma_{0}=-\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re} \sigma_{a}\left\langle\sigma_{a}\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}{ }^{*}\right)\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right)\right\rangle \\
& \int T\left(\gamma^{m}\right) \cdot \gamma_{0}=\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re}\left\langle\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k}{\phi_{\mathbf{k}}}^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}{ }^{*}\right) \sigma_{m}\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right)\right\rangle  \tag{14b}\\
& \int T\left(\gamma^{m}\right) \wedge \gamma_{0}=\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}} \operatorname{Re} \sigma_{a}\left\langle\sigma_{a}\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}{ }^{*}\right) \sigma_{m}\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right)\right\rangle . \tag{14d}
\end{align*}
$$

## 3. Expanding the energy momentum tensor components.

### 3.1. Energy

In Equation 14a only the bivector-bivector and vector-vector products produce any scalar grades. Except for the bivector product this can be done by inspection. For that part we utilize the identity

$$
\begin{equation*}
\langle(\mathbf{k} \wedge \mathbf{a})(\mathbf{k} \wedge \mathbf{b})\rangle=(\mathbf{a} \cdot \mathbf{k})(\mathbf{b} \cdot \mathbf{k})-\mathbf{k}^{2}(\mathbf{a} \cdot \mathbf{b}) . \tag{15}
\end{equation*}
$$

This leaves for the energy $H=\int T\left(\gamma^{0}\right) \cdot \gamma_{0}$ in the volume

$$
\begin{equation*}
H=\frac{\epsilon_{0} V}{2} \sum_{\mathbf{k}}\left(\frac{1}{c^{2}}\left|\dot{\mathbf{A}}_{\mathbf{k}}\right|^{2}+\mathbf{k}^{2}\left(\left|\phi_{\mathbf{k}}\right|^{2}+\left|\mathbf{A}_{\mathbf{k}}\right|^{2}\right)-\left|\mathbf{k} \cdot \mathbf{A}_{\mathbf{k}}\right|^{2}+\frac{2}{c} \operatorname{Re}\left(i \phi_{\mathbf{k}}{ }^{*} \cdot \dot{\mathbf{A}}_{\mathbf{k}}\right)\right) \tag{16}
\end{equation*}
$$

We are left with a completely real expression, and one without any explicit Geometric Algebra. This does not look like the Harmonic oscillator Hamiltonian that was expected. A gauge transformation to eliminate $\phi_{\mathbf{k}}$ and an observation about when $\mathbf{k} \cdot \mathbf{A}_{\mathbf{k}}$ equals zero will give us that, but first lets get the mechanical jobs done, and reduce the products for the field momentum.

### 3.2. Momentum

Now move on to Equation 14b. For the factors other than $\sigma_{a}$ only the vector-bivector products can contribute to the scalar product. We have two such products, one of the form

$$
\begin{aligned}
\sigma_{a}\left\langle\sigma_{a} \mathbf{a}(\mathbf{k} \wedge \mathbf{c})\right\rangle & =\sigma_{a}\left(\mathbf{c} \cdot \sigma_{a}\right)(\mathbf{a} \cdot \mathbf{k})-\sigma_{a}\left(\mathbf{k} \cdot \sigma_{a}\right)(\mathbf{a} \cdot \mathbf{c}) \\
& =\mathbf{c}(\mathbf{a} \cdot \mathbf{k})-\mathbf{k}(\mathbf{a} \cdot \mathbf{c})
\end{aligned}
$$

and the other

$$
\begin{aligned}
\sigma_{a}\left\langle\sigma_{a}(\mathbf{k} \wedge \mathbf{c}) \mathbf{a}\right\rangle & =\sigma_{a}\left(\mathbf{k} \cdot \sigma_{a}\right)(\mathbf{a} \cdot \mathbf{c})-\sigma_{a}\left(\mathbf{c} \cdot \sigma_{a}\right)(\mathbf{a} \cdot \mathbf{k}) \\
& =\mathbf{k}(\mathbf{a} \cdot \mathbf{c})-\mathbf{c}(\mathbf{a} \cdot \mathbf{k}) .
\end{aligned}
$$

The momentum $\mathbf{P}=\int T\left(\gamma^{0}\right) \wedge \gamma_{0}$ in this volume follows by computation of

$$
\begin{aligned}
& \sigma_{a}\left\langle\sigma_{a}\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}-i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}{ }^{*}\right)\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}+i \mathbf{k} \wedge \mathbf{A}_{\mathbf{k}}\right)\right\rangle \\
& =i \mathbf{A}_{\mathbf{k}}\left(\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}\right) \cdot \mathbf{k}\right)-i \mathbf{k}\left(\left(-\frac{1}{c}\left(\dot{\mathbf{A}}_{\mathbf{k}}\right)^{*}+i \mathbf{k} \phi_{\mathbf{k}}{ }^{*}\right) \cdot \mathbf{A}_{\mathbf{k}}\right) \\
& -i \mathbf{k}\left(\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}\right) \cdot \mathbf{A}_{\mathbf{k}}{ }^{*}\right)+i \mathbf{A}_{\mathbf{k}}{ }^{*}\left(\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}+i \mathbf{k} \phi_{\mathbf{k}}\right) \cdot \mathbf{k}\right)
\end{aligned}
$$

All the products are paired in nice conjugates, taking real parts, and premultiplication with $-\epsilon_{0} V / 2$ gives the desired result. Observe that two of these terms cancel, and another two have no real part. Those last are

$$
-\frac{\epsilon_{0} V \mathbf{k}}{2 c} \operatorname{Re}\left(i\left(\dot{\mathbf{A}}_{\mathbf{k}}^{*} \cdot \mathbf{A}_{\mathbf{k}}+\dot{\mathbf{A}}_{\mathbf{k}} \cdot \mathbf{A}_{\mathbf{k}}{ }^{*}\right)=-\frac{\epsilon_{0} V \mathbf{k}}{2 c} \operatorname{Re}\left(i \frac{d}{d t} \mathbf{A}_{\mathbf{k}} \cdot \mathbf{A}_{\mathbf{k}}{ }^{*}\right)\right.
$$

Taking the real part of this pure imaginary $i\left|\mathbf{A}_{\mathbf{k}}\right|^{2}$ is zero, leaving just

$$
\begin{equation*}
\mathbf{P}=\epsilon_{0} V \sum_{\mathbf{k}} \operatorname{Re}\left(i \mathbf{A}_{\mathbf{k}}\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}^{*} \cdot \mathbf{k}\right)+\mathbf{k}^{2} \phi_{\mathbf{k}} \mathbf{A}_{\mathbf{k}}^{*}-\mathbf{k} \phi_{\mathbf{k}}^{*}\left(\mathbf{k} \cdot \mathbf{A}_{\mathbf{k}}\right)\right) \tag{17}
\end{equation*}
$$

I am not sure why exactly, but I actually expected a term with $\left|\mathbf{A}_{\mathbf{k}}\right|^{2}$, quadratic in the vector potential. Is there a mistake above?

### 3.3. Gauge transformation to simplify the Hamiltonian.

In Equation 16 something that looked like the Harmonic oscillator was expected. On the surface this does not appear to be such a beast. Exploitation of gauge freedom is required to make the simplification that puts things into the Harmonic oscillator form.

If we are to change our four vector potential $A \rightarrow A+\nabla \psi$, then Maxwell's equation takes the form

$$
\begin{equation*}
J / \epsilon_{0} c=\nabla(\nabla \wedge(A+\nabla \psi)=\nabla(\nabla \wedge A)+\nabla(\underbrace{\nabla \wedge \nabla \psi}_{=0}), \tag{18}
\end{equation*}
$$

which is unchanged by the addition of the gradient to any original potential solution to the equation. In coordinates this is a transformation of the form

$$
\begin{equation*}
A^{\mu} \rightarrow A^{\mu}+\partial_{\mu} \psi, \tag{19}
\end{equation*}
$$

and we can use this to force any one of the potential coordinates to zero. For this problem, it appears that it is desirable to seek a $\psi$ such that $A^{0}+\partial_{0} \psi=0$. That is

$$
\begin{equation*}
\sum_{\mathbf{k}} \phi_{\mathbf{k}}(t) e^{i \mathbf{k} \cdot \mathbf{x}}+\frac{1}{c} \partial_{t} \psi=0 \tag{20}
\end{equation*}
$$

Or,

$$
\begin{equation*}
\psi(\mathbf{x}, t)=\psi(\mathbf{x}, 0)-\frac{1}{c} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}} \int_{\tau=0}^{t} \phi_{\mathbf{k}}(\tau) . \tag{21}
\end{equation*}
$$

With such a transformation, the $\phi_{\mathbf{k}}$ and $\dot{\mathbf{A}}_{\mathbf{k}}$ cross term in the Hamiltonian Equation 16 vanishes, as does the $\phi_{\mathbf{k}}$ term in the four vector square of the last term, leaving just

$$
\begin{equation*}
H=\frac{\epsilon_{0}}{c^{2}} V \sum_{\mathbf{k}}\left(\frac{1}{2}\left|\dot{\mathbf{A}}_{\mathbf{k}}\right|^{2}+\frac{1}{2}\left((c \mathbf{k})^{2}\left|\mathbf{A}_{\mathbf{k}}\right|^{2}+\left|(c \mathbf{k}) \cdot \mathbf{A}_{\mathbf{k}}\right|^{2}+\left|c \mathbf{k} \cdot \mathbf{A}_{\mathbf{k}}\right|^{2}\right)\right) . \tag{22}
\end{equation*}
$$

Additionally, wedging Equation 5 with $\gamma_{0}$ now does not loose any information so our potential Fourier series is reduced to just

$$
\begin{align*}
\mathbf{A} & =\sum_{\mathbf{k}} \mathbf{A}_{\mathbf{k}}(t) e^{2 \pi i \mathbf{k} \cdot \mathbf{x}}  \tag{23a}\\
\mathbf{A}_{\mathbf{k}} & =\frac{1}{V} \int_{0}^{\lambda_{1}} \int_{0}^{\lambda_{2}} \int_{0}^{\lambda_{3}} \mathbf{A}(\mathbf{x}, t) e^{-i \mathbf{k} \cdot \mathbf{x}} d x^{1} d x^{2} d x^{3} \tag{23b}
\end{align*}
$$

The desired harmonic oscillator form would be had in Equation 22 if it were not for the $\mathbf{k} \cdot \mathbf{A}_{\mathbf{k}}$ term. Does that vanish? Returning to Maxwell's equation should answer that question, but first it has to be expressed in terms of the vector potential. While $\mathbf{A}=A \wedge \gamma_{0}$, the lack of an $A^{0}$ component means that this can be inverted as

$$
\begin{equation*}
A=\mathbf{A} \gamma_{0}=-\gamma_{0} \mathbf{A} \tag{24}
\end{equation*}
$$

The gradient can also be factored scalar and spatial vector components

$$
\begin{equation*}
\nabla=\gamma^{0}\left(\partial_{0}+\nabla\right)=\left(\partial_{0}-\nabla\right) \gamma^{0} \tag{25}
\end{equation*}
$$

So, with this $A^{0}=0$ gauge choice the bivector field $F$ is

$$
\begin{equation*}
F=\nabla \wedge A=\frac{1}{2}(\vec{\nabla} A-A \overleftarrow{\nabla}) \tag{26}
\end{equation*}
$$

From the left the gradient action on $A$ is

$$
\begin{aligned}
\vec{\nabla} A & =\left(\partial_{0}-\boldsymbol{\nabla}\right) \gamma^{0}\left(-\gamma_{0} \mathbf{A}\right) \\
& =\left(-\partial_{0}+\vec{\nabla}\right) \mathbf{A}
\end{aligned}
$$

and from the right

$$
\begin{aligned}
A \overleftarrow{\nabla} & =\mathbf{A} \gamma_{0} \gamma^{0}\left(\partial_{0}+\nabla\right) \\
& =\mathbf{A}\left(\partial_{0}+\boldsymbol{\nabla}\right) \\
& =\partial_{0} \mathbf{A}+\mathbf{A} \overleftarrow{\nabla}
\end{aligned}
$$

Taking the difference we have

$$
F=\frac{1}{2}\left(-\partial_{0} \mathbf{A}+\vec{\nabla} \mathbf{A}-\partial_{0} \mathbf{A}-\mathbf{A} \overleftarrow{\nabla}\right)
$$

Which is just

$$
\begin{equation*}
F=-\partial_{0} \mathbf{A}+\boldsymbol{\nabla} \wedge \mathbf{A} . \tag{27}
\end{equation*}
$$

For this vacuum case, premultiplication of Maxwell's equation by $\gamma_{0}$ gives

$$
\begin{aligned}
0 & =\gamma_{0} \nabla\left(-\partial_{0} \mathbf{A}+\boldsymbol{\nabla} \wedge \mathbf{A}\right) \\
& =\left(\partial_{0}+\boldsymbol{\nabla}\right)\left(-\partial_{0} \mathbf{A}+\boldsymbol{\nabla} \wedge \mathbf{A}\right) \\
& =-\frac{1}{c^{2}} \partial_{t t} \mathbf{A}-\partial_{0} \boldsymbol{\nabla} \cdot \mathbf{A}-\partial_{0} \boldsymbol{\nabla} \wedge \mathbf{A}+\partial_{0}(\boldsymbol{\nabla} \wedge \mathbf{A})+\underbrace{\boldsymbol{\nabla} \cdot(\boldsymbol{\nabla} \wedge \mathbf{A})}_{\boldsymbol{\nabla}^{2} \mathbf{A}-\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A})}+\underbrace{\boldsymbol{\nabla} \wedge(\boldsymbol{\nabla} \wedge \mathbf{A})}_{=0}
\end{aligned}
$$

The spatial bivector and trivector grades are all zero. Equating the remaining scalar and vector components to zero separately yields a pair of equations in $\mathbf{A}$

$$
\begin{align*}
& 0=\partial_{t}(\boldsymbol{\nabla} \cdot \mathbf{A})  \tag{28a}\\
& 0=-\frac{1}{c^{2}} \partial_{t t} \mathbf{A}+\boldsymbol{\nabla}^{2} \mathbf{A}+\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A}) \tag{28b}
\end{align*}
$$

If the divergence of the vector potential is constant we have just a wave equation. Let's see what that divergence is with the assumed Fourier representation

$$
\begin{aligned}
\boldsymbol{\nabla} \cdot \mathbf{A} & =\sum_{\mathbf{k} \neq(0,0,0)} \mathbf{A}_{\mathbf{k}}{ }^{m} 2 \pi i \frac{k_{m}}{\lambda_{m}} e^{i \mathbf{k} \cdot \mathbf{x}} \\
& =i \sum_{\mathbf{k} \neq(0,0,0)}\left(\mathbf{A}_{\mathbf{k}} \cdot \mathbf{k}\right) e^{i \mathbf{k} \cdot \mathbf{x}} \\
& =i \sum_{\mathbf{k}}\left(\mathbf{A}_{\mathbf{k}} \cdot \mathbf{k}\right) e^{i \mathbf{k} \cdot \mathbf{x}}
\end{aligned}
$$

Since $\mathbf{A}_{\mathbf{k}}=\mathbf{A}_{\mathbf{k}}(t)$, there are two ways for $\partial_{t}(\boldsymbol{\nabla} \cdot \mathbf{A})=0$. For each $\mathbf{k}$ there must be a requirement for either $\mathbf{A}_{\mathbf{k}} \cdot \mathbf{k}=0$ or $\mathbf{A}_{\mathbf{k}}=$ constant. The constant $\mathbf{A}_{\mathbf{k}}$ solution to the first equation appears to represent a standing spatial wave with no time dependence. Is that of any interest?

The more interesting seeming case is where we have some non-static time varying state. In this case, if $\mathbf{A}_{\mathbf{k}} \cdot \mathbf{k}$, the second of these Maxwell's equations is just the vector potential wave equation, since the divergence is zero. That is

$$
\begin{equation*}
0=-\frac{1}{c^{2}} \partial_{t t} \mathbf{A}+\nabla^{2} \mathbf{A} \tag{29}
\end{equation*}
$$

Solving this isn't really what is of interest, since the objective was just to determine if the divergence could be assumed to be zero. This shows then, that if the transverse solution to Maxwell's equation is picked, the Hamiltonian for this field, with this gauge choice, becomes

$$
\begin{equation*}
H=\frac{\epsilon_{0}}{c^{2}} V \sum_{\mathbf{k}}\left(\frac{1}{2}\left|\dot{\mathbf{A}}_{\mathbf{k}}\right|^{2}+\frac{1}{2}(c \mathbf{k})^{2}\left|\mathbf{A}_{\mathbf{k}}\right|^{2}\right) . \tag{30}
\end{equation*}
$$

How does the gauge choice alter the Poynting vector? From Equation 17, all the $\phi_{\mathrm{k}}$ dependence in that integrated momentum density is lost

$$
\begin{equation*}
\mathbf{P}=\epsilon_{0} V \sum_{\mathbf{k}} \operatorname{Re}\left(i \mathbf{A}_{\mathbf{k}}\left(\frac{1}{c} \dot{\mathbf{A}}_{\mathbf{k}}^{*} \cdot \mathbf{k}\right)\right) . \tag{31}
\end{equation*}
$$

The $\mathbf{A}_{\mathbf{k}} \cdot \mathbf{k}$ solutions to Maxwell's equation are seen to result in zero momentum for this infinite periodic field. My expectation was something of the form $c \mathbf{P}=H \hat{\mathbf{k}}$, so intuition is either failing me, or my math is failing me, or this contrived periodic field solution leads to trouble.

What do we really know about the energy and momentum components of $T\left(\gamma^{0}\right)$ ? For vacuum, we have

$$
\begin{equation*}
\frac{1}{c} \frac{\partial T\left(\gamma^{0}\right) \cdot \gamma_{0}}{\partial t}+\nabla \cdot\left(T\left(\gamma^{0}\right) \wedge \gamma_{0}\right)=0 . \tag{32}
\end{equation*}
$$

However, integration over the volume has been performed. That is different than integrating this four divergence. What we can say is

$$
\begin{equation*}
\frac{1}{c} \int d^{3} \mathbf{x} \frac{\partial T\left(\gamma^{0}\right) \cdot \gamma_{0}}{\partial t}+\int d^{3} \mathbf{x} \nabla \cdot\left(T\left(\gamma^{0}\right) \wedge \gamma_{0}\right)=0 \tag{33}
\end{equation*}
$$

It is not obvious that the integration and differentiation order can be switched in order to come up with an expression containing $H$ and $\mathbf{P}$. This is perhaps where intuition is failing me.

## 4. Conclusions and followup.

The objective was met, a reproduction of Bohm's Harmonic oscillator result using a complex exponential Fourier series instead of separate sine and cosines.

The reason for Bohm's choice to fix zero divergence as the gauge choice upfront is now clear. That automatically cuts complexity from the results. Figuring out how to work this problem with complex valued potentials and also using the Geometric Algebra formulation probably also made the work a bit more difficult since blundering through both simultaneously was required instead of just one at a time.

This was an interesting exercise though, since doing it this way I am able to understand all the intermediate steps. Bohm employed some subtler argumentation to eliminate the scalar potential $\phi$ upfront, and I have to admit I did not follow his logic, whereas blindly following where the math leads me all makes sense.

As a bit of followup, I'd like to consider the constant $\mathbf{A}_{\mathbf{k}}$ case in more detail, and any implications of the freedom to pick $\mathbf{A}_{0}$.

The general calculation of $T^{\mu \nu}$ for the assumed Fourier solution should be possible too, but was not attempted. Doing that general calculation with a four dimensional Fourier series is likely tidier than working with scalar and spatial variables as done here.

Now that the math is out of the way (except possibly for the momentum which doesn't seem right), some discussion of implications and applications is also in order. My preference is to let the math sink-in a bit first and mull over the momentum issues at leisure.
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