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1 Motivation and direction.

In [Joot(e)] we saw that it was possible to express the Lorentz force equation
for the charge per unit volume in terms of the energy momentum tensor.

Repeating

∇ · T(γµ) =
1
c
〈

Fγµ J
〉

(1)

T(a) =
ε0

2
FaF̃ (2)

While these may not appear too much like the Lorentz force equation as we
are used to seeing it, with some manipulation we found
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1
c
〈Fγ0 J〉 = −j · E (3)

1
c
〈Fγk J〉 = (ρE + j× B) · σk (4)

where we now have an energy momentum pair of equations, the second of
which if integrated over a volume is the Lorentz force for the charge in that
volume.

We’ve also seen in that we can express the Lorentz force equation in GA
form

mẍ = qF · ẋ/c (5)

In this was expressed in tensor form, toggling indexes that was

mẍµ = qFµα ẋα (6)

We then saw in [Joot(f)] , that the the covariant form of the energy momen-
tum tensor relation was

Tµν = ε0

(
FαµFν

α +
1
4

FαβFαβηµν

)
(7)

∂νTµν = Fαµ Jα/c (8)

this has identical structure (FIXME: sign error here?) to the covariant Lorentz
force equation.

Now the energy momentum conservation equations above did not require
the Lorentz force equations at all for their derivation, nor have we used the
Lorentz force interaction Lagrangian to arrive at them. With Maxwell’s equa-
tion and the Lorentz force equation together ( or the equivalent field and in-
teraction Lagrangians) we have the complete specificiation of classical elec-
trodynamics. Curiously it appears that we have most of the structure of the
Lorentz force equation (except for the association with mass) all in embedded
in Maxwell’s equation or the Maxwell field Lagrangian.

Now, a proper treatment of the field and charged mass interaction likely
requires the Dirac Lagrangian, and hiding in there if one could extract it, is
probably everything that could be said on the topic. It will be a long journey to
get to that point, but how much can we do considering just the field Lagranian?

For these reasons it seems desirable to understand the background behind
the energy momentum tensor much better. In particular, it is natural to then
expect that these conservation relations may also be found as a consequence
of a symmetry and an associated Noether current (see [Joot(b)] ). What is that
symmetry? That symmetry should leave the field equations as calculated by
the field Euler-Lagrange equations Given that symmetry how would one go
about actually showing that this is the case? These are the questions to tackle
here.
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2 On tranlation and divergence symmetries

2.1 Symmetry due to total derivative addition to the Lagrangian

In [Doran and Lasenby(2003)] the energy momentum tensor is treated by con-
sidering spacetime translation, but I’ve unfortunately not understood much
more than vague direction in that treatment.

In [Srednicki(2007)] it is also stated that the energy momentum tensor is the
result of a Lagrangian spacetime translation, but I didn’t find details there.

There are examples of the canonical energy momentum tensor (in the sim-
pler non-GA tensor form) and the symmetric energy momentum tensor in
[Jackson(1975)]. However, that treatment relies on analogy with mechanical
form of Noether’s theorem, and I’d rather see it developed explicitly.

Finally, in an unexpected place (since I’m not studying QFT but was merely
curious), the clue required to understand the details of how this spacetime
translation results in the energy momentum tensor was found in [Tong()].

In Tong’s treatment it is pointed out there is a symmetry for the Lagrangian
if it is altered by a divergence.

L → L+ ∂µFµ

It took me a while to figure out how this was a symmetry, but after a nice re-
freshing motorcycle ride, the answer suddenly surfaced. One can add a deriva-
tive to a mechanical Lagrangian and not change the resulting equations of mo-
tion. While tackling problem 5 of Tong’s mechanics in [Joot(c)] , such an in-
variance was considered in detail in one of the problems for Tong’s classical
mechanics notes .

If one has altered the Lagrangian by adding an arbitrary function f to it.

L′ = L+ f

Assuming to start a Lagrangian that is a function of a single field variable
L = L(φ, ∂µφ), then the variation of the Lagrangian for the field equations
yields

δL′
δφ

=
∂L′
∂φ
− ∂σ

∂L′
∂(∂σφ)

=
∂L
∂φ
− ∂σ

∂L
∂(∂σφ)︸ ︷︷ ︸

=0

+
∂ f
∂φ
− ∂σ

∂ f
∂(∂σφ)

So, if this transformed Lagrangian is a symmetry, it is sufficient to find the
conditions for the variation of additional part to be zero
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δ f
δφ

= 0 (9)

2.2 Some examples adding a divergence.

To validate the fact that we can add a divergence to the Lagrangian without
changing the field equations lets work out a few concrete examples of 9 of for
Lagrangian alterations by a divergence f = ∂µFµ.

Each of these examples will be for a single field variable Lagrangian with
generalized coordinates x1 = x, and x1 = y.

2.2.1 Simplest case. No partials.

Let

F1 = φ

F2 = 0

With this the divergence is

f = ∂xFx + ∂yFy

=
∂φ

∂x

Now the variation is

δ f
δφ

=
(

∂

∂φ
− ∂

∂x
∂

∂(∂φ/∂x)
− ∂

∂y
∂

∂(∂φ/∂y)

)
∂φ

∂x

=
∂

∂x
∂φ

∂φ
− ∂1

∂x
= 0

Okay, so far so good.

2.2.2 One partial.

Now, let

F1 =
∂φ

∂x
F2 = 0
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With this the divergence is

f = ∂xFx + ∂yFy

=
∂

∂x
∂φ

∂x

And the variation is

δ f
δφ

=
(

∂

∂φ
− ∂

∂x
∂

∂(∂φ/∂x)
− ∂

∂y
∂

∂(∂φ/∂y)

)
∂

∂x
∂φ

∂x

=
∂

∂φ

∂

∂x
∂φ

∂x

=
∂

∂x
∂

∂x
∂φ

∂φ

=
∂

∂x
∂1
∂x

= 0

Again, assuming I’m okay to switch the differentiation order, we have zero.

2.2.3 Another partial.

For the last concrete example before going on to the general case, try

F1 =
∂φ

∂y

F2 = 0

The divergence is

f = ∂xFx + ∂yFy

=
∂

∂x
∂φ

∂y

And the variation is

δ f
δφ

=
(

∂

∂φ
− ∂

∂x
∂

∂(∂φ/∂x)
− ∂

∂y
∂

∂(∂φ/∂y)

)
∂

∂x
∂φ

∂y

= − ∂

∂y
∂1
∂x

= 0
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2.2.4 The general case.

Because of linearity we’ve now seen that we can construct functions with any
linear combinations of first and second derivatives

Fµ = aµφ + ∑
σ

bσ
µ ∂φ

∂xσ

and for such a function we will have

δ(∂µFµ)
δφ

= 0

How general can the function Fµ = Fµ(φ, ∂σφ) be made and still yield a
zero variational derivative?

To answer this, let’s compute the derivative for a general divergence added
to a single field variable Lagrangian. This is

δ(∂µFµ)
δφ

= ∑
µ

(
∂

∂φ
−∑

σ

∂

∂xσ

∂

∂(∂φ/∂xσ)

)
∂Fµ

∂xµ

= ∑
µ

∂

∂xµ

∂Fµ

∂φ
−∑

µ,σ

∂

∂xσ

∂

∂(∂φ/∂xσ)

(
∂Fµ

∂φ

∂φ

∂xµ + ∑
α

∂Fµ

∂(∂φ/∂xα)
∂(∂φ/∂xα)

∂xµ

)

= ∂µ
∂Fµ

∂φ
− ∂σ

∂

∂(∂σφ)

(
∂Fµ

∂φ
∂µφ +

∂Fµ

∂(∂αφ)
∂µαφ

)

For tractability in this last line the shorthand for the partials has been in-
jected. Sums over α, µ, and σ are also now implied (this was made explicit
prior to this in all cases where upper and lower indexes were matched).

Treating these two last derivatives separately, we have for the first

∂σ
∂

∂(∂σφ)
∂Fµ

∂φ
∂µφ = ∂σ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ + ∂σ

∂Fµ

∂φ

∂

∂(∂σφ)
∂µφ

= ∂σ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ + ∂µ

∂Fµ

∂φ

So our ∂Fµ/∂φ’s cancel out, and we are left with
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δ(∂µFµ)
δφ

= −∂σ

((
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ +

∂

∂(∂σφ)

(
∂Fµ

∂(∂αφ)
∂µαφ

))
= −∂σ

(
∂µφ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
+ ∂µαφ

∂

∂(∂σφ)

(
∂Fµ

∂(∂αφ)

))
= −∂σ

(
(∂µφ)

∂

∂φ

∂

∂(∂σφ)
Fµ +

(
∂µ

∂φ

∂xα

)
∂

∂(∂αφ)
∂

∂(∂σφ)
Fµ

)

Now there’s a lot of indexes and derivatives floating around. Writing gµ =
∂Fµ/∂(∂σφ), we have something a bit easier to look at

δ(∂µFµ)
δφ

= −∂σ

(
(∂µφ)

∂gµ

∂φ
+
(

∂µ
∂φ

∂xα

)
∂gµ

∂(∂αφ)

)

But this is a chain rule expansion of the derivative ∂µgµ

∂gµ

∂xµ =
∂φ

∂xµ

∂gµ

∂φ
+

∂∂βφ

∂xµ

∂gµ

∂∂βφ

So, we finally have

δ(∂µFµ)
δφ

= −∂σµgµ

=

This is

δ(∂µFµ)
δφ

= −∂σµ
∂Fµ

∂(∂σφ)
(10)

I don’t think we have any right asserting that this is zero for arbitrary Fµ.
However if the Taylor expansion of Fµ with respect to variables φ, and ∂σφ
has no higher than first order terms in the field variables ∂σφ, we will certainly
have a zero variational derivative and a corresponding symmetry.

2.2.5 More examples to confirm the symmetry requirements.

As a confirmation that a zero in 10 requires linear field derivatives, lets lets try
two more example calculations.

First with non-linear powers of φ to show that we have more freedom to
construct the function first powers. Let
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F1 = φ2

F2 = 0

We have

δ(∂µFµ)
δφ

=
(

∂

∂φ
− ∂σ

∂

∂(∂σφ)

)
2φφx

= 2φx − ∂x(2φ)
= 0

Zero as expected. Generalizing the function to include arbitrary polynomial
powers is no harder.

Let

F1 = φk

F2 = 0

∂µFµ = kφk−1φx

So we have

δ(∂µFµ)
δφ

= k(k− 1)φk−2φx − ∂x(kφk−1)

= 0

Okay, now moving on to the derivatives. Picking a divergence that should
not will not generate a symmetry, something with a non-linear derivative should
do the trick. Let’s Try

F1 = (φx)2

F2 = 0

δ(∂µFµ)
δφ

=
(

∂

∂φ
− ∂σ

∂

∂(∂σφ)

)
2φxφxx

= −2∂xφxx

= −2φxxx

So, sure enough, unless additional conditions can be imposed on φ, such a
transformation will not be a symmetry.
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2.3 Symmetry for Wave equation under spacetime translation.

The Lagrangian for a one dimensional wave equation is

L =
1

2v2

(
∂φ

∂t

)2
− 1

2

(
∂φ

∂x

)2
(11)

Under a transformation of variables

x → x′ = x + a

t→ t′ = t + τ

Employing a multivariable Taylor expansion (see [Joot(d)] ) for our La-
grangian having no explicit dependence on t and x, we have

L′ = L+ (a∂x + τ∂t)L︸ ︷︷ ︸
(∗)

+ · · ·

That first order term of the Taylor expansion (∗), can be written as a diver-
gence ∂µFµ, with F1 = aL, and F2 = τL, however both of these are quadratic
in φx, and φt, which isn’t linear. That linearity in the derivatives was required
for 10 to be definitively zero for the transformation to be a symmetry. So af-
ter all that goofing around with derivatives and algebra it is defeated by the
simplest field Lagrangian.

Now, if we continue we find that we do in fact still have a symmetry by
introducing a linearized spacetime translation. This follows from direct expan-
sion

(∗) = (a∂x + τ∂t)L

= a
(

1
v2 φt∂xφt − φx∂xφx

)
+ τ

(
1
v2 φt∂tφt − φx∂tφx

)

Next, calculation of the variational derivative we have

δ(∗)
δφ

=
(

∂

∂φ
− ∂x

∂

∂φx
− ∂t

∂

∂φt

)
(∗)

= −∂x (−a∂xxφ− τ∂txφ)− 1
v2 ∂t (a∂xtφ + τ∂ttφ)

= a
(

∂x

(
φxx −

1
v2 φtt

))
+ τ

(
∂t

(
φxx −

1
v2 φtt

))
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Since we have φxx = 1
v2 φtt by variation of 11. So we do in fact have a

symmetry from the linearized spacetime translation for any shift (t, x) → (t +
τ, x + a).

2.4 Symmetry condition for arbitrary linearized spacetime trans-
lation

If we want to be able to alter the Lagragian with a linearized vector transla-
tion of the generalized coordinates by some arbitrary shift, since we do not
have the linear derivatives for many Lagrangians of interest (wave equations,
Maxwell equation, ...) then can we find a general condition that is responsi-
ble for the translation symmetry that we’ve observed must exist for the simple
wave equation.

For a general Lagrangian L = L(φ(x), ∂µφ(x)) under shift by some vector
a

x → x′ = x + a (12)

we have

L′ =
(

ea·∇
)
L = L+ (a · ∇)L+

1
2!

(a · ∇)2L+ · · ·

Now, if we have

δ((a · ∇)L)
δφ

?= (a · ∇)
δL
δφ︸︷︷︸
=0

then this would explain the fact that we have a symmetry under linearized
translation for the wave equation Lagrangian. Can this interchange of differ-
entiation order be justified?

Writing out this variational derivative in full we have

δ((a · ∇)L)
δφ

=
(

∂

∂φ
− ∂σ

∂

∂φσ

)
aµ∂µL

= aµ

(
∂

∂φ

∂

∂xµ −
∂

∂xσ

∂

∂φσ

∂

∂xµ

)
L

Now, one can impose continuity conditions on the field variables and La-
grangian sufficient to allow the commutation of the coordinate partials. Namely
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∂

∂xµ

∂

∂xν
f (φ, ∂σφ) =

∂

∂xν

∂

∂xµ f (φ, ∂σφ)

However, we have a dependence between the field variables and the coor-
dinates

∂

∂xµ =
∂φ

∂xµ

∂

∂φ
+ ∑

σ

∂φσ

∂xµ

∂

∂φσ

Given this, can we commute the field partials and the coordinate partials
like so

∂

∂φ

∂

∂xµ
?=

∂

∂xµ

∂

∂φ

∂

∂φσ

∂

∂xµ
?=

∂

∂xµ

∂

∂φσ

This isn’t obvious to me due to the dependence between the two.
If that is a reasonable thing to do, then the variational derivative of this

directional derivative is zero

δ((a · ∇)L)
δφ

= aµ ∂

∂xµ

(
∂

∂φ
− ∂

∂xσ

∂

∂φσ

)
L

= (a · ∇)
δL
δφ

= 0

To make any progress below I had to assume that this is justifiable. With this
assumption or requirement we therefore have a symmetry for any Lagrangian
altered by the addition of a directional derivative, as is required for the first
order Taylor series approximation associated with a spacetime (or spatial or
timelike) translation.

2.4.1 An error above to revisit.

In an email discussing what I initially thought was a typo in [Tong()], he says
that while it is correct to transform the Lagrangian using a Taylor expansion in
φ(x + a) as I have done, this actually results from x → x− a, as opposed to the
positive shift given in 12. There was discussion of this in the context of Lorentz
transformations around (1.26) of his qft course notes, also applicable to transla-
tions. The subtlety is apparently due to differences between passive and active
transformations. I am sure he is right, and I think this is actually consistent
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with the treatment of [Doran and Lasenby(2003)] where they include an in-
verse operation in the transformed Lagrangian (that minus is surely associated
with the inverse of the translation transformation). It will take further study
for me to completely understand this point, but provided the starting point is
really considered the Taylor series expansion based on φ(x) → φ(x + a) and
not based on 12 then nothing else I’ve done here is wrong. Also note that in the
end our Noether current can be adjusted by an arbitrary multipicitive constant
so the direction of the translation will also not change the final result.

3 Noether current.

3.1 Vector parameterized Noether current.

In [Joot(a)] the derivation of Noether’s theorem given a single variable param-
eterized alteration of the Lagrangian was seen to essentially be an exersize in
the application of the chain rule.

How to extend that argument to the multiple variable case isn’t immedi-
ately obvious. In GA we can divide by vectors but attempting to formulate
a derivative this way gives us left and right sided derivatives. How do we
overcome this to examine change of the Lagrangian with respect to a vector
parameterization? One possibility is a scalar parameterization of the magni-
tude of the translation vector. If the translation is along a = αu, where u is a
unit vector we can write

L′ = L+ δL
= L+ (a · ∇)L
= L+ α(u · ∇)L

So we have

dL′
dα

= (u · ∇)L

Now our previous Noether’s current was derived by considering just the
sort of derivative on the LHS above, but on the RHS we are back to working
with a directional derivative. The key is finding a logical starting point for the
chain rule like expansion that we expect to produce the conservation current.
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δL = (a · ∇)L
= aµ∂µL

= aµ

(
∂φ

∂xµ

∂L
∂φ

+ ∑
σ

∂φσ

∂xµ

∂L
∂φσ

)

=
∂L
∂φ

(a · ∇)φ + ∑
σ

∂L
∂φσ

(a · ∇)φσ

=

(
∑
σ

∂σ
∂L
∂φσ

)
(a · ∇)φ + ∑

σ

∂L
∂φσ

(a · ∇)φσ

=

(
∑
σ

∂σ
∂L
∂φσ

)
(a · ∇)φ + ∑

σ

∂L
∂φσ

∂σ((a · ∇)φ)

= ∑
σ

∂σ

(
∂L
∂φσ

(a · ∇)φ

)

So far so good, but where to go from here? The trick (again from Tong) is
that the difference with itself is zero. With a switch of dummy indexes σ → µ,
we have

0 = δL− δL

= ∑
µ

∂µ

(
∂L
∂φµ

(a · ∇)φ

)
− aµ∂µL

= ∑
µ

∂µ

(
∂L
∂φµ

(a · ∇)φ− aµL
)

Now we have a quantity that is zero for any vector a, and can say we have
a conserved current T(a) with coordinates

Tµ(a) =
∂L
∂φµ

(a · ∇)φ− aµL (13)

Finally, putting this back into vector form

T(a) = γµTµ(a)

=
(

γµ
∂L
∂φµ

)
(a · ∇)φ− γµaµL
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So we have

T(a) =
((

γµ
∂

∂φµ

)
L
)

(a · ∇)φ− aL (14)

∇ · T(a) = 0 (15)

So after a long journey, I have in 14 a derivation of a conservation current as-
sociated with a linearized vector displacement of the generalized coordinates. I
recalled that the treatment in [Doran and Lasenby(2003)] somehow eliminated
the a. That argument is still tricky involving their linear operator theory, but I
have at least obtained their equation (13.15). They treat a multivector displace-
ment whereas I only looked at vector displacement. They also do it in three
lines, whereas building up to this (or even understanding it) based on what I
know required 13 pages.

3.2 Comment on the operator above.

We have something above that is gradient like in 14. Our spacetime gradient
operator is

∇ = γµ ∂

∂xµ

Whereas this unknown field variable derivative operator

something = γµ
∂

∂φµ

is somewhat like a velocity gradient with respect to the field variable. It
would be reasonable to expect that this will have a role in the field canonical
momentum.

3.3 In tensor form.

The conserved current of 14 can be put into tensor form by considering the
action on each of the basis vectors.

T(γν) · γµ =
((

∂

∂φµ

)
L
)

(γν · (γσ∂σ))φ− γν · γµL

Thus writing Tµ
ν = T(γν) · γµ we have

Tµ
ν =

∂L
∂φµ

∂νφ− δν
µL (16)
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3.4 Multiple field variables.

In order to deal with the Maxwell Lagrangian a generalization to multiple field
variables is required. Suppose now that we have a Lagrangian density L =
L(φα, ∂βφα). Proceding with the chain rule application again we have after
some latex search and replace adding in indexes in all the right places (proof
by regular expressions)

δL = (a · ∇)L
= aµ∂µL

= aµ

(
∂φα

∂xµ

∂L
∂φα

+
∂∂σφα

∂xµ

∂L
∂∂σφα

)
=

∂L
∂φα

(a · ∇)φα +
∂L

∂∂σφα
(a · ∇)∂σφα

=
(

∂σ
∂L

∂∂σφα

)
(a · ∇)φα +

∂L
∂∂σφα

(a · ∇)∂σφα

=
(

∂σ
∂L

∂∂σφα

)
(a · ∇)φα +

∂L
∂∂σφα

∂σ((a · ∇)φα)

= ∂σ

(
∂L

∂∂σφα
(a · ∇)φα

)

In the above manipulations (and those below), any repeated index, regard-
less of whether upper and lower indexes are matched implies summation.

Using this we have a multiple field generalization of 13. The Noether cur-
rent and its conservation law in coordinate form is

Tµ(a) =
∂L

∂∂µφα
(a · ∇)φα − aµL (17)

∂µTµ(a) = 0 (18)

Or in vector form, coresponding to 14

T(a) =
((

γµ
∂

∂∂µφα

)
L
)

(a · ∇)φα − aL (19)

∇ · T(a) = 0 (20)

And finally in tensor form, as in 16

Tµ
ν =

∂L
∂∂µφα

∂νφα − δν
µL (21)

∂µTµ
ν = 0 (22)
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3.5 Spatial Noether current.

The conservation arguments above have been expressed with the assumption
that the Lagrangian density is a function of both spatial and time coordinates,
and this was made explicit with the use of the Dirac basis to express the Noether
current.

It should be pointed out that for a purely spatial Lagrangian density, such
as that of electrostatics

L = − ε0

2
(∇φ)2 + ρφ

the same results apply. In this case it would be reasonable to summarize
the conservation under translation using the Pauli basis and write

T(a) = σk
∂L

∂∂kφ
a ·∇φ− aL (23)

∇ · T(a) = 0 (24)

Without the time translation, calling the vector Noether current the en-
ergy momentum tensor isn’t likely appropriate. Perhaps just the canonical
energy momentum tensor? Working with such a spatial Lagrangian density
later should help clarify how to label things.

4 Field Hamiltonian.

A special case of 16 is for time translation of the Lagrangian.
For that, our Noether current, writingHµ = Tµ

0 is

H0 =
∂L
∂φ̇

φ̇−L (25)

Hk =
∂L
∂φk

φ̇ (26)

These are expected to have a role associated with field energy and momen-
tum respectively.

For the Maxwell Lagrangian we’ll need the multiple field current

H0 =
∂L

∂∂0φα
∂0φα −L

Hk =
∂L

∂∂kφα
∂0φα

17



5 Wave equation.

Having computed the general energy momentum tensor for field Lagrangians,
this can now be applied to some specific field equations. The Lagrangian for
the relativistic wave equation is an obvious first candidate due to simplicity.

5.1 Tensor components and energy term.

L =
1
2

∂µφ∂µφ =
1
2

φµφµ =
1
2
(∇φ)2 =

1
2
(φ̇2 − (∇φ)2) (27)

In the explicit spacetime split above we have a split into terms that appear
to coorespond to kinentic and potential terms

L = K−V

To compute the tensor, we first need ∂L/∂φµ = φµ, which gives us

Tµ
ν = φµφν − δν

µL (28)

Writing this out in matrix form (with rows µ, and columns ν), we have


1
2 (φ̇2 + φ2

x + φ2
y + φ2

z) φ̇φx φ̇φy φ̇φz

−φxφ̇ 1
2 (−φ̇2 − φ2

x + φ2
y + φ2

z) −φxφy −φxφz

−φyφ̇ −φyφx
1
2 (−φ̇2 + φ2

x − φ2
y + φ2

z) −φyφz

−φzφ̇ −φzφx −φzφy
1
2 (−φ̇2 + φ2

x + φ2
y − φ2

z)


(29)

As mentioned by Jackson, the canonical energy momentum tensor isn’t nec-
cessarily symmetric, and we see that here. Do do however, have what is ex-
pected for the wave energy in the 0, 0 element

T0
0 = K + V

=
1
2
(φ̇2 + (∇φ)2)

5.2 Conservation equations.

How about the conservation equations when writen in full. The first is

18



0 = ∂µTµ
0

=
1
2

∂t(φ̇2 + φ2
x + φ2

y + φ2
z)− ∂x(φxφ̇)− ∂y(φyφ̇)− ∂z(φzφ̇)

= φ̇φ̈ + φxφxt + φyφyt + φzφzt − φxxφ̇− φyyφ̇− φzzφ̇− φxφtx − φyφty − φzφtz

= φ̇(φ̈− φxx − φyy − φzz)

So our first conservation equation is

0 = φ̇(∇2φ)

But∇2φ = 0 is just our wave equation, the result of the variation of the La-
grangian itself. So curiously the divergence of energy-momentum four vector
Tµ

0 ends up as another method of supplying the wave equation!
How about one of the other conservation equations? The pattern will all be

the same, so calculating one is sufficient.

0 = ∂µTµ
1

= ∂t(φ̇φx) +
1
2

∂x(−φ̇2 − φ2
x + φ2

y + φ2
z)− ∂y(φyφx)− ∂z(φzφx)

= φ̈φx + φ̇φxt − φ̇φtx − φxφxx + φyφyx + φzφzx − φyyφx − φyφxy − φzzφx − φzφxz

= φx(φ̈− φxx − φyy − φzz)

It should probably not be suprising that we have such a symmetric relation
between space and time for the wave equations and we can summarize the
spacetime translation conservation equations by

0 = ∂µTµ
ν

= φν(∇2φ)

5.3 Invariant length.

It has been assumed that T(γµ) are four vectors. If that is the cast we ought to
have an invariant length.

Let’s calculate the vector square of T(γ0). Picking off first column of our
tensor in 29, we have
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(T(γ0))2 = (γµTµ
0) · (γνTν

0)

= (T0
0)2 − (T1

0)2 − (T2
0)2 − (T3

0)2

=
1
4

(
φ̇2 + φ2

x + φ2
y + φ2

z

)2
− φ2

xφ̇2 − φ2
yφ̇2 − φ2

z φ̇2

=
1
4

(
φ̇4 + φ4

x + φ4
y + φ4

z

)
− 1

2

(
φ̇2φ2

x + φ̇2φ2
y + φ̇2φ2

z

)
+

1
2

(
+φ2

xφ2
y + φ2

yφ2
z + φ2

z φ2
x

)
=

1
4

(
φ̇2 − φ2

x − φ2
y − φ2

z

)2

But this is just our (squared) Lagrangian density, and we therefore have

(T(γ0))2 = L2 (30)

Doing the same calculation for the second column, which is representitive
of the other two by symmetry, we have

(T(γk))2 = −L2 (31)

Summarizing all four squares we have

(T(γµ))2 = (γµ)2L2 (32)

All of these conservation current four vectors have the same length up to
a sign, where T(γ0) is timelike (positive square), whereas T(γk) is spacelike
(negative square).

Now, is L2 a Lorentz invariant? If so we can justify calling T(γµ) four vec-
tors. Reflection shows that this is in fact the case, since L is a Lorentz invariant.
The transformation properties of L go with the gradient. Writing ∇′ = R∇R̃,
we have

L′ = 1
2
∇′φ · ∇′φ

=
1
2
〈

R∇R̃φR∇R̃φ
〉

=
1
2
〈

R∇φ∇R̃φ
〉

=
1
2

〈
R̃R︸︷︷︸
=1

∇φ∇φ

〉

=
1
2
∇φ · ∇φ

= L
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5.4 Diagonal terms of the tensor.

There is a conjugate structure evident in the diagonal terms of the matrix for the
tensor. In particular, the T0

0 can be expressed using the Hermitian conjugate
from QM. For a multivector F, this was defined as

F† = γ0 F̃γ0 (33)

We have for T0
0

T0
0 =

1
2
(∇φ)† · (∇φ)

=
1
2
〈γ0∇γ0φ∇φ〉

=
1
2

〈
(γ0∇φ)2

〉
=

1
2

〈
(γ0(γ0∂0 + γk∂k)φ)2

〉
=

1
2

〈
((∂0 − γkγ0∂k)φ)2

〉
=

1
2

〈
((∂0 + ∇)φ)2

〉
=

1
2

(
φ̇2 + (∇φ)2

)

Now conjugation with respect to the time basis vector should not be special
in any way, and should be equally justified defining a conjugation operation
along any of the spatial directions too. Is there a symbol for this? Let’s write
for now

F†µ ≡ γµ F̃γµ (34)

There’s a possibility that the sign picked here isn’t appropriate for all pur-
poses. It is hard to tell for now since we have a vector F that equals its reverse,
and in fact after a computation with both µ indexes down I have raised an
index altering an initial choice of F†µ = γµ F̃γµ

Applying this, for µ 6= 0 we have
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(∇φ)†µ · (∇φ) = −
〈
γµ∇γµφ∇φ

〉
= −

〈
((∂µ + γµ ∑

ν 6=µ

γν∂ν)φ)2

〉
= −((∂µφ)2 + ∑

ν 6=µ

(γµγν)2(∂νφ)2)

= −((∂µφ)2 − ∑
ν 6=µ

(γµ)2(γν)2(∂νφ)2)

= −((∂µφ)2 + ∑
ν 6=µ

(γν)2(∂νφ)2)

= −(∂µφ)2 − (∂0φ)2 + ∑
k 6=µ,k 6=0

(∂kφ)2

This recovers the diagonal terms, and allows us to write (no sum)

Tµ
µ =

1
2
(∇φ)†µ · (∇φ) (35)

5.4.1 As a projection?

As a vector (a projection of T(γµ) onto the γµ direction) this is (again no sum)

γµTµ
µ =

1
2

γµ(∇φ)†µ · (∇φ)

=
1
2

γµ

〈
γµ∇φγµ∇φ

〉
=

1
4

γµ(γµ∇φγµ∇φ +∇φγµ∇φγµ)

=
1
4
((∇φγµ∇φ) + γµ(∇φγµ∇φ)γµ)

Intuition says this may have a use when assembling a complete vector rep-
resentation of T(γµ) in terms of the gradient, but what that is now is not clear.

5.5 Momentum.

Now, let’s look at the four vector T(γ0) = γµTµ
0 more carefully. We’ve seen

the energy term of this, but have not looked at the spatial part (momentum).
We can calculate the spatial component by wedging with the observer unit

velocity γ0, and get
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T(γ0) ∧ γ0 = γkγ0Tk
0

= −σkφ̇φk

= −φ̇∇φ

Right away we have something interesting! The wave momentum is related
to the gradient operator, exactly as we have in quantum physics, despite the
fact that we are only looking at the classical wave equation (for light or some
other massless field effect).

6 Wave equation. GA form for the energy momen-
tum tensor.

Some of the playing around above was attempting to find more structure for
the terms of the energy momentum tensor. For the diagonal terms this was
done successfully. However, doing so for the remainder is harder when work-
ing backwards from the tensor in coordinate form.

6.1 Calculate GA form.

Let’s step back to the defining relation 19, from which we see that we wish to
calculate

γµ
∂L

∂∂µφα
= γµ∂µφ

= γµ∂µφ

= ∇φ

This completely removes the indexes from the tensor, leaving us with

T(a) = (∇φ)a · ∇φ− a
2
(∇φ)2

= (∇φ)
(

1
2
(a∇φ +∇φa)−∇φ

a
2

)

Thus we have

T(a) =
1
2
(∇φ)a(∇φ) (36)

This meets the intuitive expectation that the energy momentum tensor for
the wave equation could be expressed completely in terms of the gradient.
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6.2 Verify against tensor expression.

There is in fact a suprising simplicity to the result of 36. It is somewhat hard to
believe that it summarizes the messy matrix we’ve calculated above. To verify
this let’s derive the tensor relation of equation 28.

Tµ
ν = T(γν) · γµ

=
1
2
〈(∇φ)γν(∇φ)γµ〉

=
1
2

〈
γα∂αφγνγβ∂βφγµ

〉
=

1
2

∂αφ∂βφ
〈
γαγνγβγµ

〉
=

1
2

∂αφ∂βφ
(
δα

νδβ
µ + (γα ∧ γν) · (γβ ∧ γµ)

)
=

1
2

(
∂νφ∂µφ + ∂αφ∂βφ(γα ∧ γν) · (γβ ∧ γµ)

)

=
1
2

∂νφ∂µφ + (∂αφ∂βφ)γα · (γν · (γβ ∧ γµ)︸ ︷︷ ︸
=δν

βγµ−δν
µγβ

)


=

1
2

(
∂νφ∂µφ + (∂αφ∂βφ)(δν

βδα
µ − δν

µδα
β)
)

=
1
2

(∂νφ∂µφ + ∂µφ∂νφ− δν
µ(∂αφ∂αφ))

= ∂νφ∂µφ− δν
µL �

6.3 Invariant length.

Putting the energy momentum tensor in GA form makes the demonstration of
the invariant length almost trivial. We have for any a

(T(a))2 =
1
4
∇φa∇φ∇φa∇φ

=
1
4
(∇φ)2∇φa2∇φ

=
1
4
(∇φ)4a2

= L2a2

This recovers 32, which came at considerably higher cost in terms of guess-
work.
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6.4 Energy and Momentum split (again).

By wedging with γ0 we can extract the momentum terms of T(γ0). That is

T(γ0) ∧ γ0 =
(

(γ0 · ∇φ)∇φ− 1
2
(∇φ)2γ0

)
∧ γ0

= (γ0 · ∇φ)(∇φ ∧ γ0)−
1
2
(∇φ)2 (γ0 ∧ γ0)︸ ︷︷ ︸

=0

= φ̇(γkγ0∂kφ)
= −φ̇∇φ

For the energy term, dotting with γ0 we have

T(γ0) · γ0 =
(

(γ0 · ∇φ)∇φ− 1
2
(∇φ)2γ0

)
· γ0

= (γ0 · ∇φ)2 − 1
2
(∇φ)2

= φ̇2 − 1
2
(φ̇2 − (∇φ)2)

=
1
2
(φ̇2 + (∇φ)2)

Wedging with γ0 itself doesn’t provide us with a relative spatial vector.
For example, consider the proper time velocity four vector (still working with
c = 1)

v =
dt
dτ

d
dt

(
tγ0 + γkxk

)
=

dt
dτ

(
γ0 + γk

dxk

dt

)

We have

v · γ0 =
dt
dτ

= γ

and

v ∧ γ0 =
dt
dτ

σk
dxk

dt
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Or

v ≡ σk
dxk

dt

=
v ∧ γ0

v · γ0

This suggests that the form for the relative momentum (spatial) vector for
the field should therefore be

p ≡ T(γ0) ∧ γ0

T(γ0) · γ0

= − φ̇
1
2 (φ̇2 + (∇φ)2)

∇φ

= − 2

1 +
(

∇φ
φ̇

)2
∇φ

φ̇

= − 2
φ̇

∇φ + ∇φ
φ̇

This has been written in a few different ways, looking for something fami-
lar, and not really finding it. It would be useful to revisit this after considering
in detail wave momentum in a mechanical sense, perhaps with a limiting ar-
gument as given in [Goldstein(1951)] (ie: one dimensional Lagrangian density
considering infinite sequence of springs in a line).

7 Scalar Klein Gordon.

A number of details have been extracted considering the scalar wave equation.
Now lets move to a two field variable Lagrangian.

L =
1
2

∂µψ∂µψ− m2c2

2h̄2 ψ2 (37)

This forced wave equation will have almost the same energy momentum
tensor. The exception will be the diagonal terms for which we have an addi-
tional factor of m2c2ψ2/2h̄2.

This also means that the conservation equations will be altered slightly

0 = ∂µTµ
ν

= φν

(
∇2φ +

m2c2

h̄2 φ

)
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Again the divergence of the individual canonical energy momentum ten-
sor four vectors reproduces the field equations that we also obtain from the
variation.

8 Complex Klein Gordon.

8.1 Tensor in GA form.

L = ∂µψ∂µψ∗ − m2c2

h̄2 ψψ∗ (38)

We first want to calculate what perhaps could be called the field velocity
gradient

γµ
∂L

∂(∂µψ)
= γµ∂µψ

= ∇ψ

Similarily

γµ
∂L

∂(∂µψ∗)
= γµ∂µψ∗

= ∇ψ∗

Assembling results into an application of 19, we have

T(a) = ∇ψ(a · ∇)ψ∗ +∇ψ∗(a · ∇)ψ− aL

= ∇ψ(a · ∇)ψ∗ +∇ψ∗(a · ∇)ψ− a
1
2
(∇ψ∇ψ∗ +∇ψ∗∇ψ) + a

m2c2

h̄2 ψψ∗

= ∇ψ(a · ∇ψ∗ − 1
2
∇ψ∗a) +∇ψ∗(a · ∇ψ− 1

2
∇ψa) + a

m2c2

h̄2 ψψ∗

=
1
2

((∇ψ)a(∇ψ∗) + (∇ψ∗)a(∇ψ)) + a
m2c2

h̄2 ψψ∗

Since vectors equal their own reverse this is just

T(a) = (∇ψ)a(∇ψ∗) + a
m2c2

h̄2 ψψ∗ (39)
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8.2 Tensor in index form.

Expanding the energy momentum tensor in index notation we have

Tµ
ν = T(γν) · γµ

= ∂αψ∂βψ∗
〈

γαγνγβγµ
〉

+ δν
µ m2c2

h̄2 ψψ∗

= ∂νψ∂µψ∗ + ∂µψ∂νψ∗ − ∂αψ∂αψ∗δν
µ + δν

µ m2c2

h̄2 ψψ∗

So we have

Tµ
ν = ∂µψ∂νψ∗ + ∂µψ∗∂νψ− δν

µL (40)

This index representation also has a nice compact elegance.

8.3 Invariant Length?

Writing for short b = ∇ψ, and working in natural units m2c2 = h̄2, we have

(T(a))2 = (bab∗ + aψψ∗)2

= 〈ab∗bab∗b〉 + a2ψ2(ψ∗)2 + 2a · (bab∗)

Unlike the light wave equation this doesn’t (obviously) appear to have a
natural split into something times a2. Is there a way to do it?

8.4 Diverence relation.

Borrowing notation from above to calculate the divergence we want

∇ · (bab∗) = 〈∇(bab∗)〉

=
〈
(b∗
↔
∇b)a

〉
= a ·

〈
b∗
↔
∇b
〉

1

Here cyclic reordering of factors within the scalar product was used. In
order for that to be a meaningful operation the gradient must be allowed to
operate bidirectionally, so this is really just shorthand for
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b∗
↔
∇b ≡ ḃ∗∇̇b + b∗∇̇ḃ (41)

Where the more conventional overdot notation is used to indicate the scope
of the operation.

In particular, for b = ∇ψ, we have

〈
b∗
↔
∇b
〉

1
= (∇2ψ∗)(∇ψ) + (∇ψ∗)(∇2ψ)

Our tensor also has a vector scalar product that we need the divergence of.
That is

∇ · (aψψ∗) = 〈∇(aψψ∗)〉
= a · ∇(ψψ∗)

Putting things back together we have

∇ · T(a) = a ·
(〈

(∇ψ∗)
↔
∇(∇ψ)

〉
1
+

m2c2

h̄2 ∇(ψψ∗)
)

This is

0 = ∇ · T(a) = a ·
(

(∇2ψ∗)(∇ψ) + (∇ψ∗)(∇2ψ) +
m2c2

h̄2 ∇(ψψ∗)
)

(42)

Again, we see that the divergence of the canonical energy momentum ten-
sor produces the field equations that we get by direct variation! Put explicitly
we have zero for all displacements a, so must also have

0 = (∇ψ)
(
∇2ψ∗ +

m2c2

h̄2 ψ∗
)

+ (∇ψ∗)
(
∇2ψ +

m2c2

h̄2 ψ

)
(43)

Also noteworthy above is the adjoint relationship. The adjoint F̄ of a an
operator F was defined via the dot product

a · F(b) ≡ b · F̄(a) (44)

So we have a concrete example of the adjoint applied to the gradient, and
for this energy momentum tensor we have

T̄(∇) = 〈(∇ψ∗)∇(∇ψ)〉1 +
m2c2

h̄2 ∇(ψψ∗) (45)
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Here the arrows notation has been dropped, where it is implied that this
derivative acts on all neighbouring vectors either unidirectionally or bidirec-
tionally as appropriate.

Now, this adjoint tensor is a curious beastie. Intuition says this this one will
have a Lorentz invarient length. A moment of reflection shows that this is in
fact the case since the adjoint was fully expanded in 43. That vector is zero,
and the length is therefore also neccessarily invariant.

8.5 FIXME: TODO....

How about the energy and momentum split in this adjoint form? Could also
write out adjoint in index notation for comparison to non-adjoint tensor in in-
dex form.

9 Electrostatics Poisson Equation

9.1 Lagrangian and spatial Noether current.

L = − ε0

2
(∇φ)2 + ρφ (46)

Evaluating this yields the desired ∇2φ = −ρ/ε0, or ∇ · E = ρ/ε0.

9.2 Energy momentum tensor.

In this particular case we then have

T(a) = σk(−ε0∂kφ)a ·∇φ− aL

= −ε0(∇φ)a ·∇φ− a(− ε0

2
(∇φ)2 + ρφ)

= −ε0(∇φ)a ·∇φ + (∇φ)2a
ε0

2
− aρφ

=
ε0

2
(∇φ) (−2a ·∇φ + ∇φa)− aρφ

=
ε0

2
(∇φ) (−a∇φ−∇φa + ∇φa)− aρφ

= − ε0

2
(∇φ)a∇φ− aρφ

It in terms of E = −∇φ this is

T(a) = − ε0

2
EaE− aρφ (47)

This is not immediately recognizable (at least to me), and also does not
appear to be easily separable into something times a.
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9.3 Divergence and adjoint tensor.

What will we get with the divergence calculation?

∇ · (EaE) = 〈∇(EaE)〉

= a ·
〈

E
↔
∇E

〉
1

Also want

∇ · (aρφ) = 〈∇(aρφ)〉
= a ·∇(ρφ)

Assembling these we have

∇ · T(a) = −a ·
(〈

ε0

2
E
↔
∇E

〉
1
+ ∇(ρφ)

)

From this we can pick off the adjoint

T̄(∇) = − ε0

2

〈
E
↔
∇E

〉
1
−∇(ρφ)

= − ε0

2
(
(Ė · ∇̇)EE(∇ · E)

)
−∇(ρφ)

= −ε0(∇2φ)∇φ−∇(ρφ)

= −ε0∇(∇φ)2 −∇(ρφ)

= ∇
(
−ε0(∇φ)2 − ρφ

)

If we write L = K−V, then we have in this case

T̄(∇) = ∇(K + V) = 0

Since the gradient of this quantity is zero everywhere it must be constant

K + V = constant (48)

We didn’t have any time dependence in the Lagrangian, and blindly follow-
ing the math to calculate the associated symmetry with the field translation, we
end up with a conservation statement that appears to be about energy.
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FIXME: are used to (as in [Feynman et al.(1963)Feynman, Leighton, and
Sands]) seeing electrostatic energy written

U =
1
2

ε0

∫
E2dV =

1
2

∫
ρφdV

Reconsile this with 48.

10 Schrödinger equation.

While not a Lorentz invariant Lagrangian, we don’t have a dependence on that,
and can still calculate a Noether current on spatial translation.

L =
h̄2

2m
(∇ψ) · (∇ψ∗) + Vψψ∗ + ih̄ (ψ∂tψ

∗ − ψ∗∂tψ) (49)

For this Lagrangian density it is worth noting that the action is in fact

S =
∫

d3xL

... ie: ∂tψ is not a field variable in the variation (this is why there is no factor
of 1/2 in the probability current term).

Calculating the Noether current for a vector translation a we have

T(a) =
h̄2

2m
∇ψa ·∇ψ∗ +

h̄2

2m
∇ψ∗a ·∇ψ− aL

Expanding the divergence is messy but straightforward
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∇ · T(a) =
h̄2

2m
〈∇ (∇ψa ·∇ψ∗ + ∇ψ∗a ·∇ψ)−∇(∇ψ ·∇ψ∗)a〉

− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
〈∇ (∇ψ(a∇ψ∗ + ∇ψ∗a) + ∇ψ∗(a∇ψ + ∇ψa))− 2∇(∇ψ ·∇ψ∗)a〉

− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a ·
〈

∇ψ∗
↔
∇∇ψ + ∇ψ

↔
∇∇ψ∗ + ∇(∇ψ∇ψ∗) + ∇(∇ψ∗∇ψ)− 2∇(∇ψ ·∇ψ∗)

〉
1

− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a ·
〈

∇ψ∗
↔
∇∇ψ + ∇ψ

↔
∇∇ψ∗

〉
1

− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a · 2

(
∇ψ∗∇2ψ + ∇ψ∇2ψ∗

)
− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

2m
a ·∇ (∇ψ∗ ·∇ψ)− a ·∇ (Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇))

Which is, finally,

∇ · T(a) = a ·∇
(

h̄2

2m
∇ψ∗ ·∇ψ−Vψψ∗ − ih̄(ψψ̇∗ − ψ∗ψ̇)

)
(50)

Picking off the adjoint we have

T̄(∇) =
h̄2

2m
∇ψ∗ ·∇ψ−Vψψ∗ − ih̄(ψψ̇∗ − ψ∗ψ̇) (51)

Just like the electrostatics equation, it appears that we can make an associa-
tion with Kinetic (K) and Potential (φ) energies with the adjoint stress tensor.

K =
h̄2

2m
∇ψ∗ ·∇ψ

φ = Vψψ∗ + ih̄(ψψ̇∗ − ψ∗ψ̇)
L = K− φ

T̄(∇) = K + φ

FIXME: Unlike the electrostatics case however, there is no conserved scalar
quantity that is obvious. The association in this case with energy is by analogy,

33



not connected to anything reasonably physical seeming. How to connect this
with actual physical concepts? Can this be written as the gradient of some-
thing? Because of the time derivatives perhaps the space time gradient would
be required, however, because of the non-Lorentz invariant nature I’d expect
that terms may have to be added or substracted to make that possible.

11 Maxwell equation.

Wanting to see some of the connections between the Maxwell equation and
the Lorentz force was the original reason for examining this canonical energy
momentum tensor concept in detail.

11.1 Lagrangian

Recall that the Lagrangian for the vector grades of Maxwell’s equation

∇F = J/ε0c (52)

is of the form

L = κ(∇∧ A) · (∇∧ A) + J · A
= κ(γµ ∧ γν) · (γα ∧ γβ)∂µ Aν∂α Aβ + Jσ Aσ

We can fix the constant κ by taking variational derivatives and comparing
with 52

0 =
∂L

∂Aσ
− ∂µ

∂L
∂(∂µ Aσ)

= Jσ − 2κ(γµ ∧ γσ) · (γα ∧ γβ)∂µ∂α Aβ

Taking γσ dot products with 52 we have

0 = γσ · (J − ε0c∇ · F)

= Jσ − ε0cγσ · (γµ · (γα ∧ γβ))∂µ∂α Aβ

So we have 2κ = −ε0c, and can write our Lagrangian density as

L = − ε0

2
(∇∧ A) · (∇∧ A) +

J
c
· A (53)

= − ε0

2
(γµ ∧ γν) · (γα ∧ γβ)∂µ Aν∂α Aβ +

Jσ

c
Aσ (54)
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11.2 Energy momentum tensor

For the Lagrangian density we have

γµ
∂L

∂(∂µ Aν)
= −ε0γµ(γµ ∧ γν) · (γα ∧ γβ)∂α Aβ

= −ε0γµ(δµ
βδν

α − δµ
αδν

β)∂α Aβ

= −ε0γµ(∂ν Aµ − ∂µ Aν)

= ε0γµFµν

One can guess that the vector contraction of Fµν above is an expression of a
dot product with our bivector field. This is in fact the case

F · γν = (γα ∧ γβ) · γν∂α Aβ

= (γαδβ
ν − γβδα

ν)∂α Aβ

= γµ(∂µ Aν − ∂ν Aµ)

= γµFµν

We therefore have

T(a) = ε0(F · γν)a · ∇Aν − aL (55)

= ε0

(
(F · γν)a · ∇Aν +

a
2

F · F
)
− a (A · J/c) (56)

11.3 Index form of tensor.

Before trying to factor out a, let’s expand the tensor in abstract index form. This
is

Tν
µ = T(γν) · γµ

= ε0

(
Fµβ∂ν Aβ +

δν
µ

2
F · F

)
− δν

µ Aσ Jσ/c

= ε0

(
Fµβ∂ν Aβ −

δν
µ

4
FαβFαβ

)
− δν

µ Aσ Jσ/c

In particular, note that this is not the familiar symmetric tensor from the
Poynting relations.
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11.4 Adjoint

Now, we want to move on to a computation of the adjoint so that a can essen-
tially be factored out. Doing so is resisting initial attempts. As an aid, introduce
a few vector valued helper variables

Fµ = F · γµ

Gµ = ∇Aν

Then we have

∇ · T(a) =
ε0

2

(
〈∇(Fν(aGν + Gνa)〉 + a ·

〈
∇(F2)

〉
1

)
− a · ∇ (A · J/c)

=
ε0

2
a ·
〈

Gν
↔
∇Fν +∇(FνGν) +∇(F2)

〉
1
− a · ∇ (A · J/c)

This provides the adjoint energy momentum tensor, albeit in a form that
looks like it can be reduced further

0 = T̄(∇) =
ε0

2

〈
Gν
↔
∇Fν +∇(FνGν) +∇(F2)

〉
1
−∇ (A · J/c) (57)

We want to write this as a gradient of something, to determine the con-
served quantity. Getting part way isn’t too hard.

T̄(∇) =
ε0

2

〈Gν
↔
∇Fν

〉
1
+∇ · (Fν ∧ Gν)︸ ︷︷ ︸
(∗)

+∇
( ε0

2
(Fν · Gν + F · F)− A · J/c

)

It would be nice if these first two terms (∗) cancel. Can we be so lucky?

(∗) =
〈

Gν
↔
∇Fν

〉
1
+∇ · (Fν ∧ Gν)

=
〈
(Gν

←
∇)Fν + Gν(

→
∇Fν)

〉
1
+ (∇ · Fν)Gν − Fν(∇ · Gν)

= (∇ · Gν)Fν + Fν · (∇∧ Gν) + Gν(∇ · Fν) + Gν · (∇∧ Fν) + (∇ · Fν)Gν − Fν(∇ · Gν)
= 2Gν(∇ · Fν) + Gν · (∇∧ Fν)

This is not obviously zero. How about Fν · Gν?
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Fν · Gν =
〈
((γα ∧ γβ) · γν)γσ

〉
∂α Aβ∂σ Aν

= (δα
σδβ

ν − δβ
σδα

ν)∂α Aβ∂σ Aν

= ∂α Aβ(∂α Aβ − ∂β Aα)

= ∂α AβFαβ

=
1
2

FαβFαβ

Ah. Up to a sign, this was F · F. What’s the sign?

F · F = (γα ∧ γβ) · (γµ ∧ γν)∂α Aβ∂µ Aν

= (δα
νδβ

µ − δβ
νδα

µ)∂α Aβ∂µ Aν

= ∂α Aβ(∂β Aα − ∂α Aβ)

= ∂α AβFβα

=
1
2

Fβα(∂α Aβ − ∂β Aα)

=
1
2

FβαFαβ

= −Fν · Gν

Bad first guess. It is the second two terms that cancel, not the first, leaving
us with

T̄(∇) =
ε0

2

(〈
Gν
↔
∇Fν

〉
1
+∇ · (Fν ∧ Gν)

)
−∇ (A · J/c)

12 Nomenclature. Linearized spacetime translation.

Applying the translation xµ → xµ + eµ, is what I thought would be called
“spacetime translation”. But to do so we need higher order powers of the ex-
ponential vector translation operator (ie: multivariable Taylor series operator)

∑
k

(1/k!)(eµ∂µ)k

The transformation that appears to result in the canonical energy momen-
tum tensor has only the linear term of this operator, so I called it “linearized
spacetime translation operator”, which seemed like a better name (to me).
That’s all. My guess is that what is typically referred to as the spacetime trans-
lation that generates the canonical energy momentum tensor is really just the
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first order term of the translation operation, and not truely a complete transla-
tion. If that’s the case, then dropping the linearized adjective would probably
be reasonable.

It is somewhat odd that the derived conditions for a divergence added to
the Lagrangian are immediately busted by the wave equation. I think the sav-
ing grace is the fact that an arbitrary ∂µFµ isn’t necessarily a symmetry is the
fact the translation of the coordinates isn’t an arbitrary divergence. This di-
rectional derivative operator is applied to the Lagrangian itself and not to an
arbitrary function. This builds in the required symmetry (you could also add
in or subtract out additional divergence terms that meet the derived conditions
and not change anything).

Now, if the first order term of the Taylor expansion is a symmetry because
we can commutate the field partials and the coordinate partials then the higher
order terms should also be symmetries. This would mean that a true transla-
tion L → exp(eµ∂µ)L would also be a symmetry. What conservation current
would we get from that? Would it be the symmetric energy momentum tensor?

References

[Doran and Lasenby(2003)] C. Doran and A.N. Lasenby. Geometric algebra for
physicists. Cambridge University Press New York, 2003.

[Feynman et al.(1963)Feynman, Leighton, and Sands] R.P. Feynman, R.B.
Leighton, and M.L. Sands. feynman lectures on physics.[Lectures on
physics]. 1963.

[Goldstein(1951)] H. Goldstein. Classical mechanics. 1951.

[Jackson(1975)] JD Jackson. Classical Electrodynamics Wiley. 1975.

[Joot(a)] Peeter Joot. Derivation of Euler-Lagrange field equations.
”http://sites.google.com/site/peeterjoot/geometric-algebra/
field lagrangian.pdf”, a.

[Joot(b)] Peeter Joot. Field form of Noether’s Law. ”http://sites.google.
com/site/peeterjoot/geometric-algebra/noethers field.pdf”, b.

[Joot(c)] Peeter Joot. Solutions to David Tong’s mf1 Lagrangian problems.
”http://sites.google.com/site/peeterjoot/geometric-algebra/
tong mf1.pdf”, c.

[Joot(d)] Peeter Joot. Developing some intuition for Multivariable and Mul-
tivector Taylor Series. ”http://sites.google.com/site/peeterjoot/
math2009/multivector taylors.pdf”, d.

[Joot(e)] Peeter Joot. Lorentz force relation to the energy momentum ten-
sor. ”http://sites.google.com/site/peeterjoot/math2009/stress
energy lorentz.pdf”, e.

38

http://sites.google.com/site/peeterjoot/geometric-algebra/field_lagrangian.pdf
http://sites.google.com/site/peeterjoot/geometric-algebra/field_lagrangian.pdf
http://sites.google.com/site/peeterjoot/geometric-algebra/noethers_field.pdf
http://sites.google.com/site/peeterjoot/geometric-algebra/noethers_field.pdf
http://sites.google.com/site/peeterjoot/geometric-algebra/tong_mf1.pdf
http://sites.google.com/site/peeterjoot/geometric-algebra/tong_mf1.pdf
http://sites.google.com/site/peeterjoot/math2009/multivector_taylors.pdf
http://sites.google.com/site/peeterjoot/math2009/multivector_taylors.pdf
http://sites.google.com/site/peeterjoot/math2009/stress_energy_lorentz.pdf
http://sites.google.com/site/peeterjoot/math2009/stress_energy_lorentz.pdf


[Joot(f)] Peeter Joot. Energy momentum tensor relation to Lorentz
force. ”http://sites.google.com/site/peeterjoot/math2009/en m
tensor.pdf”, f.

[Srednicki(2007)] M.A. Srednicki. Quantum Field Theory. Cambridge Univer-
sity Press, 2007.

[Tong()] Dr. David Tong. Quantum Field Theory. ”http://www.damtp.cam.
ac.uk/user/tong/qft.html”.

39

http://sites.google.com/site/peeterjoot/math2009/en_m_tensor.pdf
http://sites.google.com/site/peeterjoot/math2009/en_m_tensor.pdf
http://www.damtp.cam.ac.uk/user/tong/qft.html
http://www.damtp.cam.ac.uk/user/tong/qft.html

	Motivation and direction.
	On tranlation and divergence symmetries
	Symmetry due to total derivative addition to the Lagrangian
	Some examples adding a divergence.
	Simplest case. No partials.
	One partial.
	Another partial.
	The general case.
	More examples to confirm the symmetry requirements.

	Symmetry for Wave equation under spacetime translation.
	Symmetry condition for arbitrary linearized spacetime translation
	An error above to revisit.


	Noether current.
	Vector parameterized Noether current.
	Comment on the operator above.
	In tensor form.
	Multiple field variables.
	Spatial Noether current.

	Field Hamiltonian.
	Wave equation.
	Tensor components and energy term.
	Conservation equations.
	Invariant length.
	Diagonal terms of the tensor.
	As a projection?

	Momentum.

	Wave equation. GA form for the energy momentum tensor.
	Calculate GA form.
	Verify against tensor expression.
	Invariant length.
	Energy and Momentum split (again).

	Scalar Klein Gordon.
	Complex Klein Gordon.
	Tensor in GA form.
	Tensor in index form.
	Invariant Length?
	Diverence relation.
	FIXME: TODO....

	Electrostatics Poisson Equation
	Lagrangian and spatial Noether current.
	Energy momentum tensor.
	Divergence and adjoint tensor.

	Schrödinger equation.
	Maxwell equation.
	Lagrangian
	Energy momentum tensor
	Index form of tensor.
	Adjoint

	Nomenclature. Linearized spacetime translation.

