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P R E FAC E

This is a collection of notes on classical mechanics, and contains a few things

• A collection of miscellaneous notes and problems for my personal (independent) classi-
cal mechanics studies. A fair amount of those notes were originally in my collection of
Geometric (Clifford) Algebra related material so may assume some knowledge of that
subject.

• My notes for some of the PHY354 lectures I attended. That class was taught by Prof.
Erich Poppitz. I audited some of the Wednesday lectures since the timing was convenient.
I took occasional notes, did the first problem set, and a subset of problem set 2.

These notes, when I took them, likely track along with the Professor’s hand written notes
very closely, since his lectures follow his notes very closely.

The text for PHY354 is [15]. I’d done my independent study from [5], also a great little
book.

• Some assigned problems from the PHY354 course, ungraded (not submitted since I did
not actually take the course). I ended up only doing the first problem set and two problems
from the second problem set.

• Miscellaneous worked problems from other sources.

Peeter Joot peeterjoot@protonmail.com
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Part I

P H Y 3 5 4 ( U O F T A DVA N C E D C L A S S I C A L M E C H A N I C S )
L E C T U R E N OT E S





1
RU N G E - L E N Z V E C T O R C O N S E RVAT I O N

1.1 motivation

Notes from Prof. Poppitz’s phy354 classical mechanics lecture on the Runge-Lenz vector, a less
well known conserved quantity for the 3D 1/r potentials that can be used to solve the Kepler
problem.

1.2 motivation: the kepler problem

We can plug away at the Lagrangian in cylindrical coordinates and find eventually

∫ φ

φ0

dφ =

∫ r

r0

M
mr2

dr√
2
M

(
E −U +

M2

2mr2

) (1.1)

but this can be messy to solve, where we get elliptic integrals or worse, depending on the
potential.

For the special case of the 3D problem where the potential has a 1/r form, this is what Prof.
Poppitz called “super-integrable”. With 2N − 1 = 5 conserved quantities to be found, we have
got one more. Here the form of that last conserved quantity is given, called the Runge-Lenz
vector, and we verify that it is conserved.

1.3 runge-lenz vector

Given a potential

U = −
α

r
(1.2)

and a Lagrangian

L =
mṙ2

2
+

1
2

M2
z

mr2 −U

Mz = mr2φ̇2
(1.3)

3



4 runge-lenz vector conservation

and writing the angular momentum as

M = mr × v (1.4)

the Runge-Lenz vector

A = v ×M − αr̂, (1.5)

is a conserved quantity.

1.3.1 Verify the conservation assumption

Let us show that the conservation assumption is correct

d
dt

(v ×M) =
dv
dt
×M + v ×

�
��

dM
dt

(1.6)

Here, we note that angular momentum conservation is really dM/dt = 0, so we are left with
only the acceleration term, which we can rewrite in terms of the Euler-Lagrange equation

d
dt

(v ×M) = −
1
m
∇U ×M

= −
1
m
∂U
∂r

r̂ ×M

= −
1
m
∂U
∂r

r̂ × (mr × v)

= −
∂U
∂r

r̂ × (r × v)

(1.7)

We can compute the double cross product

(a × (b × c))i = ambrcsεrstεmti

= ambrcsδ
[rs]
im

= ambicm − ambmci

(1.8)

For

a × (b × c) = (a · c)b − (a · b)c (1.9)



1.3 runge-lenz vector 5

Plugging this we have

d
dt

(v ×M) =
∂U
∂r

((r̂ · r)v − (r̂ · v)r)

=

(
α

r2

) (
rv −

1
r

(r · v)r
)

= α

(
v
r
−

(r · v)r
r3

) (1.10)

Now let us look at the other term. We will need the derivative of r̂

dr̂
dt

=
d
dt

r
r

=
v
r

+ r
d 1

r

dt

=
v
r
−

r
r2

dr
dt

=
v
r
−

r
r2

d
√

r · r
dt

=
v
r
−

r
r2

v · r√
r2

=
v
r
−

r
r3 v · r

(1.11)

Putting all the bits together we have now verified the conservation statement

d
dt

(v ×M − αr̂) = α

(
v
r
−

(r · v)r
r3

)
− α

(v
r
−

r
r3 v · r

)
= 0. (1.12)

With

d
dt

(v ×M − αr̂) = 0, (1.13)

our vector must be some constant vector. Let us write this

v ×M − αr̂ = αe, (1.14)

so that



6 runge-lenz vector conservation

v ×M = α (e + r̂) . (1.15)

Dotting eq. (1.15) with M we find

αM · (e + r̂) = M · (v ×M)

= 0
(1.16)

With r̂ lying in the plane of the trajectory (perpendicular to M), we must also have e lying in
the plane of the trajectory.

Now we can dot eq. (1.15) with r to find

r · (v ×M) = αr · (e + r̂)
= α (re cos(φ − φ0) + r)

M · (r × v) =

M ·
M
m

=

M2

m
=

(1.17)

This is

M2

m
= αr (1 + e cos(φ − φ0)) . (1.18)

This is a kind of curious implicit relationship, since φ is also a function of r. Recall that the
kinetic portion of our Lagrangian was

1
2

m
(
ṙ2 + r2φ̇2

)
(1.19)

so that our angular momentum was

Mφ =
∂

∂φ̇

(
1
2

mr2φ̇2
)

= mr2φ̇, (1.20)

with no φ dependence in the Lagrangian we have

d
dt

(
mr2φ̇

)
= 0, (1.21)



1.3 runge-lenz vector 7

or

M = mr2φ̇ẑ = constant (1.22)

Our dynamics are now fully specified, even if this not completely explicit

r =
M2

mα
1

1 + e cos(φ − φ0)
dφ
dt

=
M

mr2 .

(1.23)

What we can do is rearrange and separate variables

1
r2 =

m2α2

M4 (1 + e cos(φ − φ0))2 =
m
M

dφ
dt
, (1.24)

to find

t − t0 =
M3

mα3

∫ φ

φ0

dφ
1

(1 + e cos(φ − φ0))2 =
M3

mα3

∫ φ−φ0

0
du

1
(1 + e cos u)2 (1.25)

Now, at least φ = φ(t) is specified implicitly.
We can also use the first of these to determine the magnitude of the radial velocity

dr
dt

= −
M2

mα
1

(1 + e cos(φ − φ0))2 (−e sin(φ − φ0))
dφ
dt

=
eM2

mα
1

(1 + e cos(φ − φ0))2 sin(φ − φ0)
M

mr2

=
eM3

m2αr2

1
(1 + e cos(φ − φ0))2 sin(φ − φ0)

=
eM3

m2αr2

(mrα
M2

)2
sin(φ − φ0)

=
e
M

sin(φ − φ0),

(1.26)



8 runge-lenz vector conservation

with this, we can also find the energy

E = ṙ(mṙ) + φ̇
(
mr2φ̇

)
−

(
1
2

mṙ2 +
1
2

mr2φ̇2 −U
)

=
1
2

mṙ2 +
1
2

mr2φ̇2 + U

=
1
2

mṙ2 +
1
2

mr2φ̇2 −
α

r

=
1
2

m
e2

M2 sin2(φ − φ0) +
1

2mr2 M2 −
α

r
.

(1.27)

Or

E =
m

2M2 (e × r̂)2 +
1

2mr2 M2 −
α

r
. (1.28)

Is this what was used in class to state the relation

e =

√
1 +

2EM2

mα2 . (1.29)

It is not obvious exactly how that is obtained, but we can go back to eq. (1.23) to eliminate
the e2 sin2 ∆φ term

E =
1
2

m
1

M2

e2 −

(
M2

rmα
− 1

)2 +
1

2mr2 M2 −
α

r
. (1.30)

Presumably this simplifies to the desired result (or there is other errors made in that prevent
that).



2
P H A S E S PAC E A N D T R A J E C T O R I E S

2.1 phase space and phase trajectories

The phase space and phase trajectories are the space of p’s and q’s of a mechanical system
(always even dimensional, with as many p’s as q’s for N particles in 3d: 6N dimensional space).

The state of a mechanical system ≡ the point in phase space. Time evolution ≡ a curve in
phase space.

Example: 1 dim system, say a harmonic oscillator.

H =
p2

2m
+

1
2

mω2q2 (2.1)

Our phase space can be illustrated as an ellipse as in fig. 2.1

Figure 2.1: Harmonic oscillator phase space trajectory

where the phase space trajectories of the SHO. The equation describing the ellipse is

E =
p2

2m
+

1
2

mω2q2, (2.2)

which we can put into standard elliptical form as

1 =

(
p

√
2mE

)2

+

(√
m
2E

ω

)
q2 (2.3)

9



10 phase space and trajectories

2.1.1 Applications of H

• Classical stat mech.

• transition into QM via Poisson brackets.

• mathematical theorems about phase space “flow”.

• perturbation theory.

2.1.2 Poisson brackets

Poisson brackets arises very naturally if one asks about the time evolution of a function f (p, q, t)
on phase space.

d
dt

f (pi, qi, t) =
∑

i

∂ f
∂pi

∂pi

∂t
+
∂ f
∂qi

∂qi

∂t
+
∂ f
∂t

=
∑

i

−
∂ f
∂pi

∂H
∂qi

+
∂ f
∂qi

∂H
∂pi

+
∂ f
∂t

(2.4)

Define the commutator of H and f as

[H, f ] =
∑

i

∂H
∂pi

∂ f
∂qi
−
∂H
∂qi

∂ f
∂pi

(2.5)

This is the Poisson bracket of H(p, q, t) with f (p, q, t), defined for arbitrary functions on
phase space.

Note that other conventions for sign exist (apparently in Landau and Lifshitz uses the oppo-
site).

So we have

d
dt

f (pi, qi, t) = [H, f ] +
∂ f
∂t
. (2.6)

Corollaries:
If f has no explicit time dependence ∂ f /∂t = 0 and if [H, f ] = 0, then f is an integral of

motion.
In QM conserved quantities are the ones that commute with the Hamiltonian operator.
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To see the analogy better, recall def of Poisson bracket

[ f , g] =
∑

i

∂ f
∂pi

∂g
∂qi
−
∂ f
∂qi

∂g
∂pi

(2.7)

Properties of Poisson bracket

• antisymmetric

[ f , g] = − [g, f ] . (2.8)

• linear

[a f + bh, g] = a [ f , g] + b [h, g]

[g, a f + bh] = a [g, f ] + b [g, h] .
(2.9)

2.1.2.1 Example. Compute p, q commutators

[pi, p j] =
∑

k

∂pi

∂pk�
�
�∂p j

∂qk
−
�
�
�∂pi

∂qk

∂p j

∂pk

= 0

(2.10)

So

[pi, p j] = 0 (2.11)

Similarly [qi, q j] = 0.
How about

[qi, p j] =
∑

k �
�
�∂qi

∂pk�
�
�∂p j

∂qk
−
∂qi

∂qk

∂p j

∂pk

= −
∑

k

δikδ jk

= −δi j

(2.12)
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So

[qi, p j] = −δi j. (2.13)

This provides a systematic (axiomatic) way to “quantize” a classical mechanics system,
where we make replacements

qi → q̂i

pi → p̂i,
(2.14)

and

[qi, p j] = −δi j → [qi, p j] = i h̄δi j

H(p, q, t)→ Ĥ( p̂, q̂, t).
(2.15)

So

[q̂i, p̂ j]

−i h̄
= −δi j (2.16)

Our quantization of time evolution is therefore

d
dt

q̂i =
1
−i h̄

[
Ĥ, q̂i

]
d
dt

p̂i =
1
−i h̄

[
Ĥ, p̂i

]
.

(2.17)

These are the Heisenberg equations of motion in QM.

2.1.2.2 Conserved quantities

For conserved quantities f , functions of p’s q’s, we have

[ f ,H] = 0 (2.18)

Considering the components Mi, where

M = r × p, (2.19)
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We can show eq. (2.25) that our Poisson brackets obey

[Mx,My] = −Mz

[My,Mz] = −Mx

[Mz,Mx] = −My

(2.20)

(Prof Poppitz was not sure if he had the sign of this right for the sign convention he happened
to be using for Poisson brackets in this lecture, but it appears he had it right).

These are the analogue of the momentum commutator relationships from QM right here in
classical mechanics.

Considering the symmetries that lead to this conservation relationship, it is actually possible
to show that rotations in 4D space lead to these symmetries and the conservation of the Runge-
Lenz vector.

2.2 adiabatic changes in phase space and conserved quantities

In fig. 2.2 where we have

Figure 2.2: Variable length pendulum

T =
2π
ω(t)

=

√
l(t)
g
. (2.21)

Imagine that we change the length l(t) very slowly so that

T
1
l

dl
dt
� 1 (2.22)

where T is the period of oscillation. This is what is called an adiabatic change, where the
change of ω is small over a period.
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It turns out that if this rate of change is slow, then there is actually an invariant, and

E
ω
, (2.23)

is the so-called “adiabatic invariant”. There is an important application to this (and some
relations to QM). Imagine that we have a particle bounded by two walls, where the walls are
moved very slowly as in fig. 2.3

Figure 2.3: Particle constrained by slowly moving walls

This can be used to derive the adiabatic equation for an ideal gas (also using the equipartition
theorem).
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2.3 appendix i . poisson brackets of angular momentum

Let us verify the angular momentum relations of eq. (2.20) above (summation over k implied):

[Mi,M j] =
∂Mi

∂pk

∂M j

∂xk
−
∂Mi

∂xk

∂M j

∂pk

= εabiεrs j
∂xa pb

∂pk

∂xr ps

∂xk
− εabiεrs j

∂xa pb

∂xk

∂xr ps

∂pk

= εabiεrs jxa
∂pb

∂pk
ps
∂xr

∂xk
− εabiεrs j pb

∂xa

∂xk
xr
∂ps

∂pk

= εabiεrs jxaδkb psδkr − εabiεrs j pbδkaxrδsk

= εabiεrs jxa psδbr − εabiεrs j pbxrδas

= εariεrs jxa ps − εsbiεrs j pbxr

= −δ
[s j]
ai xa ps − δ

[ jr]
bi pbxr

= − (δasδi j − δa jδis) xa ps − (δb jδir − δbrδi j) pbxr

= −δasδi jxa ps + δa jδisxa ps − δb jδir pbxr + δbrδi j pbxr

= −����xs psδi j + x j pi − p jxi +����pbxbδi j

(2.24)

So, as claimed, if i , j , k we have

[Mi,M j] = −Mk. (2.25)

2.4 appendix ii . eom for the variable length pendulum

Since we have referred to a variable length pendulum above, let us recall what form the EOM
for this system take. With cylindrical coordinates as in fig. 2.4, and a spring constant ω2

0 = k/m
our Lagrangian is

L =
1
2

m
(
ṙ2 + r2θ̇2

)
−

1
2

mω2
0r2 −mgr(1 − cos θ) (2.26)
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Figure 2.4: phaseSpaceAndTrajectoriesFig4

The EOM follows immediately

Pθ =
∂L

∂θ̇
= mr2θ̇

Pr =
∂L

∂ṙ
= mṙ

dPθ
dt

=
∂L

∂θ
= −mgr sin θ

dPr

dt
=
∂L

∂r
= mrθ̇2 −mω2

0r −mg(1 − cos θ)

(2.27)

Or

d
dt

(
r2θ̇

)
= −gr sin θ

d
dt

(ṙ) = r
(
θ̇2 −ω2

0

)
− g(1 − cos θ)

(2.28)

Even in the small angle limit this is not a terribly friendly looking system

rθ̈ + 2θ̇ṙ + gθ = 0

r̈ − rθ̇2 + rω2
0 = 0.

(2.29)

However, in the first equation of this system

θ̈ + 2θ̇
ṙ
r

+
1
r

gθ = 0, (2.30)

we do see the ṙ/r dependence mentioned in class, and see how this being small will still result
in something that approximately has the form of a SHO.



3
R I G I D B O DY M OT I O N

3.1 rigid body motion

3.1.1 Setup

We will consider either rigid bodies as in the connected by sticks fig. 3.1 or a body consisting
of a continuous mass as in fig. 3.2

Figure 3.1: Rigid body of point masses

Figure 3.2: Rigid solid body of continuous mass

In the first figure our mass is made of discrete particles

M =
∑

mi (3.1)

17
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whereas in the second figure with mass density ρ(r) and a volume element d3r, our total mass
is

M =

∫
V
ρ(r)d3r (3.2)

3.1.2 Degrees of freedom

How many numbers do we need to describe fixed body motion. Consider fig. 3.3

Figure 3.3: Body local coordinate system with vector to a fixed point in the body

We will need to use six different numbers to describe the motion of a rigid body. We need
three for the position of the body RCM as a whole. We also need three degrees of freedom (in
general) for the motion of the body at that point in space (how our local coordinate system at
the body move at that point), describing the change of the orientation of the body as a function
of time.

Note that the angle φ has not been included in any of the pictures because it is too messy with
all the rest. Picture something like fig. 3.4

Figure 3.4: Rotation angle and normal in the body
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Let us express the position of the body in terms of that body’s center of mass

RCM =

∑
i miri∑
j m j

, (3.3)

or for continuous masses

RCM =

∫
V d3r′r′ρ(r′)∫

d3r′′ρ(r′′)
. (3.4)

We consider the motion of point P, an arbitrary point in the body as in fig. 3.5, whos motion
consists of

1. displacement of the CM RCM

2. rotation of r around some axis n̂ going through CM on some angle φ. (here n̂ is a unit
vector).

Figure 3.5: A point in the body relative to the center of mass

From the picture we have

ρ = RCM + r (3.5)

dρ = dRCM + dφ × r (3.6)

where

dφ = n̂dφ. (3.7)
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Dividing by dt we have

dρ
dt

=
dRCM

dt
+

dφ
dt
× r. (3.8)

The total velocity of this point in the body is then

v = VCM = ΩCM × r (3.9)

where

ΩCM =
dφ
dt

=
d(n̂φ)

dt
= angular velocity of the body. (3.10)

This circular motion is illustrated in fig. 3.6

Figure 3.6: circular motion

Note that v is the velocity of the particle with respect to the unprimed system.
We will spend a lot of time figuring out how to express ΩCM.
Now let us consider a second point as in fig. 3.7

ρ = R + r
ρ = R̃ + r̃
r̃ = r + a

(3.11)
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Figure 3.7: Two points in a rigid body

we have

vp =
dρ
dt

=
dr
dt

+
dφ
dt
× r

=
dr
dt

+
dφ
dt
× (r̃ − a)

=
dr
dt
−

dφ
dt
× a +

dφ
dt
× r̃

(3.12)

vp = VCM −ΩCM × a + ΩCM × r̃ (3.13)

Have another way that we can use to express the position of the point

dρ
dt

=
dR̃
dt

+
dρ̃
dt
× r̃p (3.14)

or

vp = VA + ΩA × r̃p. (3.15)

Equating with above, and noting that this holds for all r̃p, and noting that if r̃p = 0

VA = VCM −ΩCM × a (3.16)

hence

ΩCM × r̃p = ΩA × r̃p (3.17)
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or

ΩCM = ΩA. (3.18)

The moral of the story is that the angular velocity Ω is a characteristic of the system. It does
not matter if it is calculated with respect to the center of mass or not.

See some examples in the notes.

3.2 kinetic energy

For all P in the body we have

vp = VA + Ω × rp (3.19)

here VA is an arbitrary fixed point in the body as in fig. 3.8

Figure 3.8: Kinetic energy setup relative to point A in the body

The kinetic energy is

T =
∑

a

1
2

maρa

=
∑

a

1
2

v2
a

=
∑

a

1
2
(VA + Ω × ra)

2

=
∑

a

1
2

(
V2

A + 2VA · (Ω × ra) + (Ω × ra)2
)

(3.20)
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We see that if we take A to be the center of mass then our cross term

∑
a

maVA · (Ω × ra) = VA ·

Ω ×
∑

a

mara


= VA · (Ω ×RCM)

(3.21)

which vanishes. With

µ =
∑

a

ma (3.22)

we have

T =
1
2
µV2

CM +
1
2

∑
a

(Ω × ra) · (Ω × ra) (3.23)

with

(A ×B) · (C ×D) = (A ·C)(B ·D) − (A ·D)(B ·C), (3.24)

or

(A ×B) · (A ×B) = A2B2 − (A ·B)2. (3.25)

Forgetting about the µ dependent term for now we have

T =
1
2

∑
a

ma
(
Ω2r2

a − (Ω · ra)2
)

(3.26)

Expanding this out with

ra = (ra1ra2 , ra3) = {rai} (3.27)

and

Ω = (Ω1Ω2,Ω3) = {Ωi} (3.28)

we have

T =
1
2

∑
a

ma
(
ΩkΩkra jra j − (Ωkrak )

2
)

(3.29)





4
C L A S S I C A L M E C H A N I C S E U L E R A N G L E S

4.1 pictorially

We want to look at some of the trig behind expressing general rotations. We can perform a
general rotation by a sequence of successive rotations. One such sequence is a rotation around
the z, x, z axes in sequence. Application of a rotation of angle φ takes us from our original fig. 4.1
frame to that of fig. 4.2. A second rotation around the (new) x axis by angle θ takes us to fig. 4.3,
and finally a rotation of ψ around the (new) z axis, takes us to fig. 4.4.

A composite image of all of these rotations taken together can be found in fig. 4.5.

Figure 4.1: Initial frame

Figure 4.2: Rotation by φ around z axis

25
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Figure 4.3: Rotation of θ around (new) x axis

Figure 4.4: Rotation of ψ around (new) z axis

Figure 4.5: All three rotations superimposed
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4.2 relating the two pairs of coordinate systems

Let us look at this algebraically instead, using fig. 4.6 as a guide.

Figure 4.6: A point in two coordinate systems

Step 1. Rotation of φ around z


x′

y′

z′

 =


cos φ sin φ 0

− sin φ cos φ 0

0 0 1



x

y

z

 (4.1)

Step 2. Rotation around x′.


x′′

y′′

z′′

 =


1 0 0

0 cos θ sin θ 0

0 − sin θ cos θ 0



x′

y′

z′

 (4.2)

Step 3. Rotation around z′′.


x′′′

y′′′

z′′′

 =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1



x′′

y′′

z′′

 (4.3)

So, our full rotation is the composition of the rotation matrices


x′′′

y′′′

z′′′

 =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1



1 0 0

0 cos θ sin θ 0

0 − sin θ cos θ 0




cos φ sin φ 0

− sin φ cos φ 0

0 0 1



x

y

z

 (4.4)
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Let us introduce some notation and write this as

Bz(α) =


cosα sinα 0

− sinα cosα 0

0 0 1

 (4.5)

Bx(θ) =


1 0 0

0 cos θ sin θ 0

0 − sin θ cos θ 0

 (4.6)

so that we have the mapping

r→ Bz(ψ)Bx(θ)Bz(φ)r (4.7)

Now let us write

r =


x1

x2

x3

 (4.8)

We will call

A(ψ, θ, φ) = Bz(ψ)Bx(θ)Bz(φ) (4.9)

so that

x′i =

3∑
j=1

Ai jx j. (4.10)

We will drop the explicit summation sign, so that the summation over repeated indices are
implied

x′i = Ai jx j. (4.11)
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This matrix A(ψ, θ, φ) is in fact a general parameterization of the 3× 3 special orthogonal ma-
trices. The set of three angles θ, φ, ψ parameterizes all rotations in 3dd space. Transformations
that preserve a · b and have unit determinant.

In symbols we must have

ATA = 1 (4.12)

det A = +1. (4.13)

Having solved this auxiliary problem, we now want to compute the angular velocity.
We want to know how to express the coordinates of a point that is fixed in the body. i.e. We

are fixing x′i and now looking for xi.
The coordinates of a point that has x′, y′ and z′ in a body-fixed frame, in the fixed frame are

x, y, z. That is given by just inverting the matrix


x1

x2

x3

 = A−1(ψ, θ, φ)


x′1
x′2
x′3


= B−1

z (φ)B−1
x (θ)B−1

z (ψ)


x′1
x′2
x′3


= BT

z (φ)BT
x (θ)BT

z (ψ)


x′1
x′2
x′3



(4.14)

Here we have used the fact that Bx and Bz are orthogonal, so that their inverses are just their
transposes.

We have finally


x1

x2

x3

 = Bz(−φ)Bx(−θ)Bz(−ψ)


x′1
x′2
x′3

 (4.15)
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If we assume that ψ, θ and φ are functions of time, and compute dr/dt. Starting with

xi = [A−1(φ, θ, ψ)]i jx′j, (4.16)

∆xi =
(
[A−1(φ + ∆φ, θ + ∆θ, ψ + ∆ψ)]i j − [A−1(φ, θ, ψ)]i j

)
x′j. (4.17)

For small changes, we can Taylor expand and retain only the first order terms. Doing that and
dividing by ∆t we have

dxi

dt
=

(
∂

∂ψ
A−1

i j ψ̇ +
∂

∂θ
A−1

i j θ̇ +
∂

∂φ
A−1

i j φ̇

)
x′j (4.18)

Now, we use

x′j = A jlxl, (4.19)

so that we have

dxi

dt
=

((
∂

∂ψ
A−1

i j

)
A jlψ̇ +

(
∂

∂θ
A−1

i j

)
A jlθ̇ +

(
∂

∂φ
A−1

i j

)
A jlφ̇

)
xl. (4.20)

We are looking for a relation of the form

dr
dt

= Ω × r. (4.21)

We can write this as


vx

vy

vz

 =

(
θ̇
∂A−1

∂θ
A + φ̇

∂A−1

∂φ
A + ψ̇

∂A−1

∂ψ
A
) 

x

y

z

 (4.22)

Actually doing this calculation is asked of us in HW6. The final answer is

dxi

dt
=

(
φ̇εi jk jφn + θ̇εi jk jθn + ψ̇εi jk jψn

)
x j. (4.23)
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Here εi jk is the usual fully antisymmetric tensor with properties

εi jk =


0 when any of the indices are equal.

1 for any of i jk = 123, 231, 312 (cyclic permutations of 123.

−1 for any of i jk = 213, 132, 321.

(4.24)
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We can express the kinetic energy as

(5.1)T =
1
2

3∑
i, j=1

ΩiIi jΩ j

where

(5.2)Ii j =
∑

a

ma
(
δi jr2

a − raira j

)
Here a is a sum over all particles in the body.
If the body is continuous and ρ(r) is the mass density then the mass inside is

(5.3)m =

∫
d3rρ(r),

where we integrate over a volume element as in fig. 5.1.

Figure 5.1: Volume element for continous mass distribution

For this continuous case we have

(5.4)Ii j =

∫
V

d3rρ(r)
(
δi jr2 − rir j

)

33
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Figure 5.2: Shift of origin

Another property of Ii j is the parallel axis theorem (or as it is known in Europe and perhaps
elsewhere, as the “Steiner theorem”).

Let’s consider a change of origin as in fig. 5.2.
We write

(5.5)ra = r′a + b,

and I′i j for the inertia tensor with respect to O′. Write

(5.6)rai = r′ai
+ bi

or

(5.7)r′ai
= rai − bi,

so that

(5.8)

I′i j =
∑

a

ma
(
δi jr2

a − r′ai
r′b j

)
=

∑
a

ma
(
δi j(ra − b)2 − (rai − bi)(rb j − b j)

)
=

∑
a

ma
(
δi j(rak rak − b2 − 2rab) − rairb j − bib j + raib j + rb jbi

)
,

but, by definition of center of mass, we have

(5.9)
∑

a

mar′ai
= 0,
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so

(5.10)

I′i j =
∑

a

ma
(
δi jr2

a − raira j − · · ·
)

= Ii j − 2
��

���
���∑

a

mara · bδi j

 + µ
(
δi jb2 − bib j

)
This is

(5.11)I′i j = ICM
i j + µ

(
δi jb2 − bib j

)
Some examples Infinite cylinder rolling on a plane, with no slipping and no dissipation (heat?)
as in fig. 5.3.

Figure 5.3: Infinite rolling cylinder on plane

Take the mass as uniform and set up coordinates as in fig. 5.4.
No slip means on revolution, the center of mass moves 2πR. We have one degree of freedom:

φ.

|Ω| = φ̇ =
dφ
dt

(5.12)

This is the angular velocity.

∆φ
∆x

=
2π

2πR
(5.13)
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Figure 5.4: Coordinates for infinite cylinder

so

∆x = R∆φ (5.14)

The kinetic energy is

(5.15)
T =

1
2
µV2

CM +
1
2

Ω2
3I33

=
1
2
µV2

CM +
1
2

Ω2I

(5.16)

VCM =
∆x
∆t

= R
∆φ
∆t

= RΩ
= Rφ̇

so

(5.17)T =
1
2
µR2φ̇2 +

1
2
φ̇2I.

(can calculate I : See notes or derive).
Now suppose the CM is displaced as in fig. 5.5.
Perhaps a hollow tube with a blob attached as in fig. 5.6, where the torque is now due to

gravity.
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Figure 5.5: Displaced CM for infinite cylinder

Figure 5.6: Hollow tube with blob
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This can have more interesting motion. Example: Oscillation. This is a typical test question,
where calculation of the frequency of oscillation is requested. Such a question would probably
be posed with the geometry of fig. 5.7.

Figure 5.7: Hollow tube with cylindrical blob

Recall for a general body as in fig. 5.8.

Figure 5.8: general body coordinates

Write

(5.18)r = a + r′

and

(5.19)v = VCM + Ω × r
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or

v = VCM + Ω × a + Ω × r′. (5.20)

Here VCM is the velocity of the origin A.
If VCM and Ω are perpendicular always there always exists a such that A is at rest.
Another example is a cone on plane or rod as in fig. 5.9.

Figure 5.9: Cone on rod

(this is another typical test question).
For cylinder that point is the contact between plane and cylinder. This is called the momentary

axis of rotation: fig. 5.10. Using this is a very useful trick.

Figure 5.10: Momentary axes of rotation
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Aside more interesting is the cone viewed from above as in fig. 5.11.

Figure 5.11: Cone from above

Coordinates for this problem as in fig. 5.12.

Figure 5.12: Momentary axes of rotation for cone on stick

Using eq. (5.20) we have

(5.21)VCM = Ω × b
= φ̇ẑ × b

where this followed from

(5.22)v = Ω × r′
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here r′ is the vector from axes of momentary rotation to point.
Our kinetic energy is

(5.23)T =
1
2
µV2

CM +
I
2
φ̇2

and our coordinates are fig. 5.13.

Figure 5.13: Coordinates

(5.24)VCM = Ω × b

(5.25)

|VCM| =
∣∣∣φ̇∣∣∣|b|

= φ̇|b| ×moving unit vector in x y plane

= φ̇
√

a2 + R2 + 2a · R

= φ̇

√
a2 + R2 + 2aR cos(π − φ)

For

(5.26)
T =

µ

2
φ̇2

(
a2 + R2 + 2aR cos(π − φ)

)
+

I
2
φ̇2

=
1
2
φ̇2

(
µ
(
a2 + R2 + 2aR cos(π − φ)

)
+ I

)
,

and

(5.27)L = T − µg (R − a cos φ)

Height of CM above plane

This gravity portion accounts for the torque producing interesting effects.
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6.1 problems

Exercise 6.1 Lorentz force Lagrangian

1. For the non-covariant electrodynamic Lorentz force Lagrangian

L =
1
2

mv2 + qv ·A − qφ, (6.1)

derive the Lorentz force equation

F = q(E + v ×B)

E = −∇φ −
∂A
∂t

B = ∇ ×A.

(6.2)

2. With a gauge transformation of the form

φ→ φ +
∂χ

∂t
A→ A −∇χ,

(6.3)

show that the Lagrangian is invariant.

Exercise 6.2 Finding trajectory through explicit minimization of the action

For a ball thrown upward, guess a solution for the height y of the form y(t) = a2t2 + a1t + a0.
Assuming that y(0) = y(T ) = 0, this quickly becomes y(t) = a2(t2 − Tt). Calculate the action (to
do that, you need to first write the Lagrangian, of course) between t = 0 and t = T , and show
that it is minimized when a2 = −g/2.

Exercise 6.3 Coordinate changes and Euler-Lagrange equations

45
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Consider a Lagrangian L(q, q̇) ≡ L(q1, · · · , qN , q̇1, · · · q̇N). Now change the coordinates to
some new ones, e.g. let qi = qi(x1, · · · , xN), i = 1 · · ·N, or in short qi = qi(x). This defines a new
Lagrangian:

L̃(x, ẋ) = L(q1(x), · · · qN(x),
d
dt

q1(x), · · ·
d
dt

qN(x)) (6.22)

which is now a function of xi and ẋi. Show that the Euler-Lagrange equations for L(q, q̇):

∂L(q, q̇)
∂qi

=
d
dt
∂L(q, q̇)
∂q̇i

(6.23)

imply that the Euler-Lagrange equations for L̃(x, ẋ) hold (provided the change of variables
q→ x is nonsingular):

∂L̃(x, ẋ)
∂xi

=
d
dt
∂L̃(x, ẋ)
∂ẋi

(6.24)

The moral is that the action formalism is very convenient: one can write the Lagrangian in any
set of coordinates; the Euler-Lagrange equations for the new coordinates can then be obtained
by using the Lagrangian expressed in these coordinates.

Hint: Solving this problem only requires repeated use of the chain rule.

6.2 solutions

Answer for Exercise 6.1
Solution Part 1. Evaluate the Euler-Lagrange equations
In coordinates, employing summation convention, this Lagrangian is

L =
1
2

mẋ j ẋ j + qẋ jA j − qφ. (6.4)

Taking derivatives

∂L

∂ẋi
= mẋi + qAi, (6.5)

d
dt
∂L

∂ẋi
= mẍi + q

∂Ai

∂t
+ q

∂Ai

∂x j

dx j

dt

= mẍi + q
∂Ai

∂t
+ q

∂Ai

∂x j
ẋ j

(6.6)



6.2 solutions 47

This must equal

∂L

∂xi
= qẋ j

∂A j

∂xi
− q

∂φ

∂xi
, (6.7)

So we have

mẍi = −q
∂Ai

∂t
− q

∂Ai

∂x j
ẋ j + qẋ j

∂A j

∂xi
− q

∂φ

∂xi

= −q
(
∂Ai

∂t
−
∂φ

∂xi

)
+ qv j

(
∂A j

∂xi
−
∂Ai

∂x j

) (6.8)

The first term is just Ei. If we expand out (v ×B)i we see that matches

(v ×B)i = vaBbεabi

= va∂rAsεrsbεabi

= va∂rAsδ
[ia]
rs

= va(∂iAa − ∂aAi).

(6.9)

A a→ j substitution, and comparison of this with the Euler-Lagrange result above completes
the exercise.

Solution Part 2. Gauge invariance
We really only have to show that

v ·A − φ (6.10)

is invariant. Making the transformation we have

v ·A − φ→ v j (A j − ∂ jχ) −

(
φ +

∂χ

∂t

)
= v jA j − φ − v j∂ jχ −

∂χ

∂t

= v ·A − φ −
(
dx j

dt
∂χ

∂x j
+
∂χ

∂t

)
= v ·A − φ −

dχ(x, t)
dt

.

(6.11)
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We see then that the Lagrangian transforms as

L → L +
d
dt

(−qχ) , (6.12)

and differs only by a total derivative. With the lemma from the lecture, we see that this
gauge transformation does not have any effect on the end result of applying the Euler-Lagrange
equations.

Answer for Exercise 6.2
We are told to guess at a solution

y = a2t2 + a1t + a0, (6.13)

for the height of a particle thrown up into the air. With initial condition y(0) = 0 we have

a0 = 0, (6.14)

and with a final condition of y(T ) = 0 we also have

0 = a2T 2 + a1T

= T (a2T + a1),
(6.15)

so have

y(t) = a2t2 − a2Tt = a2
(
t2 − Tt

)
ẏ(t) = a2(2t − T )

(6.16)

So our Lagrangian is

L =
1
2

ma2
2 (2t − T )2

−mga2
(
t2 − Tt

)
(6.17)

and our action is

S =

∫ T

0
dt

(
1
2

ma2
2 (2t − T )2

−mga2
(
t2 − Tt

))
. (6.18)
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To minimize this action with respect to a2 we take the derivative

∂S
∂a2

=

∫ T

0

(
ma2 (2t − T )2

−mg
(
t2 − Tt

))
. (6.19)

Integrating we have

0 =
∂S
∂a2

=

(
1
6

ma2 (2t − T )3
−mg

(
1
3

t3 −
1
2

Tt2
))∣∣∣∣∣∣T

0

=
1
6

ma2T 3 −mg
(
1
3

T 3 −
1
2

T 3
)
−

1
6

ma2(−T )3

= mT 3
(
1
3

a2 − g
(
1
3
−

1
2

))
=

1
3

mT 3
(
a2 − g

(
1 −

3
2

))
(6.20)

or

a2 + g/2 = 0, (6.21)

which is the result we are required to show.

Answer for Exercise 6.3
Here we want to show that after a change of variables, provided such a transformation is

non-singular, the Euler-Lagrange equations are still valid.
Let us write

ri = ri(q1, q2, · · · qN). (6.25)

Our “velocity” variables in terms of the original parametrization qi are

ṙ j =
dr j

dt
=
∂r j

∂qi

∂qi

∂t
= q̇i

∂r j

∂qi
, (6.26)

so we have

∂ṙ j

∂q̇i
=
∂r j

∂qi
. (6.27)
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Computing the LHS of the Euler Lagrange equation we find

∂L

∂qi
=
∂L

∂r j

∂r j

∂qi
+
∂L

∂ṙ j

∂ṙ j

∂qi
. (6.28)

For our RHS we start with

∂L

∂q̇i
=
∂L

∂r j

∂r j

∂q̇i
+
∂L

∂ṙ j

∂ṙ j

∂q̇i
=
∂L

∂r j

∂r j

∂q̇i
+
∂L

∂ṙ j

∂r j

∂qi
, (6.29)

but ∂r j/∂q̇i = 0, so this is just

∂L

∂q̇i
=
∂L

∂r j

∂r j

∂q̇i
+
∂L

∂ṙ j

∂ṙ j

∂q̇i
=
∂L

∂ṙ j

∂r j

∂qi
. (6.30)

The Euler-Lagrange equations become

0 =
∂L

∂r j

∂r j

∂qi
+
∂L

∂ṙ j

∂ṙ j

∂qi
−

d
dt

(
∂L

∂ṙ j

∂r j

∂qi

)
=
∂L

∂r j

∂r j

∂qi
+

�
�
��∂L

∂ṙ j

∂ṙ j

∂qi
−

(
d
dt
∂L

∂ṙ j

)
∂r j

∂qi
−

�
�

�
��∂L

∂ṙ j

d
dt
∂r j

∂qi

=

(
∂L

∂r j
−

d
dt
∂L

∂ṙ j

)
∂r j

∂qi

(6.31)

Since we have an assumption that the transformation is non-singular, we have for all j

∂r j

∂qi
, 0, (6.32)

so we have the Euler-Lagrange equations for the new abstract coordinates as well

0 =
∂L

∂r j
−

d
dt
∂L

∂ṙ j
. (6.33)
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7.1 problems

Exercise 7.1 Symmetries and conservation laws in external E.M. fields

2012 PHY354 Problem set 2, problem 1
Let us continue studying the Lagrangian of Problem 1 of Homework 1, namely, its sym-

metries, and the relevant conserved quantities. To this end, we will consider various cases of
external scalar and vector potentials.

1. Consider first the case of time-independent A and φ. Find the expression for the con-
served energy, E, of the particle.

2. For external A and φ dependent on time, find dE/dt.

3. Let now A and φ be spatially homogeneous, i.e. x-independent. Find the conserved
momentum. Is it equal to the usual mv?

4. Consider motion in the field of an electrostatic source (creating an external static φ(x)).
Find the angular momentum of the particle. Is it conserved for all φ(x)?

Exercise 7.2 Find components of angular momentum in spherical and cylindrical coordinates

2012 PHY354 Problem set 2, problem 5

1. Find Mx,My,Mz,M2 in spherical coordinates (r, θ, φ).

2. Find Mx,My,Mz,M2 in cylindrical coordinates (r, φ, z).

7.2 solutions

Answer for Exercise 7.1
Solution Part 1. Conserved energy
Recall the argument for energy conservation, the result of considering time dependence of

the Lagrangian. We have

51
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(7.1)

d
dt
L(qi, q̇i, t) =

∂L

∂qi

∂qi

∂t
+
∂L

∂q̇i

∂q̇i

∂t
∂L

∂t

=

(
d
dt
∂L

∂q̇i

)
∂qi

∂t
+
∂L

∂q̇i

∂q̇i

∂t
+
∂L

∂t

=
d
dt

(
∂L

∂q̇i

∂qi

∂t

)
+
∂L

∂t

Rearranging we have the conservation equation

(7.2)
d
dt

(
∂L

∂q̇i
q̇i − L

)
+
∂L

∂t
= 0.

We define the energy as

E =
∂L

∂q̇i
q̇i −L (7.3)

so that the when the Lagrangian is independent of time E is conserved, and in general

dE
dt

= −
∂L

∂t
. (7.4)

Application to this problem where our Lagrangian is

(7.5)L =
1
2

mv2 + qv · A − qφ,

we have

(7.6)
∂L

∂v
= mv + qA.

so the energy is

(7.7)
E =

(
mv +��qA

)
· v −

(
1
2

mv2 +���qv · A − qφ
)

=
1
2

mv2 + qφ,

with an end result of

E =
1
2

mv2 + qφ. (7.8)

Solution Part 2. Find dE/dt
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With direct computation There are two ways we can try this. One is with direct computation
of the derivative from eq. (7.7)

dE
dt

= v · (ma) + q
dφ
dt

= v · (qE + qv × B) + q
(
∂φ

∂t
+ v · ∇φ

)
= qv · (E + ∇φ) + q�����v · (v × B) + q

∂φ

∂t

= qv ·
(
−��∇φ −

∂A
∂t

+��∇φ

)
+ q

∂φ

∂t
.

So our end result is

dE
dt

= −qv ·
∂A
∂t

+ q
∂φ

∂t
. (7.9)

Using the Lagrangian time partial Doing it explicitly as above is the hard way. We can do it
from the conservation identity eq. (7.4) instead

(7.10)

dE
dt

= −
∂L

∂t

= −
∂

∂t

(
1
2

mv2 + qv · A − qφ
)

= −qv ·
∂A
∂t

+ q
∂φ

∂t
,

as before.

Aside: Why not the “expected” qv ·E result? From the relativistic treatment I expected

(7.11)
dE
dt

?
= qv · E,

but that’s not what we got. With E = mv2/2 + qφ, it appears that we get a similar result
considering just the Kinetic portion of the energy

(7.12)
1
2

mv2 = E − qφ.

Computing the derivative from above we have
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d
dt

(
1
2

mv2
)

= −qv ·
∂A
∂t

+ q
∂φ

∂t
− q

dφ
dt

= −qv ·
∂A
∂t

+
�
��q
∂φ

∂t
−
�
��q
∂φ

∂t
− qv · ∇φ

= qv ·
(
−∇φ −

∂A
∂t

)
,

or

(7.13)
d
dt

(
1
2

mv2
)

=
d
dt

(E − qφ)

= qv · E

Looking back to what we did in the relativistic treatment, I see that my confusion was due to
the fact that we actually computed

(7.14)
dEkin

dt
= qv · E,

where Ekin = γmc2. To first order, removing an additive constant, we have γmc2 ≈ mv2/2, so
everything checks out.

Solution Part 3. Conserved momentum
The conserved momentum followed from a Noether’s argument where we compute

(7.15)

dL′

dε
=
∂L′

∂qi

∂qi

∂ε
+
∂L′

∂q̇′i

∂q̇′i
∂ε

=

(
d
dt
∂L′

∂q̇i

)
∂qi

∂ε
+
∂L′

∂q̇′i

∂q̇′i
∂ε

=
d
dt

(
∂L′

∂q̇′i

∂q′i
∂ε

)
,

where it has been assumed that a perturbed Lagrangian L′(ε) = L(q′i(ε), q̇
′
i(ε), t) also sat-

isfies the Euler Lagrange equations using the transformed coordinates. With the coordinates
transformed by a shift along some constant direction a as in

(7.16)x′ = x + εa,

we have ∂x′/∂ε = a, so eq. (7.15) takes the form

(7.17)
dL′

dε
=

d
dt

(
∂L′

∂ẋi
ai

)
.

Our shifted Lagrangian for spatially homogeneous potentials φ′ = φ and A′ = A is
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(7.18)L′ =
1
2

mv′2 + qv′ · A − qφ

= L,

but v′ = v, so we’ve just got our canonical momentum M = ∂L/∂ẋi within the time derivative,
and must have for all a

(7.19)
dM
dt
· a = 0.

The conserved momentum is then just

(7.20)M = mv + qA.

Solution Part 4. Conserved angular momentum
Does the conserved angular momentum take the same from as x ×M as we had in a non-

velocity dependent Lagrangian? We can check using the same Noether arguments using the
following coordinate transformation

(7.21)x′ = e−ε j/2xeε j/2,

where j = û ∧ v̂ is the geometric product of two perpendicular unit vectors, and ε is the
magnitude of the rotation. This gives us

(7.22)

dx′

dε
= −

j
2

e−ε j/2xeε j/2 + e−ε j/2xeε j/2 j
2

=
1
2

(
x′ j − jx′

)
= x′ · j.

The Noether conservation statement is then

(7.23)
dL′

dε
=

d
dt

(
∂L′

∂ẋi
ei · (x′ · j)

)
With a static scalar potential φ(x) is our Lagrangian rotation invariant? We have

(7.24)
L′ =

1
2

v′2 − qφ(x′)

=
1
2

v2 − qφ(x′).

With zero vector potential, our kinetic term is invariant since the squared velocity is invariant,
but we require φ(x′) = φ(x) for total Lagrangian invariance. We have that if φ(x) = φ(|x|).
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Evaluating the conservation identity eq. (7.23) at ε = 0 we have

(7.25)0 =
d
dt

(M · (x · j)) .

We are used to seeing this in dual form using the cross product

(7.26)

M · (x · j) = 〈M(x · j)〉

=
1
2
〈Mx j −M jx〉

=
1
2
〈Mx j − xM j〉

=
1
2
〈M ∧ x − x ∧M〉 · j

=
1
2
〈(M ∧ x − x ∧M) · j〉

= (M ∧ x) · j
= I(M × x) · j.

We are left with

(7.27)0 = I
d
dt

(x ×M) · j,

but since j can be arbitrarily oriented, we have a requirement that

(7.28)0 =
d
dt

(x ×M).

This verifies that the our angular momentum is conserved, provided that φ(x) = φ(|x|), and
A = 0. With A = 0, so that M = mv + qA = mv this is just

(7.29)x ×M = mx × v.

Note that the dependency on Geometric Algebra in the Noether’s argument above can proba-
bly be eliminated by utilizing a rotational transformation of the form

(7.30)x′ = x + n̂ × x.

I’d guess (or perhaps recall if I attended that class), that this was the approach used.

Answer for Exercise 7.2
Solution Part 1. Spherical coordinates
In Cartesian coordinates our angular momentum is

M = r × (mv)

= m(yvz − zvy)x̂ + m(zvx − xvz)ŷ + m(xvy − yvx)ẑ
(7.31)
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Substituting x, y, z is easy since we have

(7.32)


x

y

z

 = r


sin θ cos φ

sin θ sin φ

cos θ

 ,
but the v substitution requires more work. We have

v =
dr
dt

=
d
dt

(rr̂)

= ṙr̂ + r
dr̂
dt

(7.33)

dr̂
dt

=
d
dt


sin θ cos φ

sin θ sin φ

cos θ


=


cos θ cos φθ̇ − sin θ sin φφ̇

cos θ sin φθ̇ + sin θ cos φφ̇

− sin θθ̇


(7.34)

So we have

(7.35)v =


ṙ sin θ cos φ + r cos θ cos φθ̇ − r sin θ sin φφ̇

ṙ sin θ sin φ + r cos θ sin φθ̇ + r sin θ cos φφ̇

ṙ cos θ − r sin θθ̇


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M = mr


sin θ sin φvz − cos θvy

cos θvx − sin θ cos φvz

sin θ cos φvy − sin θ sin φvx


= mr


S θS φ(ṙCθ − rS θθ̇) −Cθ(ṙS θS φ + rCθS φθ̇ + rS θCφφ̇)

Cθ(ṙS θCφ + rCθCφθ̇ − rS θS φφ̇) − S θCφ(ṙCθ − rS θθ̇)

S θCφ(ṙS θS φ + rCθS φθ̇ + rS θCφφ̇) − S θS φ(ṙS θCφ + rCθCφθ̇ − rS θS φφ̇)


= mr


�����ṙCθS θS φ − rθ̇S 2

θS φ −�����ṙS θCθS φ − rθ̇C2
θS φ − rφ̇S θCθCφ

�����ṙS θCθCφ + rθ̇C2
θCφ − rφ̇S θCθS φ −�����ṙCθS θCφ + rθ̇S 2

θCφ

�����ṙS 2
θS φCφ +������

rθ̇CθS θCφS φ + rφ̇S 2
θC

2
φ −�����ṙS 2

θS φCφ −������
rθ̇CθS θS φCφ + rφ̇S 2

θS
2
φ


= mr


−rθ̇S φ − rφ̇S θCθCφ

+rθ̇Cφ − rφ̇S θCθS φ

+rφ̇S 2
θ



(7.36)

In matrix form, we have (and can read off Mx,My,Mz)

M =
1
2

mr2


−2 sin φ − sin(2θ) cos φ

2 cos φ − sin(2θ) sin φ

0 1 − cos(2θ)


θ̇
φ̇

 . (7.37)

We have also been asked to find M2 and can write this as a quadratic form

M2 =
1
4

m2r4
[
θ̇ φ̇

]  −2 sin φ 2 cos φ 0

− sin(2θ) cos φ − sin(2θ) sin φ 1 − cos(2θ)



−2 sin φ − sin(2θ) cos φ

2 cos φ − sin(2θ) sin φ

0 1 − cos(2θ)


θ̇
φ̇


=

1
4

m2r4
[
θ̇ φ̇

] 4 0

0 2(1 − cos(2θ))


θ̇
φ̇


(7.38)

This simplifies surprisingly, leaving only

M2 = m2r4
(
θ̇2 + sin2 θφ̇2

)
. (7.39)
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Solution Part 1. Spherical coordinates - a smarter way
Observe that we have no ṙ factors in the angular momentum. This makes sense when we

consider that the total angular momentum is

(7.40)M = mrr̂ × v,

so the ṙr̂ term of the velocity is necessarily killed. Let us do that simplification first. We want
our velocity completely specified in a {r̂, θ̂, φ̂} basis, and note that our basis vectors are

r̂ =


sin θ cos φ

sin θ sin φ

cos θ


θ̂ =


cos θ cos φ

cos θ sin φ

− sin θ


φ̂ =


− sin φ

cos φ

0

 .

(7.41)

We wish to rewrite

(7.42)
dr̂
dt

=


cos θ cos φ − sin θ sin φ

cos θ sin φ sin θ cos φ

− sin θ 0


θ̇
φ̇

 ,
in terms of these spherical unit vectors and find

dr̂
dt
· r̂ = r̂T dr̂

dt
= 0

dr̂
dt
· θ̂ = θ̂

T dr̂
dt

= θ̇

dr̂
dt
· φ̂ = φ̂

T dr̂
dt

= φ̇ sin θ.

(7.43)

So our velocity is

(7.44)v = ṙr̂ + r
(
θ̇θ̂ + φ̇ sin θφ̂

)
.
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As an aside, now that we know the Euler-Lagrange methods, we could also compute this
velocity from the spherical free particle Lagrangian by writing out the canonical momentum in
vector form. We have

(7.45)L =
1
2

m
(
ṙ2 + r2θ̇2 + r2φ̇2 sin2 θ

)
We expect our canonical momentum in vector form to be

P =
∂L

∂ṙ
r̂ +

∂L

∂θ̇

θ̂

r
+
∂L

∂φ̇

φ̂

r sin θ

= mṙr̂ + mr2θ̇
θ̂

r
+ mr2 sin2 θφ̇

φ̂

r sin θ
= m

(
ṙr̂ + rθ̇θ̂ + r sin θφ̇φ̂

)
= mv

(7.46)

This is consistent with eq. (7.44) calculated hard way, and is a nice verification that the
canonical momentum matches the expectation of being nothing more than how to express the
momentum in different coordinate systems. Returning to the angular momentum calculation we
have

r̂ × v = rr̂ ×
(
θ̇θ̂ + φ̇ sin θφ̂

)
= r

(
θ̇φ̂ − φ̇ sin θθ̂

)
,

(7.47)

So that our total angular momentum in vector form is

(7.48)M = mr2
(
θ̇φ̂ − φ̇ sin θθ̂

)
,

Now, should we wish to extract coordinates with respect to x, y, z we just have to write our
our vectors φ̂ and θ̂ in the {e1, e2, e3} basis and have

M = mr2
[
φ̂ − sin θθ̂

] θ̇
φ̇


= mr2


− sin φ − sin θ(cos θ cos φ)

cos φ − sin θ(cos θ sin φ)

0 sin2 θ


θ̇
φ̇


(7.49)

This matches eq. (7.37), but all the messy trig is isolated to the calculation of v in the spherical
polar basis.
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Solution Part 2. Cylindrical coordinates
This one should be easier. To start our position vector is

(7.50)r =


ρ cos φ

ρ sin φ

z


= ρρ̂ + zẑ.

Our velocity is

v = ρ̇ρ̂ + ρ
dρ̂
dt

+ żẑ

= ρ̇ρ̂ + ρ
d
dt

(
e1eiφ

)
+ żẑ

= ρ̇ρ̂ + ρφ̇e2eiφ + żẑ
= ρ̇ρ̂ + ρφ̇φ̂ + żẑ

(7.51)

Here, I have used the Clifford algebra representation of ρ̂ with the plane bivector i = e1e2. In
coordinates we have

(7.52)φ̂ = e2 (cos φ + e1e2 sin φ)
= −e1 sin φ + e2 cos φ,

so our velocity in matrix form is

(7.53)

v = ρ̇


cos φ

sin φ

0

 + ρφ̇


− sin φ

cos φ

0

 + ż


0

0

1


=


ρ̇ cos φ − ρφ̇ sin φ

ρ̇ sin φ + ρφ̇ cos φ

ż


For our angular momentum we get

M = r × (mv)

= m


ρ sin φż − z (ρ̇ sin φ + ρφ̇ cos φ)

z (ρ̇ cos φ − ρφ̇ sin φ) − ρ cos φż

ρ cos φ (����ρ̇ sin φ + ρφ̇ cos φ) − ρ sin φ (����ρ̇ cos φ − ρφ̇ sin φ)


(7.54)
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We can now read off Mx,My,Mz by inspection

(7.55)M = m


(ρż − zρ̇) sin φ − zρφ̇ cos φ

(zρ̇ − ρż) cos φ − zρφ̇ sin φ

ρ2φ̇

 .
We also want the (squared) magnitude, which is

(7.56)M2 = m2
(
(ρż − zρ̇)2 + ρ2φ̇2(z2 + ρ2)

)



8
AT T E M P T S AT S O L U T I O N S F O R S O M E G O L D S T E I N M E C H A N I C S
P RO B L E M S

8.1 problems

Now have the so often cited [5] book to study (an ancient version from the 50’s). Here is an
attempt at a few of the problems. Some problems were tackled but omitted here since they
overlapped with those written up in 9.1 before getting this book.

Exercise 8.1 Kinetic energy for barbell shaped object (1.6)

Two points of mass m are joined by a ridid weightless rod of length l, the center of which is
constrained to move on a circle of radius a. Set up the kinetic energy in generalized coordinates.

Exercise 8.2 Angular momentum conservation of three particle system (1.8)

A system is composed of three particles of equal mass m. Between any two of them there are
forces derivable from a potential

V = −ge−µr

where r is the distance between the two particles. In addition, two of the particles each exert
a force on the third which can be obtained from a generalized potential of the form

U = − f v · r

v being the relative velocity of the interacting particles and f a constant. Set up the Lagrangian
for the system, using as coordinates the radius vector R of the center of mass and the two vectors

ρ1 = r1 − r3

ρ2 = r2 − r3
(8.5)

Is the total angular momentum of the system conserved?

Exercise 8.3 Shortest curve variational problem (2.1)

Prove that the shortest length curve between two points in space is a straight line.

63
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Exercise 8.4 Geodesics on sphere (2.2)

Prove that the geodesics (shortest length paths) on a spherical surface are great circles.

Exercise 8.5 Euler Lagrange equations for second order systems (2.4)

For f = f (y, ẏ, ÿ, x), find the equations for extreme values of

I =

∫ b

a
f dx

8.2 solutions

Answer for Exercise 8.1
Barbell shape, equal masses. center of rod between masses constrained to circular motion.
Assuming motion in a plane, the equation for the center of the rod is:

c = aeiθ

and the two mass points positions are:

q1 = c + (l/2)eiα

q2 = c − (l/2)eiα (8.1)

taking derivatives:

q̇1 = aiθ̇eiθ + (l/2)iα̇eiα

q̇2 = aiθ̇eiθ − (l/2)iα̇eiα (8.2)

and squared magnitudes:

q̇± =
∣∣∣aθ̇ ± (l/2)α̇ei(α−θ)

∣∣∣2
=

(
aθ̇ ±

1
2

lα̇ cos(α − θ)
)2

+

(
1
2

lα̇ sin(α − θ)
)2 (8.3)

Summing the kinetic terms yields
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K = m (aθ̇)2
+ m

(
1
2

lα̇
)2

Summing the potential energies, presuming that the motion is vertical, we have:

V = mg(l/2) cos θ −mg(l/2) cos θ

So, the Lagrangian is just the Kinetic energy.
Taking derivatives to get the EOMs we have:

(
ma2θ̇

)′
= 0(

1
4

ml2α̇
)′

= 0
(8.4)

This is surprising seeming. Is this correct?

Answer for Exercise 8.2
The center of mass vector is:

R =
1
3

(r1 + r2 + r3)

This can be used to express each of the position vectors in terms of the ρi vectors:

3mR = m(ρ1 + r3) + m(ρ2 + r3) + mr3

= 2m(ρ1 + ρ2) + 3mr3

r3 = R −
1
3

(ρ1 + ρ2)

r2 = ρ2 + r3 = ρ2 + r3 =
2
3
ρ2 −

1
2
ρ1 + R

r1 = ρ1 + r3 =
2
3
ρ1 −

1
2
ρ2 + R

(8.6)

Now, that is enough to specify the part of the Lagrangian from the potentials that act between
all the particles

LV =
∑
−Vi j = g

(
e−µ|ρ1| + e−µ|ρ2| + e−µ|ρ1−ρ2|

)
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Now, we need to calculate the two U potential terms. If we consider with positions r1, and
r2 to be the ones that can exert a force on the third, the velocities of those masses relative to r3

are:

(r3 − rk)′ = ρ̇k

So, the potential parts of the Lagrangian are

LU+V = g
(
e−µ|ρ1| + e−µ|ρ2| + e−µ|ρ1−ρ2|

)
+ f

(
R −

1
3

(ρ1 + ρ2)
)
· (ρ̇1 + ρ̇2)

The Kinetic part (omitting the m/2 factor), in terms of the CM and relative vectors is

(v1)2 + (v2)2 + (v3)2 =

(
2
3
ρ̇1 −

1
2
ρ̇2 + Ṙ

)2

+

(
2
3
ρ̇2 −

1
2
ρ̇1 + Ṙ

)2

+

(
Ṙ −

1
3

(ρ̇1 + ρ̇2)
)2

= 3Ṙ2 + (5/9 + 1/4)((ρ̇1)2 + (ρ̇2)2)

+ 2(−2/3 + 1/9)ρ̇1 · ρ̇1 + 2(1/3 − 1/2)(ρ̇1 + ρ̇2) · Ṙ

(8.7)

So the Kinetic part of the Lagrangian is

LK =
3m
2

Ṙ2 +
29m
72

((ρ̇1)2 + (ρ̇2)2) −
5m
9
ρ̇1 · ρ̇2 −

m
6

(ρ̇1 + ρ̇2) · Ṙ (8.8)

and finally, the total Lagrangian is

L =
3m
2

Ṙ2 +
29m
72

((ρ̇1)2 + (ρ̇2)2) −
5m
9
ρ̇1 · ρ̇2 −

m
6

(ρ̇1 + ρ̇2) · Ṙ

+g
(
e−µ|ρ1| + e−µ|ρ2| + e−µ|ρ1−ρ2|

)
+ f

(
R −

1
3

(ρ1 + ρ2)
)
· (ρ̇1 + ρ̇2)

(8.9)

Angular momentum conservation? How about the angular momentum conservation ques-
tion? How to answer that? One way would be to compute the forces from the Lagrangian, and
take cross products but is that really the best way? Perhaps the answer is as simple as observ-
ing that there are no external torque’s on the system, thus dL/dt = 0, or angular momentum
for the system is constant (conserved). Is that actually the case with these velocity dependent
potentials?

It was suggested to me on PF that I should look at how this Lagrangian transforms under ro-
tation, and use Noether’s theorem. The Goldstein book does not explicitly mention this theorem
that I can see, and I do not think it was covered yet if it did.
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Suppose we did know about Noether’s theorem for this problem (as I now do with in this
revisiting of this problem to complete it), we would have to see if the Lagrangian is invariant
under rotation. Suppose that a rigid rotation is introduced, which we can write in GA formalism
using dual sided quaternion products

x→ x′ = e−in̂α/2xein̂α/2 (8.10)

(could probably also use a matrix formulation, but the parametrization is messier).
For all the relative vectors ρk we have

∣∣∣ρ′k∣∣∣ =
∣∣∣ρk

∣∣∣ (8.11)

So all the V potential interactions are invariant.
Since the rotation quaternion here is a fixed non-time dependent quantity we have

ρ̇′k = e−in̂α/2ρ̇kein̂α/2, (8.12)

so for the dot product in the the remaining potential term we have

(
R′ −

1
3
(ρ′1 + ρ′2)

)
· (ρ̇′1 + ρ̇′2) =

(
e−in̂α/2

(
R −

1
3
(ρ1 + ρ2)

)
ein̂α/2

)
·
(
e−in̂α/2ρ̇1 + ρ̇2ein̂α/2

)
=

〈
e−in̂α/2

(
R −

1
3
(ρ1 + ρ2)

)
ein̂α/2e−in̂α/2ρ̇1 + ρ̇2ein̂α/2

〉
=

〈
e−in̂α/2

(
R −

1
3
(ρ1 + ρ2)

)
(ρ̇1 + ρ̇2) ein̂α/2

〉
=

〈
ein̂α/2e−in̂α/2

(
R −

1
3
(ρ1 + ρ2)

)
(ρ̇1 + ρ̇2)

〉
=

〈(
R −

1
3
(ρ1 + ρ2)

)
(ρ̇1 + ρ̇2)

〉
=

(
R −

1
3
(ρ1 + ρ2)

)
· (ρ̇1 + ρ̇2)

(8.13)

So, presuming I interpreted the r in v · r correctly, all the vector quantities in the Lagrangian
are rotation invariant, and by Noether’s we should have system angular momentum conserva-
tion.
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Application of Noether’s Invoking Noether’s here seems like cheating, at least without com-
puting the conserved current, so let us do this.

To make this easier, suppose we generalize the Lagrangian slightly to get rid of all the peculiar
and specific numerical constants. Let ρ3 = R, then our Lagrangian has the functional form

L = αi jρ̇i · ρ̇ j + gie−µ|ρi| + gi je−µ
∣∣∣ρi−ρ j

∣∣∣
+ f iρi · (ρ̇1 + ρ̇2) (8.14)

We can then pick specific αi j, f i, and gi j (not all non-zero), to match the Lagrangian of this
problem. This could be expanded in terms of coordinates, producing nine generalized coor-
dinates and nine corresponding velocity terms, but since our Lagrangian transformation is so
naturally expressed in vector form this does not seem like a reasonable thing to do.

Let us step up the abstraction one more level instead and treat the Noether symmetry in
the more general case, supposing that we have a Lagrangian that is invariant under the same
rotational transformation applied above, but has the following general form with explicit vector
parametrization, where as above, all our vectors come in functions of the dot products (either
explicit or implied by absolute values) of our vectors or their time derivatives

L = f (xk · x j, xk · ẋ j, ẋk · ẋ j) (8.15)

Having all the parametrization being functions of dot products gives the desired rotational
symmetry for the Lagrangian. This must be however, not a dot product with an arbitrary vector,
but one of the generalized vector parameters of the Lagrangian. Something like the A · v term
in the Lorentz force Lagrangian does not have this invariance since A does not transform along
with v. Also Note that the absolute values of the ρk vectors are functions of dot products.

Now we are in shape to compute the conserved “current” for a rotational symmetry. Our
vectors and their derivatives are explicitly rotated

x′k = e−in̂α/2xkein̂α/2

ẋ′k = e−in̂α/2ẋkein̂α/2 (8.16)

and our Lagrangian is assumed, as above with all vectors coming in dot product pairs, to have
rotational invariance when all the vectors in the system are rotated

L → L′(x′k, ẋ
′
j) = L(xk, ẋ j) (8.17)

The essence of Noether’s theorem was applied chain rule, looking at how the transformed
Lagrangian changes with respect to the transformation. In this case we want to calculate

dL′

dα

∣∣∣∣∣
α=0

(8.18)
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First seeing the Noether’s derivation, I did not understand why the evaluation at α = 0 was
required, even after doing this derivation for myself in 19 (after an initial botched attempt), but
the reason for it actually became clear with this application, as writing it up will show.

Anyways, back to the derivative. One way to evaluate this would be in terms of coordinates,
writing x′k = emx′km,

dL′

dα
(x′k, ẋ

′
j) =

∑
k,m

∂L′

∂x′km

∂x′km

∂α
+
∂L′

∂ẋ′km

∂ẋ′km

∂α
(8.19)

This is a bit of a mess however, and begs for some shorthand. Let us write

∇x′kL
′ = em ∂L′

∂x′km

∇ẋ′kL
′ = em ∂L′

∂ẋ′km

(8.20)

Then the chain rule application above becomes

dL′

dα
(x′k, ẋ

′
j) =

∑
k

(
∇x′kL

′
)
·
∂x′k
∂α

+
(
∇ẋ′kL

′
)
·
∂ẋ′k
∂α

(8.21)

Now, while this notational sugar unfortunately has an obscuring effect, it is also practical
since we can now work with the transformed position and velocity vectors directly

∂x′k
∂α

= (−in̂/2)e−in̂α/2xkein̂α/2 + e−in̂α/2xkein̂α/2(in̂/2)

= (−in̂/2)x′k + x′k(in̂/2)

= i(n̂∧ x′k)

(8.22)

So we have

dL′

dα
(x′k, ẋ

′
j) =

∑
k

(
∇x′kL

′
)
· (i(n̂∧ x′k)) +

∑
k

(
∇ẋ′kL

′
)
· (i(n̂∧ ẋ′k)) (8.23)

Next step is to reintroduce the notational sugar noting that we can vectorize the Euler-Lagrange
equations by writing

∇xkL =
d
dt
∇ẋkL (8.24)
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We have now a three fold reduction in the number of Euler-Lagrange equations. For each of
the generalized vector parameters, we have the Lagrangian gradient with respect to that vector
parameter (a generalized force) equals the time rate of change of the velocity gradient.

Inserting this we have

dL′

dα
(x′k, ẋ

′
j) =

∑
k

(
d
dt
∇ẋ′kL

′

)
· (i(n̂∧ x′k)) +

∑
k

(
∇ẋ′kL

′
)
· (i(n̂∧ ẋ′k)) (8.25)

Now we can drop the primes in gradient terms because of the Lagrangian invariance for this
symmetry, and are left almost with a perfect differential

dL′

dα
(x′k, ẋ

′
j) =

∑
k

(
d
dt
∇ẋkL

)
· (i(n̂∧ x′k)) +

∑
k

(∇ẋkL) · (i(n̂∧ ẋ′k)) (8.26)

Here is where the evaluation at α = 0 comes in, since x′k(α = 0) = xk, and we can now
antidifferentiate

dL′

dα
(x′k, ẋ

′
j)
∣∣∣∣∣
α=0

=
∑

k

(
d
dt
∇ẋkL

)
· (i(n̂∧ xk)) +

∑
k

(∇ẋkL) · (i(n̂∧ ẋk))

=
∑

k

d
dt

((∇ẋkL) · (i(n̂∧ xk)))

=
∑

k

d
dt

〈
(∇ẋkL) i(n̂∧ xk)

〉
=

∑
k

d
dt

1
2
〈
(∇ẋkL) i(n̂xk − xkn̂)

〉
=

∑
k

d
dt

1
2
〈
n̂i (xk (∇ẋkL) − (∇ẋkL) xk)

〉
=

∑
k

d
dt

1
2
〈
n̂i (xk (∇ẋkL) − (∇ẋkL) xk)

〉
=

∑
k

d
dt

〈
n̂i (xk ∧ (∇ẋkL))

〉
=

∑
k

d
dt

〈
n̂i2 (xk × (∇ẋkL))

〉
=

∑
k

d
dt
− n̂ · (xk × (∇ẋkL))

(8.27)
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Because of the symmetry this entire derivative is zero, so we have

n̂ ·
∑

k

(xk × (∇ẋkL)) = constant (8.28)

The Lagrangian velocity gradient can be identified as the momentum (ie: the canonical mo-
mentum conjugate to xk)

pk ≡ ∇ẋkL (8.29)

Also noting that this is constant for any n̂, we finally have the conserved “current” for a
rotational symmetry of a system of particles

∑
k

xk × pk = constant (8.30)

This digression to Noether’s appears to be well worth it for answering the angular momentum
question of the problem. Glibly saying “yes angular momentum is conserved”, just because the
Lagrangian has a rotational symmetry is not enough. We have seen in this particular problem
that the Lagrangian, having only dot products has the rotational symmetry, but because of the
velocity dependent potential terms f iρ̇k · ρ̇ j, the normal Kinetic energy momentum vectors are
not equal to the canonical conjugate momentum vectors. Only when the angular momentum
is generalized, and written in terms of the canonical conjugate momentum is the total system
angular momentum conserved. Namely, the generalized angular momentum for this problem is
conserved

∑
k

xk × (∇ẋkL) = constant (8.31)

but the “traditional” angular momentum
∑

k xk ×mẋk, is not.

Answer for Exercise 8.3
A first attempt of this I used:

ds =

√
1 + (dy/dx)2 + (dz/dx)2dx
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Application of the Euler-Lagrange equations does show that one ends up with a linear relation
between the y and z coordinates, but no mention of x. Rather than write that up, consider instead
a parametrization of the coordinates:

x = x1(λ)

y = x2(λ)

z = x3(λ)

(8.32)

in terms of this arbitrary parametrization we have a segment length of:

ds =

√∑(
dxi

dλ

)2

dλ = f (xi) dλ

Application of the Euler-Lagrange equation to f we have:

∂ f
∂xi

= 0

=
d

dλ
∂

∂ẋi

√∑
ẋ2

j

=
d

dλ
ẋi√∑

ẋ2
j

(8.33)

Therefore each of these quotients can be equated to a constant:

ẋi√∑
ẋ2

j

= ci
−2

ci
2 ẋ2

i =
∑

ẋ2
j

(ci
2 − 1)ẋ2

i =
∑
j,i

ẋ2
j

(1 − ci
2)ẋ2

i +
∑
j,i

ẋ2
j = 0

(8.34)

This last form shows explicitly that not all of these squared derivative terms can be linearly
independent. In particular, we have a zero determinant:
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0 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 − c2
1 1 1 1 . . .

1 1 − c2
2 1 1

...

1 1 1 − c2
3 1

. . .

1 − cn
2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Now, expanding this for a couple specific cases is not too hard. For n = 2 we have:

0 = (1 − c2
1)(1 − c2

2) − 1

c2
1 + c2

2 = c2
1c2

2

c2
1 =

c2
2

c2
2 − 1

c2
2 − 1 =

c2
2

c2
1

(8.35)

This can be substituted back into one our c2
2 equation:

(c2
2 − 1)ẋ2

2 = ẋ2
1

c2
2

c2
1

ẋ2
2 = ẋ2

1

±
c2

c1
ẋ2 = ẋ1

±
c2

c1
x2 = x1 + κ

(8.36)

This is precisely the straight line that was desired, but we have setup for proving that consid-
eration of all path variations from two points in RN space has the shortest distance when that
path is a straight line.

Despite the general setup, I am going to chicken out and show this only for the R3 case. In
that case our determinant expands to:

c2
1 + c2

2 + c2
3 = c2

1c2
2c2

3
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Since not all of the ẋ2
i can be linearly independent, one can be eliminated:

(1 − c2
1)ẋ2

1 + ẋ2
2 + ẋ2

3 = 0

(1 − c2
2)ẋ2

2 + ẋ2
3 + ẋ2

1 = 0

(1 − c2
3)ẋ2

3 + ẋ2
1 + ẋ2

2 = 0

(8.37)

Let us pick ẋ2
1 to eliminate, and subst 2 into 3:

(1 − c2
3)ẋ2

3 + (−(1 − c2
2)ẋ2

2 − ẋ2
3) + ẋ2

2 = 0 =⇒

−c2
3 ẋ2

3 + c2
2 ẋ2 = 0

±c3 ẋ3 = c2 ẋ2

(8.38)

Since these equations are symmetric, we can do this for all, with the result:

±c3 ẋ3 = c2 ẋ2

±c3 ẋ3 = c1 ẋ1

±c2 ẋ2 = c1 ẋ1

(8.39)

Since the ci constants are arbitrary, then we can for example pick the negative sign for ±c2,
and the positive for the rest, then add all of these, and scale by two:

c3 ẋ3 − c2 ẋ2 = c1 ẋ1

and integrating:

c3x3 − c2x2 = c1x1 + κ

Again, we have the general equation of a line, subject to the desired constraints on the end
points. In the end we did not need to evaluate the determinant after all, as done in the R2 case.

Answer for Exercise 8.4
As a variational problem, the first step is to formulate an element of length on the surface. If

we write our vector in spherical coordinates (φ on the equator, and θ measuring from the north
pole) we have:

FIXME: Scan picture.

r = (x, y, z) = R(sin θcosφ, sin θ sin φ, cos θ)
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A differential vector element on the surface is (set R = 1 without loss of generality) :

dr =
dr
dθ

dθ
dλ

dλ +
dr
dφ

dφ
dλ

dλ

= (cos θ cos φ, cos θ sin φ,− sin θ)θ̇dλ + (− sin θ sin φ, sin θ cos φ, 0)φ̇dλ

= (cos θ cos φθ̇ − sin θ sin φφ̇, cos θ sin φθ̇ + sin θ cos φφ̇,− sin θθ̇)dλ

(8.40)

Calculation of the length ds of this vector yields:

ds = |dr| =
√
θ̇2 + (sin θ)2φ̇2dλ

This completes the setup for the minimization problem, and we want to minimize:

s =

∫ √
θ̇2 + (φ̇ sin θ)2dλ

and can therefore apply the Euler-Lagrange equations to the function

f (θ, φ, θ̇, φ̇, λ) =

√
θ̇2 + (φ̇ sin θ)2

The φ is cyclic, and we have:

∂ f
∂φ

= 0 =
d

dλ
φ̇ sin2 θ

f

Thus we have:

φ̇2 sin4 θ = K2
(
θ̇2 + (φ̇ sin θ)2)

φ̇2 sin2 θ
(
sin2 θ − K2

)
= K2θ̇2

φ̇2 =
K2θ̇2

sin2 θ
(
sin2 θ − K2

)
φ̇ =

Kθ̇

sin θ
√

sin2 θ − K2

(8.41)

This is in a nicely separated form, but it is not obvious that this describes paths that are great
circles.
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Let us have a look at the second equation.

∂ f
∂θ

=
d

dλ
∂ f
∂θ̇

sin θ cos θφ̇2

f
=

d
dλ

θ̇

f

=
θ̈

f
−

1
2

(
θ̇2 + (φ̇ sin θ)2)′

f 3

=
θ̈

f
−
θ̇θ̈ + φ̇ sin θ (φ̈ sin θ + φ̇ cos θθ̇)

f 3

=⇒ − sin θ cos θφ̇2
(
θ̇2 + (φ̇ sin θ)2)

= −θ̈
(
θ̇2 + (φ̇ sin θ)2)

+ θ̇θ̈ + φ̇ sin θ (φ̈ sin θ + φ̇ cos θθ̇)

(8.42)

Or,

−θ̈θ̇2 − θ̈φ̇2 sin2 θ + θ̇θ̈ + φ̇φ̈ sin2 θ + φ̇2θ̇ sin θ cos θ + φ̇2θ̇2 sin θ cos θ + φ̇4 sin3 θ cos θ = 0

What a mess! I do not feel inclined to try to reduce this at the moment. I will come back to
this problem later. Perhaps there is a better parametrization?

Did come back to this later, in [14], but still did not get the problem fully solved. Maybe the
third time, some time later, will be the charm.

Answer for Exercise 8.5
Here we want y and ẏ fixed at the end points. Following the first derivative derivation write

the functions in terms of the desired extremum functions plus a set of arbitrary functions:

y(x, α) = y(x, 0) + αn(x)

ẏ(x, α) = ẏ(x, 0) + αm(x)
(8.43)

Here we specify that these arbitrary variational functions vanish at the endpoints:

n(a) = n(b) = m(a) = m(b) = 0

The functions y(x, 0), and ẏ(x, 0) are the functions we are looking for as solutions to the
min/max problem.

Calculating derivatives we have:

dI
dα

=

∫ (
∂ f
∂y

∂y
∂α

+
∂ f
∂ẏ

∂ẏ
∂α

+
∂ f
∂ÿ

∂ÿ
∂α

)
dx
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Assuming sufficient continuity look at the second term where we have:

∂ẏ
∂α

=
∂

∂α

∂y
∂x

=
∂

∂x
∂y
∂α

=
∂

∂x
n(x)

=
d
dx

n(x)

=
d
dx

∂y
∂α

(8.44)

Similarly for the third term we have:

∂ẏ
∂α

=
d
dx

∂ẏ
∂α

dI
dα

=

∫
∂ f
∂y

∂y
∂α

dx +
∂ f
∂ẏ

d
dx

∂y
∂α

uv′ = (uv)′ − u′v

dx +
∂ f
∂ÿ

d
dx

∂ẏ
∂α

dx

Now integrating by parts:

dI
dα

=

∫
∂ f
∂y

∂y
∂α

dx +

∫
∂ f
∂ẏ

d
dx

∂y
∂α

dx +

∫
∂ f
∂ÿ

d
dx

∂ẏ
∂α

dx

dI
dα

=

∫
∂ f
∂y

∂y
∂α

dx + (
∂ f
∂ẏ

∂y
∂α

n(x)

)b
a −

∫
∂y
∂α

d
dx

∂ f
∂ẏ

dx + (
∂ f
∂ÿ

∂ẏ
∂α

m(x)

)b
a −

∫
∂ẏ
∂α

d
dx

∂ f
∂ÿ

dx

(8.45)

Because m(a) = m(b) = n(a) = n(b) the non-integral terms are all zero, leaving:

dI
dα

=

∫
∂ f
∂y

∂y
∂α

dx −
∫

∂y
∂α

d
dx

∂ f
∂ẏ

dx −
∫

∂ẏ
∂α

d
dx

∂ f
∂ÿ

dx (8.46)
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Now consider just this last integral, which we can again integrate by parts:

∫
∂ẏ
∂α

d
dx

∂ f
∂ÿ

dx =

∫
d
dx

∂y
∂α

u′

d
dx

∂ f
∂ÿ

v

dx

= (
∂y
∂α

n(x)

d
dx

∂ f
∂ÿ

)b
a −

∫
∂y
∂α

d
dx

d
dx

∂ f
∂ÿ

dx

= −

∫
∂y
∂α

d2

dx2

∂ f
∂ÿ

dx

(8.47)

This gives:

dI
dα

=

∫
∂ f
∂y

∂y
∂α

dx −
∫

∂y
∂α

d
dx

∂ f
∂ẏ

dx +

∫
∂y
∂α

d2

dx2

∂ f
∂ÿ

dx

dI
dα

=

∫
dx
∂y
∂α

(
∂ f
∂y
−

d
dx

∂ f
∂ẏ

+
d2

dx2

∂ f
∂ÿ

)
=

∫
dxn(x)

(
∂ f
∂y
−

d
dx

∂ f
∂ẏ

+
d2

dx2

∂ f
∂ÿ

) (8.48)

So, if we want this derivative to equal zero for any n(x) we require the inner quantity to by
zero:

∂ f
∂y
−

d
dx

∂ f
∂ẏ

+
d2

dx2

∂ f
∂ÿ

= 0 (8.49)

Question. Goldstein writes this in total differential form instead of a derivative:

dI =
dI
dα

dα

=

∫
dx

(
∂y
∂α

dα
) (
∂ f
∂y
−

d
dx

∂ f
∂ẏ

+
d2

dx2

∂ f
∂ÿ

) (8.50)

and then calls this quantity ∂y
∂αdα = δy, the variation of y. There must be a mathematical

subtlety which motivates this but it is not clear to me what that is. Since the variational calculus
texts go a different route, with norms on functional spaces and so forth, perhaps understanding
that motivation is not worthwhile. In the end, the conclusion is the same, namely that the inner
expression must equal zero for the extremum condition.
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S O L U T I O N S T O DAV I D T O N G ’ S M F 1 L AG R A N G I A N P RO B L E M S

9.1 problems

These are my solutions to David Tong’s mf1 [25] problem set (Lagrangian problems) associated
with his excellent and freely available online text [27].

Exercise 9.1 Euler-Lagrange equations for purely kinetic system (problem 1)

Derive the Euler-Lagrange equations for

L =
1
2

∑
gab(qc)q̇aq̇b (9.1)

Exercise 9.2 An alternate Lagrangian with same equations of motion (problem 2)

L =
1
12

m2 ẋ4 + mẋ2V − V2 (9.8)

Exercise 9.3 (problem 3)

Derive the relativistic equations of motion for a point particle in a position dependent poten-
tial:

L = −mc2
√

1 − v2/c2 − V(r) (9.12)

Exercise 9.4 Double pendulum (problem 4)

Derive the Lagrangian for a double pendulum.

Exercise 9.5 Pendulum on a rotating wheel (problem 5)

Lagrangian and equations of motion for pendulum with pivot moving on a circle.

79
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Exercise 9.6 Lorentz force Lagrangian (problem 6)

Using

L =
1
2

mv2 − qφ + qv/c ·A,

derive the Lorentz force equation, and some other stuff.

Exercise 9.7 Two circular constrained paths (problem 7)

Masses connected by a spring.

Exercise 9.8 Masses on string, one dangling (problem 8)

Two particles connected by string, one on table, the other dangling.

9.2 solutions

Answer for Exercise 9.1
I found it helpful to clarify for myself what was meant by gab(qc). This is a function of all the

generalized coordinates:

gab(qc) = gab(q1, q2, . . . , qN) = gab(q)

So I think that a vector parameter reminder is helpful.

L =
1
2

∑
gbc(q)q̇bq̇c

∂L

∂qa =
1
2

∑
q̇bq̇c ∂gbc(q)

∂qa (9.2)

Now, proceed to calculate the generalize momentums:

∂L

∂q̇a =
1
2

∑
gbc(q)

∂
(
q̇bq̇c

)
∂q̇a

=
1
2

∑
gac(q)q̇c + gba(q)q̇b

=
∑

gab(q)q̇b

(9.3)
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For

d
dt
∂L

∂q̇a =
∑ ∂gab

∂qd q̇dq̇b + gbaq̈b (9.4)

Taking the difference of eq. (9.2) and eq. (9.4) we have:

0 =
∑ 1

2
q̇bq̇c ∂gbc

∂qa −
∂gab

∂qd q̇dq̇b − gbaq̈b

=
∑

q̇bq̇c
(
1
2
∂gbc

∂qa −
∂gab

∂qc

)
− gbaq̈b

=
∑

q̇bq̇c
(
−

1
2
∂gbc

∂qa +
1
2
∂gab

∂qc +
1
2
∂gab

∂qc

)
+ gbaq̈b

=
∑ 1

2
q̇bq̇c

(
−
∂gbc

∂qa +
∂gab

∂qc +
∂gac

∂qb

)
+ gbaq̈b

(9.5)

Here a split of the symmetric expression

X =
∑

q̇bq̇c ∂gab

∂qc =
1
2

(X + X),

was used, and then an interchange of dummy indices b, c.
Now multiply this whole sum by gba, and sum to remove the metric term from the generalized

acceleration

∑
gdagbaq̈b = −

1
2

∑
q̇bq̇cgda

(
−
∂gbc

∂qa +
∂gab

∂qc +
∂gac

∂qb

)
∑

δd
bq̈b =

q̈d =

(9.6)

Swapping a, and d indices to get form stated in the problem we have

0 = q̈a +
1
2

∑
q̇bq̇cgad

(
−
∂gbc

∂qd +
∂gdb

∂qc +
∂gdc

∂qb

)
= q̈a +

∑
q̇bq̇cΓa

bc

Γa
bc =

1
2

gad
(
−
∂gbc

∂qd +
∂gdb

∂qc +
∂gdc

∂qb

) (9.7)
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Answer for Exercise 9.2
Digging in

∂L
∂x

=
d
dt
∂L
∂ẋ

mẋ2Vx − 2VVx =
d
dt

(
1
3

m2 ẋ3 + 2mẋV
) (9.9)

When taking the time derivative of V , dV/dt , 0, despite no explicit time dependence. Take
an example, such as V = mgx, where the positional parameter is dependent on time, so the chain
rule is required:

dV
dt

=
dV
dx

dx
dt

= ẋVx.

Perhaps that is obvious, but I made that mistake first doing this problem (which would have
been harder to make if I had used an example potential) the first time. I subsequently constructed
an alternate Lagrangian

(
L = 1

12 m2 ẋ4 −mẋ2V + V2
)

that worked when this mistake was made,
and emailed the author suggesting that I believed he had a sign typo in his problem set.

Anyways, continuing with the calculation:

mẋ2Vx − 2VVx = m2 ẋ2 ẍ + 2mẍV + 2mẋ2Vx

mẋ2Vx − 2VVx − 2mẋ2Vx = mẍ
(
mẋ2 + 2V

)
−

(
2V + mẋ2

)
Vx =

(9.10)

Canceling left and right common factors, which perhaps not coincidentally equal 2E = V +
1
2 mv2 we have:

mẍ = −Vx

This is what we would get for our standard kinetic and position dependent Lagrangian too:

L =
1
2

mẋ2 − V

∂L
∂x

=
d
dt
∂L
∂ẋ

−Vx =
d(mẋ)

dt
−Vx = mẍ

(9.11)
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Answer for Exercise 9.3
The first thing to observe here is that for |v| << c, this is our familiar kinetic energy La-

grangian

L = −mc2
(
1 −

1
2

v2/c2 +
1
2

1
−2

1
2!

(v/c)4 + · · ·

)
− V(r)

≈ −mc2 +
1
2

mv2 − V(r)
(9.13)

The constant term −mc2 will not change the equations of motion and we can perhaps think of
this as an additional potential term (quite large as we see from atomic fusion and fission). For
small v we recover the Newtonian Kinetic energy term, and therefore expect the results will be
equivalent to the Newtonian equations in that limit.

Moving on to the calculations we have:

∂L
∂xi =

d
dt
∂L
∂ẋi

−
∂V
∂xi = −c2 d

dt
m
∂L
∂ẋi

√
1 −

∑
(ẋ j)2

/c2

= −c2 d
dt

m
1
2

1√
1 − v2/c2

∂L
∂ẋi

(
1 −

∑(
ẋ j

)2
/c2

)
= −c2 d

dt
m

1
2

1√
1 − v2/c2

(−2)ẋi/c2

=
d
dt

m
1√

1 − v2/c2
ẋi

=
d
dt

mγẋi

=⇒

−

(∑
ei
∂

∂xi

)
V =

d
dt

mγ
∑

ei ẋi

−∇V =
d(mγv)

dt

(9.14)

For v << c, gamma ≈ 1, so we get our Newtonian result in the limiting case.
Now, I found this result very impressive result, buried in a couple line problem statement. I

subsequently used this as the starting point for guessing about how to formulate the Lagrange
equations in a proper time form, as well as a proper velocity form for this Kinetic and potential
term. Those turn out to make it possible to express Maxwell’s law and the Lorentz force law
together in a particularly nice compact covariant form. This catches me a up a bit in terms of my
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understanding and think that I am now at least learning and rediscovering things known since
the early 1900s;)

Answer for Exercise 9.4
First consider a single pendulum (fixed length l).

x = l exp(iθ)

ẋ = liθ̇ exp(iθ)

|ẋ|2 = l2θ̇2

(9.15)

Now, if θ = 0 represents the downwards position at rest, the height above that rest point is
h = l − l cos θ. Therefore the Lagrangian is:

L =
1
2

mv2 −mgh

=
1
2

ml2θ̇2 −mgl(1 − cos θ)
(9.16)

The constant term can be dropped resulting in the equivalent Lagrangian:

L′ =
1
2

ml2θ̇2 + mgl cos θ

This amounts to a difference in the reference point for the potential energy, so instead of
measuring the potential energy V = mgh from a reference position below the mass, one could
consider that the potential has a maximum of zero at the highest position, and decreases from
there as:

V ′ = 0 −mgl cos θ.

Moving back to the EOMs that result from either form of Lagrangian, we have after taking
our derivatives:

−mgl sin θ =
d
dt

ml2θ̇ = ml2θ̈

Or,

θ̈ = −g/l sin θ
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This is consistent with our expectations, and recovers the familiar small angle SHM equation:

θ̈ ≈ −g/lθ.

Now, move on to the double pendulum, and compute the Kinetic energies of the two particles:

x1 = l1 exp(iθ1)

ẋ1 = l1iθ̇1 exp(iθ1)

|ẋ1|
2 = l12θ̇2

1

(9.17)

x2 = x1 + l2 exp(iθ2)

ẋ2 = ẋ1 + l2iθ̇2 exp(iθ2)

= l1iθ̇1 exp(iθ1) + l2iθ̇2 exp(iθ2)

|ẋ2|
2 = (l1θ̇1)2 + (l2θ̇2)2 + l1iθ̇1 exp(iθ1)l2(−i)θ̇2 exp(−iθ2) + l1(−i)θ̇1 exp(−iθ1)l2iθ̇2 exp(iθ2)

= (l1θ̇1)2 + (l2θ̇2)2 + l1l2θ̇1θ̇2 (exp(i(θ1 − θ2)) + exp(−i(θ1 − θ2)))

= (l1θ̇1)2 + (l2θ̇2)2 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2)
(9.18)

Now calculate the potential energies for the two masses. The first has potential of

V1 = m1gl1(1 − cos θ1)

and the potential energy of the second mass, relative to the position of the first mass is:

V ′2 = m2gl2(1 − cos θ2)

But that is the potential only if the first mass is at rest. The total difference in height from the
dual rest position is:

l1(1 − cos θ1) + l2(1 − cos θ2)

So, the potential energy for the second mass is:

V2 = m2g (l1(1 − cos θ1) + l2(1 − cos θ2))
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Dropping constant terms the total Lagrangian for the system is:

L =
1
2

m1v1
2 +

1
2

m2v2
2 + m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

=
1
2

m1l12θ̇2
1 +

1
2

m2
(
(l1θ̇1)2 + (l2θ̇2)2 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2)

)
+ m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

(9.19)

Again looking at the resulting Lagrangian, we see that it would have been more natural to
measure the potential energy from a reference point of zero potential at the horizontal position,
and measure downwards from there:

V ′1 = 0 −m1gl1 cos θ1

V ′2 = 0 −m2g (l1 cos θ1 + l2 cos θ2)
(9.20)

N coupled pendulums Now, with just two masses it is not too messy to expand out those
kinetic energy terms, but for more the trig gets too messy. With the K2 term of the Lagrangian
in complex form we have:

L =
1
2

m1l12θ̇2
1 +

1
2

m2
∣∣∣l1θ̇1 + l2θ̇2 exp(i(θ2 − θ1))

∣∣∣2
+ m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

=
1
2

m1
∣∣∣l1θ̇1 exp(iθ1)

∣∣∣2 +
1
2

m2
∣∣∣l1θ̇1 exp(iθ1) + l2θ̇2 exp(iθ2)

∣∣∣2
+ m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

(9.21)

By inspection we can also write the Lagrangian for the N particle variant:

L =
1
2

N∑
j=1

m j

∣∣∣∣∣∣∣
j∑

k=1

lkθ̇k exp(iθk)

∣∣∣∣∣∣∣
2

+ g
N∑

j=1

l j cos θ j

N∑
k= j

mk

Can this be used to derive the wave equation?
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If each of the N masses is a fraction m j = ∆m = M/N of the total mass, and the lengths are
all uniformly divided into segments of length l j = ∆l = L/N, then the Lagrangian becomes:

L =
∆l
2g

N∑
j=1

∣∣∣∣∣∣∣
j∑

k=1

θ̇k exp(iθk)

∣∣∣∣∣∣∣
2

+

N∑
j=1

cos θ j

N∑
k= j

1

=
∆l
2g

N∑
j=1

∣∣∣∣∣∣∣
j∑

k=1

θ̇k exp(iθk)

∣∣∣∣∣∣∣
2

+ (N − j + 1)
N∑

j=1

cos θ j

(9.22)

FIXME: return to this later?

Double pendulum First consider a single pendulum (fixed length l).

x = l exp(iθ)

ẋ = liθ̇ exp(iθ)

|ẋ|2 = l2θ̇2

(9.23)

Now, if θ = 0 represents the downwards position at rest, the height above that rest point is
h = l − l cos θ. Therefore the Lagrangian is:

L =
1
2

mv2 −mgh

=
1
2

ml2θ̇2 −mgl(1 − cos θ)
(9.24)

The constant term can be dropped resulting in the equivalent Lagrangian:

L′ =
1
2

ml2θ̇2 + mgl cos θ

This amounts to a difference in the reference point for the potential energy, so instead of
measuring the potential energy V = mgh from a reference position below the mass, one could
consider that the potential has a maximum of zero at the highest position, and decreases from
there as:

V ′ = 0 −mgl cos θ.

Moving back to the EOMs that result from either form of Lagrangian, we have after taking
our derivatives:
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−mgl sin θ =
d
dt

ml2θ̇ = ml2θ̈

Or,

θ̈ = −g/l sin θ

This is consistent with our expectations, and recovers the familiar small angle SHM equation:

θ̈ ≈ −g/lθ.

Now, move on to the double pendulum, and compute the Kinetic energies of the two particles:

x1 = l1 exp(iθ1)

ẋ1 = l1iθ̇1 exp(iθ1)

|ẋ1|
2 = l12θ̇2

1

(9.25)

x2 = x1 + l2 exp(iθ2)

ẋ2 = ẋ1 + l2iθ̇2 exp(iθ2)

= l1iθ̇1 exp(iθ1) + l2iθ̇2 exp(iθ2)

|ẋ2|
2 = (l1θ̇1)2 + (l2θ̇2)2 + l1iθ̇1 exp(iθ1)l2(−i)θ̇2 exp(−iθ2) + l1(−i)θ̇1 exp(−iθ1)l2iθ̇2 exp(iθ2)

= (l1θ̇1)2 + (l2θ̇2)2 + l1l2θ̇1θ̇2 (exp(i(θ1 − θ2)) + exp(−i(θ1 − θ2)))

= (l1θ̇1)2 + (l2θ̇2)2 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2)
(9.26)

Now calculate the potential energies for the two masses. The first has potential of

V1 = m1gl1(1 − cos θ1)

and the potential energy of the second mass, relative to the position of the first mass is:

V ′2 = m2gl2(1 − cos θ2)

But that is the potential only if the first mass is at rest. The total difference in height from the
dual rest position is:

l1(1 − cos θ1) + l2(1 − cos θ2)
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So, the potential energy for the second mass is:

V2 = m2g (l1(1 − cos θ1) + l2(1 − cos θ2))

Dropping constant terms the total Lagrangian for the system is:

L =
1
2

m1v1
2 +

1
2

m2v2
2 + m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

=
1
2

m1l12θ̇2
1 +

1
2

m2
(
(l1θ̇1)2 + (l2θ̇2)2 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2)

)
+ m1gl1 cos θ1 + m2g (l1 cos θ1 + l2 cos θ2)

(9.27)

Again looking at the resulting Lagrangian, we see that it would have been more natural to
measure the potential energy from a reference point of zero potential at the horizontal position,
and measure downwards from there:

V ′1 = 0 −m1gl1 cos θ1

V ′2 = 0 −m2g (l1 cos θ1 + l2 cos θ2)
(9.28)

Answer for Exercise 9.5
Express the position of the pivot point on the wheel with:

q1 = Re−iωt.

The position of the mass is then:

q2 = Re−iωt − ileiθ.

The velocity of the mass is then:

q̇2 = −i(ω̇t +ω)Re−iωt + lθ̇eiθ.

Let ωt = α, we have a Kinetic energy of:

1
2

m|q̇2|
2 =

1
2

m
∣∣∣−iα̇Re−iωt + lθ̇eiθ

∣∣∣2
=

1
2

m
(
R2α̇2 + l2θ̇2 + 2Rlα̇θ̇Re

(
−ie−iα−iθ

))
=

1
2

m
(
R2α̇2 + l2θ̇2 + 2Rlα̇θ̇ cos(−α − θ − π/2)

)
=

1
2

m
(
R2α̇2 + l2θ̇2 − 2Rlα̇θ̇ sin(α + θ)

)
(9.29)
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The potential energy in the Lagrangian does not depend on the position of the pivot, only the
angle from vertical, so it is thus:

V = mgl(1 − cos θ)

V ′ = 0 −mgl cos θ
(9.30)

Depending on whether one measures the potential up from the lowest potential point, or
measures decreasing potential from zero at the horizontal. Either way, combining the kinetic
and potential terms, and dividing through by ml2 we have the Lagrangian of:

L =
1
2

(
(R/l)2α̇2 + θ̇2 − 2(R/l)α̇θ̇ sin(α + θ)

)
+ (g/l) cos θ

Digression. Reduction of the Lagrangian Now, in Tong’s solutions for this problem (which
he emailed me since I questioned problem 2), he had α̇ = ω = constant, which allows the
Lagrangian above to be expressed as:

L =
1
2

(
(R/l)2ω2 + θ̇2

)
+

d
dt

((R/l) cos(ωt + θ)) +ω(R/l) sin(ωt + θ) + (g/l) cos θ

and he made the surprising step of removing that cosine term completely, with a statement
that it would not effect the dynamics because it was a time derivative. That turns out to be a
generalized result, but I had to prove it to myself. I also asked around on PF about this, and it
was not any named property of Lagrangians, but was a theorem in some texts.

First consider the simple example of a Lagrangian with such a cosine derivative term added
to it:

L′ = L +
d
dt

A cos(ωt + θ)
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and compute the equations of motion from this:

0 =
∂L′

∂θ
−

d
dt

(
∂L′

∂θ̇

)
=
∂L

∂θ
−

d
dt

(
∂L

∂θ̇

)
+
∂

∂θ

d
dt

A cos(ωt + θ) −
d
dt

∂

∂θ̇

d
dt

A cos(ωt + θ)

=
∂L

∂θ
−

d
dt

(
∂L

∂θ̇

)
−
∂

∂θ
Aθ̇ sin(ωt + θ) +

d
dt

∂

∂θ̇
Aθ̇ sin(ωt + θ)

=
∂L

∂θ
−

d
dt

(
∂L

∂θ̇

)
−
∂

∂θ
Aθ̇ sin(ωt + θ) +

d
dt

A sin(ωt + θ)

=
∂L

∂θ
−

d
dt

(
∂L

∂θ̇

)
− Aθ̇ cos(ωt + θ) + Aθ̇ cos(ωt + θ)

=
∂L

∂θ
−

d
dt

(
∂L

∂θ̇

)

(9.31)

Now consider the general case, altering a Lagrangian by adding the time derivative of a
positional dependent function:

L′ = L +
d f
dt

and compute the equations of motion from this more generally altered function:

0 =
∂L′

∂qi −
d
dt

(
∂L′

∂qi

)
=
∂L

∂qi −
d
dt

(
∂L

∂qi

)
+

∂

∂qi

d f
dt
−

d
dt

∂

∂qi

d f
dt

(9.32)

Now, if f (q j, q̇ j, t) = f (q j, t) we have:

d f
dt

=
∑ ∂ f

∂q j q̇ j +
∂ f
∂t

We want to see if the following sums to zero:

∂

∂qi

d f
dt
−

d
dt

∂

∂qi

d f
dt

=
∑ ∂

∂qi

∂ f
∂q j

(
q̇ j +

∂ f
∂t

)
−

d
dt

∂

∂q̇i

(∑ ∂ f
∂q j q̇ j +

∂ f
∂t

)
=

∑ ∂2 f
∂qi∂q j q̇ j +

∂2 f
∂qi∂t

−
d
dt

(∑
δi j

∂ f
∂q j +

∂2 f
∂q̇i∂t

)
=

∑ ∂2 f
∂qi∂q j q̇ j +

∂2 f
∂qi∂t

−
d
dt
∂ f
∂qi

=
∑ ∂2 f

∂qi∂q j q̇ j +
∂2 f
∂qi∂t

−
∑

q̇ j ∂2 f
∂q j∂qi −

∂2 f
∂t∂qi

(9.33)
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Therefore provided the function is sufficiently continuous that all mixed pairs of mixed par-
tials are equal, this is zero, and the d f /dt addition does not change the equations of motion that
the Lagrangian generates.

Back to the problem Now, return to the Lagrangian for this problem, and compute the equa-
tions of motion. Writing µ = R/l, we have:

L =
1
2

(
µ2α̇2 + θ̇2 − 2µα̇θ̇ sin(α + θ)

)
+ (g/l) cos θ

0 =
d
dt
∂−

∂θ̇

∂L

∂θ

=
d
dt

(θ̇ − µα̇ sin(α + θ)) + µα̇θ̇ cos(α + θ) + (g/l) sin θ

= θ̈ − µα̈ sin(α + θ) − µα̇ cos(α + θ)(α̇ + θ̇) + µα̇θ̇ cos(α + θ) + (g/l) sin θ

(9.34)

Sure enough we have a cancellation of terms for constant ω. In general we are left with:

θ̈ = µα̈ sin(α + θ) + µα̇2 cos(α + θ) − (g/l) sin θ

Or,

θ̈ = µ(ω̈t + 2ω̇) sin(ωt + θ) + µ(ω̇t +ω)2 cos(ωt + θ) − (g/l) sin θ

For constant ω, this is just:

θ̈ = µω2 cos(ωt + θ) − (g/l) sin θ

Answer for Exercise 9.6
First part of the problem is to show that the Lagrangian:
is equivalent to the Lorentz force law.
When I first tried this problem I had trouble with it, and also had trouble following the text

for the same in Tong’s paper. Later I did the somewhat harder problem of exactly this, but for
the covariant form of the Lorentz force law, so I thought I had come back to this and try again.



9.2 solutions 93

First step that seemed natural was to put the equation into four vector form, despite the fact
that the proper time Lagrangian equations were not going to be used to produce the equation of
motion. For just the Lorentz part of the Lagrangian we have:

L′ = −φ + v/c ·A

= −φ
∑

vi/cA j σi ·σ j

1
2 (γi0 j0 + γ j0i0) = −γi · γ j

= −
1
c
φc +

∑
viAiγi

2

= −
1
c
φcγ0

2 +
∑

viAiγi
2

(9.35)

Thus with v = cγ0 +
∑

viγi =
∑

vµγµ, and A = φγ0 +
∑

Aiγi =
∑

Aµγµ, we can thus write the
complete Lagrangian as:

L =
1
2

mv2 − qA · v/c

As usual we recover our vector forms by wedging with the time basis vector:

A∧ γ0 =
∑

Aiγi0 =
∑

Aiσi = A

and v∧ γ0 = · · · = v.
Notice the sign in the potential term, which is negative, unlike the same Lagrangian in rela-

tivistic (proper) form: L = 1
2 mv2 + qA · v/c. That difference is required since the lack of the use

of time as one of the generalized coordinates will change the signs of some of the results.
Now, this does not matter for this particular problem, but also observe that this Lagrangian

is almost in its proper form. All we have to do is add a − 1
2 mc2 constant to it, which should not

effect the equations of motion. Doing so yields:

L =
1
2

m(−c2 + v2) − qA · v/c = −

(
1
2

mv2 + qA · v/c
)

I did not notice that until writing this up. So we have the same Lagrangian in both cases,
which makes sense. Whether or not one gets the traditional Lorentz force law from this or the
equivalent covariant form depends only on whether one treats time as one of the generalized
coordinates or not (and if doing so, use proper time in the place of the time derivatives when
applying the Lagrange equations). Cool.
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Anyways, now that we have a more symmetric form of the Lagrangian, lets compute the
equations of motion.

∂L

∂xi =
d
dt
∂L

∂ẋi

=
d
dt

(
mvi − q/cA ·

∂v
∂ẋi

)
=

d
dt

(
mvi − q/cA · γi

)
=

d
dt

(
mvi + q/cAi

)
= pi + q/c

∑
ẋ j ∂Ai

∂x j

q
∂A
∂xi · v/c =

=⇒

ṗi = −q/c
(
∂A
∂xi · v −

∑
ẋ j ∂Ai

∂x j

)
= −q/c

(∑ ∂Aµ

∂xi vνγµ · γν −
∑

v j ∂Ai

∂x j

)
= −q/c

(∑ ∂A0

∂xi v0γ0
2 +

∑ ∂A j

∂xi v jγ j
2 −

∑
v j ∂Ai

∂x j

)
=⇒∑

σi ṗi = p = q/c
∑

σi

(
−
∂A0

∂xi v0γ0
2 −

∂A j

∂xi v jγ j
2 − v j ∂Ai

∂x j

)
= −q∇φ +

∑
σiv j

(
∂A j

∂xi −
∂Ai

∂x j

)

(9.36)
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Now, it is not obvious by looking, but this last expression is v× (∇×A). Let us verify this by
going backwards:

v × (∇×A) =
1
i
(v∧ (∇×A))

=
1
2i

(v (∇×A) − (∇×A) v)

=
1
2i

(
v

1
i
(∇∧A) −

1
i
(∇∧A) v

)
= −

1
2
(v (∇∧A) − (∇∧A) v)

= (∇∧A) · v

=
∑

vk ∂A j

∂xi σi (σ j ·σk) −σ j (σi ·σk)

=
∑

vk ∂A j

∂xi σiδ jk −σ jδik

=
∑

v j ∂A j

∂xi σi − vi ∂A j

∂xi σ j

=
∑

v j ∂A j

∂xi σi − v j ∂Ai

∂x jσi

=
∑

v jσi

(
∂A j

∂xi −
∂Ai

∂x j

)

(9.37)

Therefore the final result is our Lorentz force law, as expected:

p = −q∇φ + qv/c × (∇×A)

Cylindrical Polar Coordinates The next two parts of question 6 require cylindrical polar co-
ordinates. I found a digression was useful (or at least interesting), to see if the gradient followed
from the Lagrangian as was the case with non-orthonormal constant frame basis vectors.

The first step required for this calculation (and the later parts of the problem) is to express
the KE in terms of the polar coordinates. We need the velocity to do so:

r = e3z + e1reiθ

ṙ = e3ż + e1(ṙ + rθ̇i)eiθ

|ṙ| = ż2 +
∣∣∣ṙ + rθ̇i

∣∣∣2
= ż2 + ṙ2 + (rθ̇)2

(9.38)
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Now, form the Lagrangian of a point particle with a non-velocity dependent potential:

L =
1
2

m
(
ż2 + ṙ2 + (rθ̇)2)

− φ

and calculate the equations of motion:

∂L

∂z
=

(
∂L

∂ż

)′
−
∂φ

∂z
= (mż)′

(9.39)

∂L

∂r
=

(
∂L

∂ṙ

)′
−
∂φ

∂r
+ mrθ̇2 = (mṙ)′

(9.40)

∂L

∂θ
=

(
∂L

∂θ̇

)′
−
∂φ

∂θ
=

(
mr2θ̇

)′ (9.41)

There are a few things to observe about these equations. One is that we can assign physi-
cally significance to an expression such as mr2θ̇. If the potential has no θ dependence this is a
conserved quantity (angular momentum).

The other thing to observe here is that the dimensions for the θ coordinate equation result has
got an extra length factor in the numerator. Thus we can not multiply these with our respective
frame vectors and sum. We can however scale that last equation by a factor of 1/r and then sum:

ẑ(mż)′ + r̂
(
(mṙ)′ −mrθ̇2

)
+

1
r

(mr2θ̇)′ = −

(
ẑ
∂

∂z
+ r̂

∂

∂r
+

1
r
∂

∂θ

)
φ

For constant mass this is:

m
(
ẑz̈ + r̂

(
r̈ − rθ̇2

)
+

1
r

(
2rṙθ̇ + r2θ̈

))
= −

(
ẑ
∂

∂z
+ r̂

∂

∂r
+

1
r
θ̂
∂

∂θ

)
φ

However, is such a construction have a meaningful physical quantity? One can easily imagine
more complex generalized coordinates where guessing scale factors in this fashion would not
be possible.
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Let us compare this to a calculation of acceleration in cylindrical coordinates.

r̈ = e3z̈ + e1 (r̈ + rθ̈i + ṙθ̇i + (ṙ + rθ̇i) iθ̇) eiθ

= e3z̈ + e1
(
r̈ + rθ̈i + 2ṙθ̇i − rθ̇2

)
eiθ

= ẑz̈ + r̂
(
r̈ − rθ̇2

)
+ θ̂ (rθ̈ + 2ṙθ̇)

(9.42)

Sure enough, the ad-hoc vector that was constructed matches the acceleration vector for the
constant mass case, so the right hand side must also define the gradient in cylindrical coordi-
nates.

∇ = ẑ
∂

∂z
+ r̂

∂

∂r
+

1
r
θ̂
∂

∂θ

= ẑ
∂

∂z
+ r̂

(
∂

∂r
+

i
r
∂

∂θ

) (9.43)

Very cool result. Seeing this I finally understand when and where statements like "angular
momentum is conserved" is true. Specifically it requires a potential that has no angular depen-
dence (ie: like gravity acting between two point masses.)

I never found that making such an angular momentum conservation "law" statement to be
obvious, even once the acceleration was expressed in a radial decomposition. This is something
that can be understood without the Lagrangian formulation. To do so the missing factor is that
before a conservation statement like this can be claimed one has to first express the gradient in
cylindrical form, and then look at the coordinates with respect to the generalized frame vectors.
Conservation of angular momentum depends on an appropriately well behaved potential func-
tion! Intuitively, I understood that something else was required to make this statement, but it
took the form of an unproven axiom in most elementary texts.

FIXME: generalize this and prove to myself that angular momentum is conserved in a N-body
problem and/or with a rigid body rotation constraint on N − 1 of the masses.

(i) The Lagrangian for this problem is:

L =
1
2

mv2 − eA · v

Given a cylindrical decomposition, our velocity is:

r = zẑ + rr̂
ṙ = żẑ + r ˙̂r + ṙr̂

= żẑ + r̂ (ṙ + rθ̇i)

= żẑ + ṙr̂ + rθ̇θ̂

(9.44)
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The specific potential for the problem, using (z, θ, r) coordinates is:

A = θ̂
f (r)
r

Therefore the Lagrangian is:

L =
1
2

m
(
ż2 + ṙ2 + (rθ̇)2)

− e
f (r)
r

rθ̇

so the equations of motion for the z, θ, and r coordinates (respectively) are:

(mż)′ = 0

(mr2θ̇ − e f (r))′ = 0

(mṙ)′ = mrθ̇2 − e f ′(r)θ̇

(9.45)

From second of these equations we have:

mr2θ̇ − e f (r) = K

In particular this is true for r = r(t0) = r0, so

mr0
2θ̇0 − e f (r0) = K

Or,

θ̇(t) −
(r0

r

)2
θ̇(t0) =

e
mr2 ( f (r) − f (r0))

Now, the problem is to show that

θ̇ =
e

mr2 ( f (r) − f (r0))

I do not see how that follows? Ah, I see, the velocity is in the (r, z) plane for t = 0, so
θ̇(t0) = 0.
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(ii) The potential for this problem is

A = rg(z)θ̂

Therefore the Lagrangian is:

L =
1
2

m
(
ż2 + ṙ2 + (rθ̇)2

)
− er2g(z)θ̇

Taking θ, r, z derivatives:

0 =
(
mr2θ̇ − er2g(z)

)′
mrθ̇2 − 2erg(z)θ̇ = (mṙ)′

−er2g′θ̇ = (mż)′

One constant of motion is:

mr2θ̇ − er2g(z) = K

Looking at Tong’s solutions another is the Hamiltonian. (I have got to go back and read that
Hamiltonian stuff since this did not occur to me).

θ̇ = (e/m)g(z) + (r0/r)2 (θ̇0 − (e/m)g(z0))

With θ̇0 = 2eg(z0)/m this is:

θ̇ =
e
m

(
g(z) +

(r0

r

)2
g(z0)

)
FIXME: think through the remainder bits of this problem more carefully.

Answer for Exercise 9.7
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With i = e1 ∧ e2, the paths, (squared) speeds and separation of the masses can be written:

q1 = e1R1eiθ

q2 = ce3 + e1
(
ai + R2eiα

)
|q̇1|

2 = (R1θ̇)
2

|q̇2|
2 = (R2α̇)

2

d2 = (q1 − q2)
2

= c2 +
∣∣∣ai + R2eiα − R1eiθ

∣∣∣2
= c2 + a2 + R2

2 + R1
2 + ai

(
R2e−iα − R1e−iθ − R2eiα + R1eiθ

)
− R1R2

(
eiαe−iθ + e−iαeiθ

)
= c2 + a2 + R2

2 + R1
2 + 2a(R2 sinα − R1 sin θ) − 2R1R2 cos(α − θ)

(9.46)

With the given potential:

V =
1
2
ω2d2

We have the following Lagrangian (where the constant terms in the separation have been
dropped) :

L =
1
2

m1(R1θ̇)2 +
1
2

m2(R2α̇)2 +ω2 (a(R2 sinα − R1 sin θ) − R1R2 cos(α − θ))

Last part of the problem was to show that there is an additional conserved quantity when
a = 0. The Lagrangian in that case is:

L =
1
2

m1 (R1θ̇)
2

+
1
2

m2 (R2α̇)
2
− R1R2ω

2 cos(α − θ)

Evaluating the Lagrange equations, for this condition one has:

−R1R2ω
2 sin(α − θ) =

(
m1R1

2θ̇
)′

R1R2ω
2 sin(α − θ) =

(
m2R2

2α̇
)′ (9.47)

Summing these one has:(
m1R1

2θ̇
)′

+
(
m2R2

2α̇
)′

= 0
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Therefore the additional conserved quantity is:

m1R1
2θ̇ + m2R2

2α̇ = K

FIXME: Is there a way to identify such a conserved quantity without evaluating the deriva-
tives? Noether’s?

Spring Potential? Small digression. Let us take the gradient of this spring potential and see
if this matches our expectations for a −kx spring force.

−∇dV = −ω2dd̂ = −ω2d

Okay, this works, ω2 = k, which just expresses the positiveness of this constant.

Answer for Exercise 9.8

Part (i) The second particle hangs straight down (also Goldstein problem 9, also example 2.3
in Hestenes NFCM.) First mass m1 on the table, and second, hanging.

The kinetic term for the mass on the table was calculated above in problem 7, so adding that
and the KE term for the dangling mass we have:

K =
1
2

m1
(
ṙ2 + (rψ̇)2

)
+

1
2

m2ṙ2

Our potential, measuring down is:

V = 0 −m2g(l − r)

Combining the KE and PE terms and dropping constant terms we have:

L =
1
2

m1
(
ṙ2 + (rψ̇)2

)
+

1
2

m2ṙ2 −m2gr

The ignorable coordinate is ψ since it has only derivatives in the Lagrangian. EOMs are:

0 =
(
m1r2ψ̇

)′
m1rψ̇2 −m2g = ((m1 + m2)ṙ)′ = Mr̈

(9.48)
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The first equation here is a conservation of angular momentum statement, whereas the second
equation has all the force terms that lie along the string (radially above the table, and downwards
below). We see the rψ̇2 = rω2 angular acceleration component when calculating radial and non-
radial component of acceleration.

Goldstein asks here for the equations of motion as a second order equation, and to integrate
once. We can go all the way, but only implicitly, as we can write t = t(r), using ṙ as an integrating
factor:

m1r2ψ̇ = m1r0
2ω0

=⇒

ψ̇ =

(r0

r

)2
ω0

=⇒

m1
r0

4

r3 ω0
2 −m2g = Mr̈

=⇒

m1ṙ
r0

4

r3 ω0
2 −m2gṙ = Mṙr̈

−m1r0
2
(

1
r2

)′
ω0

2 −m2gṙ = M
(
ṙ2

)′
K −m1r0

4 1
r2ω0

2 −m2gr = Mṙ2

=⇒

K = m1r0
2ω0

2 + m2gr0 + Mṙ2
0

m1ω0
2r0

2
(
1 −

r0
2

r2

)
+ Mṙ2

0 −m2g (r − r0) = Mṙ2

=⇒

t =

∫
dr√

m1

M
ω02r02

(
1 −

r02

r2

)
+ ṙ2

0 −
m2

M
g (r − r0)

(9.49)
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We can also write ψ = ψ(r), but that does not look like it is any easier to solve:

ψ̇ =
dψ
dr

dr
dt

=⇒

dψ
dr

=
dt
dr

(r0

r

)2
ω0

ψ =

∫
r0

2ω0dr

r2

√
m1

M
ω02r02

(
1 −

r02

r2

)
+ ṙ2

0 −
m2

M
g (r − r0)

(9.50)

(ii). Motion of dangling mass not restricted to straight down This part of the problem treats
the dangling mass as a spherical pendulum. If θ is the angle from the vertical and α is the angle
in the horizontal plane of motion, we can describe the coordinate of the dangler (pointing ẑ = ĝ
downwards), as:

q2 = R(sin θ cosα, sin θ sinα, cos θ)

and the velocity as:

q̇2 = Ṙ(sin θ cosα, sin θ sinα, cos θ)

+ R(cos θ cosα, cos θ sinα,− sin θ)θ̇

+ R(− sin θ sinα, sin θ cosα, 0)α̇

(9.51)

and can then attempt to square this mess to get the squared speed that we need for the kinetic
energy term of the Lagrangian. Instead, lets choose an alternate parametrization:

q2 = R cos θẑ + e1R sin θeiα

q̇2 = (Ṙ cos θ − R sin θθ̇) ẑ + e1eiα (Ṙ sin θ + R cos θθ̇ + R sin θiα̇)

|q̇2|
2 = (Ṙ cos θ − R sin θθ̇)2

+ (Ṙ sin θ + R cos θθ̇)2
+ (R sin θα̇)2

= Ṙ2 + (Rθ̇)2 + (R sin θα̇)2

(9.52)

Our potential is

V = 0 −m2g(l − r) cos θ,
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so, the Lagrangian is therefore:

L =
1
2

m2

(
ṙ2 + (l − r)2

(
θ̇2 + sin θα̇

)2
)

+
1
2

m1
(
ṙ2 + (rψ̇)2)

+ m2g(l − r) cos θ (9.53)
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S O L U T I O N S T O S O M E L A N DAU M E C H A N I C S P RO B L E M S

10.1 problems

Exercise 10.1 Pendulum with support moving in circle

Attempting a mechanics problem from Landau I get a different answer. I wrote up my solution
to see if I can spot either where I went wrong, or demonstrate the error, and then posted it to
physicsforums. I wasn’t wrong, but the text wasn’t either. The complete result is given below,
where the problem (§1 problem 3a) of [15] is to calculate the Lagrangian of a pendulum where
the point of support is moving in a circle (figure and full text for problem in this Google books
reference)

Exercise 10.2 Pendulum with support moving in line

This problem like the last, but with the point of suspension moving in a horizontal line x =

a cos γt.

Exercise 10.3 Pendulum with support moving in verticle line

As above, but with the support point moving up and down as a cos γt.

10.2 solutions

Answer for Exercise 10.1
The coordinates of the mass are

(10.1)p = aeiγt + ileiφ,

or in coordinates

(10.2)p = (a cos γt + l sin φ,−a sin γt + l cos φ).

The velocity is

(10.3)ṗ = (−aγ sin γt + lφ̇ cos φ,−aγ cos γt − lφ̇ sin φ),
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and in the square

(10.4)ṗ2 = a2γ2 + l2φ̇2 − 2aγφ̇ sin γt cos φ + 2aγlφ̇ cos γt sin φ
= a2γ2 + l2φ̇2 + 2aγlφ̇ sin(γt − φ).

For the potential our height above the minimum is

(10.5)h = 2a + l − a(1 − cos γt) − l cos φ
= a(1 + cos γt) + l(1 − cos φ).

In the potential the total derivative cos γt can be dropped, as can all the constant terms, leaving

(10.6)U = −mgl cos φ,

so by the above the Lagrangian should be (after also dropping the constant term ma2γ2/2

(10.7)L =
1
2

m
(
l2φ̇2 + 2aγlφ̇ sin(γt − φ)

)
+ mgl cos φ.

This is almost the stated value in the text

(10.8)L =
1
2

m
(
l2φ̇2 + 2aγ2l sin(γt − φ)

)
+ mgl cos φ.

We have what appears to be an innocent looking typo (text putting in a γ instead of a φ̇), but
the subsequent text also didn’t make sense. That referred to the omission of the total derivative
mlaγ cos(φ − γt), which isn’t even a term that I have in my result.

In the physicsforums response it was cleverly pointed out by Dickfore that eq. (10.7) can be
recast into a total derivative

(10.9)
malγφ̇ sin(γt − φ) = malγ(φ̇ − γ) sin(γt − φ) + malγ2 sin(γt − φ)

=
d
dt

(malγ cos(γt − φ)) + malγ2 sin(γt − φ),

which resolves the conundrum!

Answer for Exercise 10.2
Our mass point has coordinates

(10.10)
p = a cos γt + lie−iφ

= a cos γt + li(cos φ − i sin φ)
= (a cos γt + l sin φ, l cos φ),
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so that the velocity is

(10.11)ṗ = (−aγ sin γt + lφ̇ cos φ,−lφ̇ sin φ).

Our squared velocity is

(10.12)
ṗ2 = a2γ2 sin2 γt + l2φ̇2 − 2aγlφ̇ sin γt cos φ

=
1
2

a2γ2 d
dt

(
t −

1
2γ

sin 2γt
)

+ l2φ̇2 − aγlφ̇(sin(γt + φ) + sin(γt − φ)).

In the last term, we can reduce the sum of sines, finding a total derivative term and a remainder
as in the previous problem. That is

φ̇(sin(γt + φ) + sin(γt − φ)) = (φ̇+γ) sin(γt +φ)−γ sin(γt +φ)+ (φ̇−γ) sin(γt−φ)+γ sin(γt−φ)

=
d
dt

(− cos(γt + φ) + cos(γt − φ)) + γ(sin(γt − φ) − sin(γt + φ))

=
d
dt

(− cos(γt + φ) + cos(γt − φ)) − 2γ cos γt sin φ.

(10.13)

Putting all the pieces together and dropping the total derivatives we have the stated solution

(10.14)L =
1
2

m
(
l2φ̇2 + 2aγ2l cos γt sin φ

)
+ mgl cos φ

Answer for Exercise 10.3
Our mass point is

(10.15)p = a cos γt + leiφ

with velocity

(10.16)ṗ = −aγ sin γt + liφ̇eiφ

= (−aγ sin γt − lφ̇ sin φ, lφ̇ cos φ)

In the square this is

(10.17)|ṗ|2 = a2γ2 sin2 γt + l2φ̇2 sin2 φ + 2alγφ̇ sin γt sin φ.

Having done the simplification in the last problem in a complicated way, let’s try it, knowing
what our answer is
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(10.18)

φ̇ sin γt sin φ = φ̇ sin γt sin φ − γ cos γt cos φ + γ cos γt cos φ

= sin γt
d
dt

(− cos φ) +

(
d
dt

(− sin γt)
)

cos φ + γ cos γt cos φ

= γ cos γt cos φ −
d
dt

(sin γt cos φ) .

With the height of the particle above the lowest point given by

(10.19)h = a + l − a cos γt − l cos φ,

we can write the Lagrangian immediately (dropping all the total derivative terms)

(10.20)L =
1
2

m
(
l2φ̇2 sin2 φ + 2alγ2 cos γt cos φ

)
+ mgl cos φ.
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OT H E R W O R K E D P RO B L E M S

Exercise 11.1 Dipole Moment induced by a constant electric field

In [7] it is stated that the force per unit angle on a dipole system as illustrated in fig. 11.1 is

(11.1)Fθ = −pE sin θ,

where p = qr. The text was also referring to torques, and it wasn’t clear to me if the result
was the torque or the force. Derive the result to resolve any doubt (in retrospect dimensional
analysis would also have worked).

Figure 11.1: Dipole moment coordinates

Answer for Exercise 11.1
Let’s put the electric field in the x̂ direction (θ = 0), so that the potential acting on charge i is

given implicitly by

(11.2)

Fi = qiEx̂
= −∇φi

= −x̂
dφi

dx
or

109
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(11.3)φi = −qi(xi − x0).

Our positions, and velocities are

(11.4a)r1,2 = ±
r
2

x̂ex̂ŷθ

(11.4b)
dr1,2

dt
= ±

r
2
θ̇ŷex̂ŷθ.

Our kinetic energy is

(11.5)

T =
1
2

∑
i

mi

(
dri

dt

)2

=
1
2

∑
i

mi

( r
2

)2
θ̇2

=
1
2

(m1 + m2)
( r
2

)2
θ̇2.

For our potential energies we require the x component of the position vectors, which are

(11.6)

xi = ri · x̂

= ±

〈 r
2

x̂ex̂ŷθx̂
〉

= ±
r
2

cos θ

Our potentials are

(11.7a)φ1 = −q1E
r
2

cos θ + φ0

(11.7b)φ2 = q2E
r
2

cos θ + φ0

Our system Lagrangian, after dropping the constant reference potential that doesn’t effect the
dynamics is

(11.8)L =
1
2

(m1 + m2)
( r
2

)2
θ̇2 + q1E

r
2

cos θ − q2E
r
2

cos θ

For this problem we had two equal masses and equal magnitude charges m = m1 = m2 and
q = q1 = −q2

(11.9)L =
1
4

mr2θ̇2 + qrE cos θ



other worked problems 111

(11.10)
pθ =

∂L

∂θ̇

=
1
2

mr2θ̇

(11.11)

∂L

∂θ
= −qrE sin θ

=
dpθ
dt

=
1
2

mr2θ̈

Putting these together, with p = qr, we have the result stated in the text

Fθ =
dpθ
dt

= −pE sin θ. (11.12)





Part III

L AG R A N G I A N T O P I C S





12
N E W T O N ’ S L AW F RO M L AG R A N G I A N

In the classical limit the Lagrangian action for a point particle in a general position dependent
field is:

S =
1
2

mv2 − ϕ (12.1)

Given the Lagrange equations that minimize the action, it is fairly simple to derive the New-
tonian force law.

0 =
∂S
∂xi −

d
dt
∂S
∂ẋi

= −
∂ϕ

∂xi −
d
dt

(
mẋi

) (12.2)

Multiplication of this result with the unit vector ei, and summing over all unit vectors we
have:

∑
ei

d
dt

(
mẋi

)
= −

∑
ei
∂ϕ

∂xi

Or, using the gradient operator, and writing v =
∑

ei ẋi, we have:

F =
d(mv)

dt
= −∇ϕ (12.3)

12.1 the mistake hiding above

Now, despite the use of upper and lower pairs of indices for the basis vectors and coordinates,
this result is not valid for a general set of basis vectors. This initially confused the author, since
the RHS sum v =

∑
eivi is valid for any set of basis vectors independent of the orthonormality of

that set of basis vectors. This is assuming that these coordinate pairs follow the usual reciprocal
relationships:

x =
∑

eixi
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xi = x · ei

ei · e j = δi
j

However, the LHS that implicitly defines the gradient as:

∇ =
∑

ei
∂

∂xi

is a result that is only valid when the set of basis vectors ei is orthonormal. The general result
is expected instead to be:

∇ =
∑

ei ∂

∂xi

This is how the gradient is defined (without motivation) in Doran/Lasenby. One can however
demonstrate that this definition, and not ∇ =

∑
ei

∂
∂xi , is required by doing a computation of

something like ∇‖x‖α with x =
∑

xiei for a general basis ei to demonstrate this. An example of
this can be found in the appendix below.

So where did things go wrong? It was in one of the “obvious” skipped steps: v =
∑

ẋi ẋi. It is
in that spot where there is a hidden orthonormal frame vector requirement since a general basis
will have mixed product terms too (ie: non-diagonal metric tensor).

Expressed in full for general frame vectors the action to minimize is the following:

S =
1
2

m
∑

ẋi ẋ jei · e j − ϕ (12.4)

Or, expressed using a metric tensor gi j = ei · e j, this is:

S =
1
2

m
∑

ẋi ẋ jgi j − ϕ (12.5)
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12.2 equations of motion for vectors in a general frame

Now we are in shape to properly calculate the equations of motion from the Lagrangian action
minimization equations.

0 =
∂S
∂xk −

d
dt
∂S
∂ẋk

= −
∂ϕ

∂xk −
d
dt

(
1
2

m
∑

gi j
∂ẋi

∂ẋk ẋ j + ẋi ∂ẋ j

∂ẋk

)
= −

∂ϕ

∂xk −
d
dt

(
1
2

m
∑

gi j(δi
k ẋ j + ẋiδ j

k)
)

= −
∂ϕ

∂xk −
d
dt

(
1
2

m
∑

(gk j ẋ j + gik ẋi)
)

= −
∂ϕ

∂xk −
d
dt

(
m

∑
gk j ẋ j

)
d
dt

(
m

∑
gk j ẋ j

)
= −

∂ϕ

∂xk∑
ek d

dt

(
m

∑
gk j ẋ j

)
= −

∑
ek ∂ϕ

∂xk

d
dt
(m

∑
j

ẋ j
∑

k

ekek · e j

= e j

) =

d
dt

m ∑
j

ẋ je j

 =

(12.6)

The requirement for reciprocal pairs of coordinates and basis frame vectors is due to the
summation v =

∑
ei ẋi, and it allows us to write all of the Lagrangian equations in vector form

for an arbitrary frame basis as:

F =
d(mv)

dt
= −

∑
ek ∂ϕ

∂xk (12.7)

If we are calling this RHS a gradient relationship in an orthonormal frame, we therefore must
define the following as the gradient for the general frame:

∇ =
∑

ek ∂

∂xk (12.8)
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The Lagrange equations that minimize the action still generate equations of motion that hold
when the coordinate and basis vectors cannot be summed in this fashion. In such a case, how-
ever, the ability to merge the generalized coordinate equations of motion into a single vector
relationship will not be possible.

12.3 appendix . scratch calculations

12.4 frame vector in terms of metric tensor , and reciprocal pairs

e j =
∑

akek

e j · ek =
∑

aiei · ek

e j · ek = ak

=⇒

e j =
∑

e j · ekek

e j =
∑

g jkek

(12.9)

12.5 gradient calculation for an absolute vector magnitude function

As a verification that the gradient as defined in eq. (12.8) works as expected, lets do a calculation
that we know the answer as computed with an orthonormal basis.

f (r) = ‖r‖α

∇ f (r) = ∇‖r‖α

=
∑

ek ∂

∂xk

(∑
xix jgi j

)α/2
=
α

2

∑
ek

(∑
xix jgi j

)α/2−1 ∂

∂xk

(∑
xix jgi j

)
= α‖r‖α−2

∑
ekxigki

= α‖r‖α−2
∑

i

xi
∑

k

ekek · ei

= ei

= α‖r‖α−2r

(12.10)
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C OVA R I A N T L AG R A N G I A N , A N D E L E C T RO DY NA M I C P OT E N T I A L

13.1 motivation

In [9], it was observed that insertion of F = ∇∧ A into the covariant form of the Lorentz force:

ṗ = q(F · v/c) (13.1)

allowed this law to be expressed as a gradient equation:

ṗ = q∇(A · v/c). (13.2)

Now, this suggests the possibility of a covariant potential that could be used in a Lagrangian
to produce eq. (13.1) directly. An initial incorrect guess at what this Lagrangian would be was
done, and here some better guesses are made as well as a bit of raw algebra to verify that it
works out.

13.2 guess at the lagrange equations for relativistic correctness

Now, the author does not at the moment know any variational calculus worth speaking of, but
can guess at what the Lagrangian equations that would solve the relativistic minimization prob-
lem. Specifically, use proper time in place of any local time derivatives:

∂L

∂xµ
=

d
dτ

∂L

∂ẋµ
. (13.3)

Note that in this equation ẋµ = dxµ
dτ .

13.2.1 Try it with a non-velocity dependent potential

Lets see if this works as expected, by applying it to the simplest general kinetic and potential
Lagrangian.

L =
1
2

mv2 + φ (13.4)
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120 covariant lagrangian , and electrodynamic potential

Calculate the Lagrangian equations:

∂L

∂xµ
=

d
dτ

∂L

∂ẋµ

+
∂φ

∂xµ
=

1
2

m
d
dτ

∂

∂ẋµ
∑

γα · γβ ẋα ẋβ

=
1
2

m
∑

γα · γβ
d
dτ

(
δαµ ẋβ + ẋαδβµ

)
=

1
2

m
∑ d

dτ

(
γµ · γβ ẋβ + γα · γµ ẋα

)
= m

∑ d
dτ
γµ · γα ẋα

= m
∑

γµ · γα ẍα

(13.5)

Now, as in the Newtonian case, where we could show the correct form of the gradient for
non-orthonormal frames could be derived from the Lagrangian equations using appropriate re-
ciprocal vector pairs, we do the same thing here, summing the product of this last result with
the reciprocal frame vectors:

∑
γµ

(
∂φ

∂xµ

)
=

∑
γµ (mγµ · γα ẍα)(∑

γµ
∂

∂xµ

)
φ = m

∑
γα ẍα

= mẍ

(13.6)

Now, this left hand operator quantity is exactly our spacetime gradient:

∇ =
∑

γµ
∂

∂xµ
, (13.7)

and the right hand side is our proper momentum. Therefore the result of following through
with the assumed Lagrangian equations yield the expected result:

ṗ = ∇φ. (13.8)

Additionally, this demonstrates that the spacetime gradient used in GAFP is appropriate for
any spacetime basis, regardless of whether the chosen basis vectors are orthonormal.

There are two features that are of interest here, one is that this result is independent of di-
mension, and the other is that there is also no requirement for any particular metric signature,
Minkowski, Euclidean, or other. That has to come another source.
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13.2.2 Velocity dependent potential

The simplest scalar potential that is dependent on velocity is a potential that is composed of the
dot product of a vector with that velocity. Lets calculate the Lagrangian equation for such an
abstract potential, φ(x, v) = A · v (where any required unit adjustment to make this physically
meaningful can be thought of as temporarily incorporated into A).

L =
1
2

mv2 + A · v (13.9)

∂L

∂xµ
=

d
dτ

∂L

∂ẋµ
∂A
∂xµ
· v = mγµ · γα ẍα +

d
dτ
∂A · v
∂ẋµ

(13.10)

To simplify matters this last term can be treated separately. First observe that the coordinate
representation of the proper velocity v follows from the worldline position vector as follows

x = xµγµ

v =
dx
dτ

= ẋµγµ.
(13.11)

This gives

∂A · v
∂ẋµ

=
∂

∂ẋµ
A · ẋνγν

=

(
A
∂ẋν

∂ẋµ

)
· γν

= δµνA · γν
= A · γµ.

(13.12)

The taking the derivative of this conjugate momentum term we have

d
dτ
∂A · v
∂ẋµ

=
d
dτ

A · γµ

=
d
dτ

(Aνγν) · γµ

=
dAν

dτ
γν · γµ

(13.13)
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Reassembling things this is

mγµ · γα ẍα =
∂A
∂xµ
· v −

d
dτ
∂A · v
∂ẋµ

=
∂A
∂xµ
· v − γµ · γα ẋβ

∂Aα

∂xβ

= −vβγµ · γα
∂Aα

∂xβ
+
∂Aα

∂xµ
vβγα · γβ

= vβγα ·
(
−γµ

∂

∂xβ
+

∂

∂xµ
γβ

)
Aα

=⇒

ṗ = vβγµγα ·
(
−γµ

∂

∂xβ
+ γβ

∂

∂xµ

)
Aα

(13.14)

Now, this last result has an alternation that suggests the wedge product is somehow involved,
but is something slightly different. Working (guessing) backwards, lets see if this matches the
following:

(∇∧ A) · v =
∑

(γµ ∧ γα) · γβ∂µAαvβ

=
∑

(γµγα · γβ − γαγµ · γβ)∂µAαvβ

=
∑

(γµγα · γβ − γαδµβ)∂µAαvβ

=
∑

γµγα · γβvβ∂µAα − γαvµ∂µAα

=
∑

γµγα · γβvβ∂µAα − γβγβ · γαvµ∂µAα

=
∑

γµγα · γβvβ∂µAα − γµγµ · γαvβ∂βAα

=
∑

vβγµγα · (γβ∂µ − γµ∂β)Aα

(13.15)

From this we can conclude that the covariant Lagrangian for the Lorentz force law has the
form:

L =
1
2

mv2 + q(A · v/c) (13.16)

where application of the proper time variant of Lagrange’s equation eq. (13.3) results in the
equation:

ṗ = q(∇∧ A) · v/c = qF · v/c (13.17)
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Adding in Maxwell’s equation:

∇F = ∇∧ A = J, (13.18)

we have a complete statement of pre-quantum electrodynamics and relativistic dynamics all
buried in three small equations eq. (13.18), eq. (13.3), and eq. (13.16).

Wow! Very cool. Now, I have also seen that Maxwell’s equations can be expressed in La-
grangian form (have seen a tensor something like FµνFµν used to express this). Next step is
probably to work out the details of how that would fit.

Also worth noting here is the fact that no gauge invariance condition was required. Adding
that in yields the ability to solve for A directly from the wave equation ∇2A = J.
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V E C T O R C A N O N I C A L M O M E N T U M

[5] defines the canonical momentum as:

∂L

∂ẋµ

and gives an example (Lorentz force) about how this can generalize the concept of momentum
to include contributions from velocity dependent potentials.

Lets look at his example, but put into the more natural covariant form with the Lorentz La-
grangian (using summation convention here)

L =
1
2

mv2 + qA · v/c =
1
2

mγα · γβ ẋα ẋβ +
q
c
γα · γβAα ẋβ

Calculation of the canonical momentum gives:

∂L

∂ẋµ
= mγα · γβδαµ ẋβ +

q
c
γα · γβAαδβµ

= mγµ · γα ẋα +
q
c
γα · γµAα

= γµ ·
(
mγα ẋα +

q
c
γαAα

)
= γµ ·

(
mv +

q
c

A
)

(14.1)

So, if we are to call this modified quantity p = mv + qA/c the total general momentum for
the system, then the canonical momentum conjugate to xµ is:

∂L

∂ẋµ
= γµ · p.

In terms of our reciprocal frame vectors, the components of p are:

p = γµγ
µ · p = γµpµ

p = γµγµ · p = γµpµ
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From this we see that the conjugate momentum gives us our vector momentum component
with respect to the reciprocal frame. We can therefore recover our total momentum by summing
over the reciprocal frame vectors.

∂L

∂xµ
=

d
dτ

∂L

∂ẋµ

=
d
dτ

pµ

=⇒∑
γµ
∂L

∂xµ
=

∑ d
dτ
γµpµ

(14.2)

Observe that we have nothing more than our spacetime gradient on the left hand side, and a
velocity specific spacetime gradient on the right hand side. Summarizing, this allows for writing
the Euler-Lagrange equations in vector form as follows:

dp
dτ

= ∇L

p = ∇vL

∇ = γµ
∂

∂xµ

∇v = γµ
∂

∂ẋµ

(14.3)

Now, perhaps this is a step backwards, since the Lagrangian formulation allows for not having
to use vector representations explicitly, nor to be constrained to specific parameterizations such
as this constant frame vector representation. However, it is nice to see things in a form that
is closer to what one is used to, and this is not too different seeming than the familiar spatial
Newtonian formulation:

dp
dt

= −∇φ
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D I R E C T VA R I AT I O N O F M A X W E L L E Q UAT I O N S

15.1 motivation , definitions and setup

This document will attempt to calculate Maxwell’s equation, which in multivector form is

∇F = J/ε0c (15.1)

using a Lagrangian energy density variational approach.

15.1.1 Tensor form of the field

Explicit expansion of the field bivector in terms of coordinates one has

F = E + IcB
= Ekγk0 + γ0123k0cBk

= Ekγk0 + (γ0)2(γk)2εi j
kcγi jBk

(15.2)

Or,

F = Ekγk0 − cεi j
kBkγi j (15.3)

When this bivector is expressed in terms of basis bivectors γµν we have

F =
∑
µ<ν

(F · γνµ)γµν =
1
2

(F · γνµ)γµν (15.4)

As shorthand for the coordinates the field can be expressed with respect to various bivector
basis sets in tensor form

Fµν = F · γνµ F = (1/2)Fµνγµν

Fµν = F · γνµ F = (1/2)Fµνγ
µν

Fµ
ν = F · γνµ F = (1/2)Fµ

νγµν

Fµ
ν = F · γνµ F = (1/2)Fµ

νγµ
ν

127



128 direct variation of maxwell equations

In particular, we can extract the electric field components by dotting with a spacetime mix of
indices

Fi0 = Ekγk0 · γ
0i = Ei = −Fi0

and the magnetic field components by dotting with the bivectors having a pure spatial mix of
indices

Fi j = −cεab
kBkγab · γ

ji = −cεi j
kBk = Fi j

It is customary to summarize these tensors in matrix form

Fµν =


0 −E1 −E2 −E3

E1 0 −cB3 cB2

E2 cB3 0 −cB1

E3 −cB2 cB1 0


(15.5)

Fµν =


0 E1 E2 E3

−E1 0 −cB3 cB2

−E2 cB3 0 −cB1

−E3 −cB2 cB1 0


. (15.6)

Neither of these matrices will be needed explicitly, but are included for comparison since
there is some variation in the sign conventions and units used for the field tensor.

15.1.2 Maxwell’s equation in tensor form

Taking vector and trivector parts of Maxwell’s equation eq. (15.1), and writing in terms of
coordinates produces two equations respectively

∂µFµα = Jα/cε0 (15.7)

εαβσµ∂αFβσ = 0. (15.8)

The aim here to show that these can be derived from an appropriate Lagrangian density.
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15.1.2.1 Potential form

With the assumption that the field can be expressed in terms of the curl of a potential vector

F = ∇∧ A (15.9)

the tensor expression of the field becomes

Fµν = F · (γν ∧ γµ) = ∂µAν − ∂νAµ (15.10)

Fµν = F · (γν ∧ γµ) = ∂µAν − ∂νAµ (15.11)

Fµ
ν = F · (γν ∧ γµ) = ∂µAν − ∂νAµ (15.12)

Fµ
ν = F · (γν ∧ γµ) = ∂µAν − ∂νAµ (15.13)

These field bivector coordinates will be used in the Lagrangian calculations.

15.2 field square

Our Lagrangian will be formed from the scalar part (will the pseudoscalar part of the field also
play a part?) of the squared bivector

F2 = (E + IcB)(E + IcB)

= E2 − c2B2 + c (IBE + EIB)
= E2 − c2B2 + cI (BE + EB)
= E2 − c2B2 + 2cIE ·B

(15.14)

15.2.1 Scalar part

One can also show that the following are all identical representations.

1
2

FµνFµν = −
〈
F2

〉
= c2B2 −E2 (15.15)

In particular, we will use the tensor form with the field defined in terms of the vector potential
of eq. (15.9).

Expanding in coordinates this squared curl we have

(∇∧ A)(∇∧ A) = (γµν∂µAν)(γαβ∂αAβ) (15.16)
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Implied here is that µ , ν and α , β. Given that expansion of the scalar and pseudoscalar
parts of this quantity we have

〈
(∇∧ A)2

〉
= (γµν) · (γαβ)∂µAν∂αAβ

=
(
δ
µ
βδ
ν
α − δ

ν
βδ
µ
α

)
∂µAν∂αAβ

= ∂µAν∂νAµ − ∂µAν∂µAν

= −∂µAν (∂µAν − ∂νAµ)

(15.17)

That is〈
(∇∧ A)2

〉
= −∂µAνFµν = −

1
2

FµνFµν. (15.18)

We will work first with the Lagrangian field density in the following form

L = −
κ

2

〈
F2

〉
+ J · A

=
κ

2
∂µAν(∂µAν − ∂νAµ) + JαAα

(15.19)

15.2.2 Pseudoscalar part

For the pseudoscalar parts of the product we have〈
(∇∧ A)2

〉
4

= (∇∧ A)∧ (∇∧ A)

= (γµν)∧ (γαβ)∂µAν∂αAβ
(15.20)

That is

〈
(∇∧ A)2

〉
4

= εµναβI∂µAν∂αAβ (15.21)

15.3 variational background

Trying to blindly plug into the proper time variation of the Euler-Lagrange equations that can
be used to derive the Lorentz force law from a A · v based Lagrangian

∂L

∂xµ
=

d
dτ

∂L

∂ẋµ
(15.22)
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did not really come close to producing Maxwell’s equations from the Lagrangian in eq. (15.19).
Whatever the equivalent of the Euler-Lagrange equations is for an energy density Lagrangian
they are not what is in eq. (15.22).

However, what did work was Feynman’s way, [4], from the second volume of the Lectures
(the “entertainment” chapter on Principle of Least Action). which uses some slightly ad-hoc
seeming variational techniques directly. To demonstrate the technique some simple examples
will be calculated to get the feel for the method. After this we move on to the more complex
case of trying with the electrodynamic Lagrange density of eq. (15.19).

15.3.1 One dimensional purely kinetic Lagrangian

Here is pretty much the simplest case, and illustrates the technique well.
Suppose we have an action associated with a kinetic Lagrangian density (1/2)mv2

S =

∫ b

a

m
2

(
dx
dt

)2

dt (15.23)

where x = x(t) is the undetermined function to solve for. Feynman’s technique is similar to
[5] way of deriving the Euler Lagrange equations, but instead of writing

x(t, ε) = x(t, 0) + εn(t)

and taking derivatives under the integral sign with respect to ε, instead he just writes

x = x + n (15.24)

In either case, the function n = n(t) is zero at the boundaries of the integration region, and is
allowed to take any value in between.

Substitution of eq. (15.24) into eq. (15.23) we have

S =

∫ b

a

m
2

(
dx
dt

)2

dt + 2
∫ b

a

m
2

dx
dt

dn
dt

dt +

∫ b

a

m
2

(
dn
dt

)2

dt (15.25)
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The last term being quadratic and presumed small is just dropped. The first term is strictly
positive and does not vary with n in any way. The middle term, just as in Goldstein is integrated
by parts

∫ b

a

dx
dt

dn
dt

f g′

dt =
dx
dt

n
∣∣∣∣∣b
a

f g

−

∫ b

a

d2x
dt2 n

f ′g

dt.
(15.26)

Since n(a) = n(b) = 0 the first term is zero. For the remainder to be independent of path (ie:
independent of n) the x′′ term is set to zero. That is

d2x
dt2 = 0.

As the solution to the extreme value problem. This is nothing but the equation for a straight
line, which is what we expect if there are no external forces

x − x0 = v(t − t0).

15.3.2 Electrostatic potential Lagrangian

Next is to apply the same idea to the field Lagrangian for electrostatics. The Lagrangian is
assumed to be of the following form

L = κ(∇φ)2 + ρφ

Let us see if we can recover the electrostatics equation from this with an action of

S =

∫
Ω
Ldxdy (15.27)

Doing this for the simpler case of one dimension would not be too much different from the
previous kinetic calculation, and doing this in two dimensions is enough to see how to apply
this to the four dimensional case for the general electrodynamic case.

As above we assume that the general varied potential be written in terms of unknown function
for which the action takes its extreme value, plus any other unspecified function

φ = φ + n (15.28)
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The function n is required to be zero on the boundary of the area Ω. One can likely assume
any sort of area, but for this calculation the area will be assumed to be both type I and type II
(in the lingo of Salus and Hille).

FIXME: picture here to explain. Want to describe an open area like a ellipse, or rectangle
where bounding functions on the top/bottom, or left/right and a fixed interval in the other direc-
tion.

Substituting the assumed form of the solution from eq. (15.28) into the action integral eq. (15.27)
one has

S =

∫
Ω

dA
(
κ(∇φ)

2
+ ρφ

)
+

∫
Ω

dA
(
2κ(∇φ) ·∇n + ρn

)
+ κ

∫
Ω

dA(∇n)2

Again the idea here is to neglect the last integral, ignore the first integral which is fixed, and
use integration by parts to eliminate derivatives of n in the middle integral. The portion of that
integral to focus on is

2κ
∑∫

Ω
dx1dx2

∂φ

∂xi

∂n
∂xi

,

but how do we do integration by parts on such a beast? We have partial derivatives and
multiple integration to deal with. Consider just one part of this sum, also ignoring the scale
factor, and write it as a definite integral

∫
Ω

dx1dx2
∂φ

∂x1

∂n
∂x1

=

∫ x1=b

x1=a
dx1

∫ x2=θ2(x1)

x2=θ1(x1)
dx2

∂φ(x1, x2)
∂x2

∂n(x1, x2)
∂x2

(15.29)

In the inner integral x1 can be considered constant, and one can consider n(x1, x2) to be a set
function of just x2, say

mx1(x2) = n(x1, x2)

Then dm/dx2 is our partial of n

dmx1(x2)
dx2

=
∂n(x1, x2)

∂x2

and we can apply integration by parts∫
Ω

dx1dx2
∂φ

∂x1

∂n
∂x1

=

∫ x1=b

x1=a
dx1

∂φ(x1, x2)
∂x2

n(x1, x2)

∣∣∣∣∣∣
x2=θ2(x1)

x2=θ1(x1)

−

∫ x1=b

x1=a
dx1

∫ x2=θ2(x1)

x2=θ1(x1)
dx2

d
dx2

∂φ(x1, x2)
∂x2

n(x1, x2)

(15.30)
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In the remaining single integral we have n(x1, θ1(x1)), and n(x1, θ2(x1)) but these are both
points on the boundary, so by the definition of n these are zero (Feynman takes the region as all
space and has n = 0 at infinity).

In the remaining term, the derivative d
dx2

∂φ(x1,x2)
∂x2

is taken with x1 fixed so is just a second
partial. Doing in the same integration by parts for the other part of the sum and reassembling
results we have

S =

∫
Ω

dA
(
κ(∇φ)

2
+ ρφ

)
+

∫
Ω

dA
(
−2κ

∂2φ

∂x1
2 − 2κ

∂2φ

∂x2
2 + ρ

)
n + κ

∫
Ω

dA(∇n)2 (15.31)

As before we set this inner term to zero so that it holds for any n, and recover the field
equation as

∇
2φ = ρ/2κ.

provided we set the constant κ = −ε0/2. This also fixes the unknown constant in the associ-
ated Lagrangian density and action

S =

∫
Ω

(
−
ε0

2
(∇φ)2 + ρφ

)
dΩ. (15.32)

It is also clear that the arguments above would also hold for the three dimensional case
φ = φ(x, y, z).

15.4 lagrangian generation of the vector part of maxwell’s equation

We want to do the same for the general electrodynamic Lagrangian density (where κ is still
undetermined)

L =
κ

2
∂µAν(∂µAν − ∂νAµ) + JαAα (15.33)

Using the same trick we introduce the desired solution and an variational function for each
Aµ

Aµ = Aµ + nµ
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2/κ(L− Jα(Aα + nα)) = ∂µ(Aν + nν)(∂µ(Aν + nν) − ∂ν(Aµ + nµ))

= ∂µAν(∂µAν − ∂νAµ) + ∂µnν(∂µnν − ∂νnµ)

+ ∂µAν(∂µnν − ∂νnµ) + ∂µnν(∂µAν − ∂νAµ)

(15.34)

The idea again is the same. Treat the first term as fixed (it is the solution that takes the
extreme value), neglect the quadratic term that follows, and use integration by parts to remove
any remaining nµ derivatives. Those derivative terms multiplied out are

∂µAν∂µnν − ∂µAν∂νnµ + ∂µnν∂µAν − ∂µnν∂νAµ

= ∂µAν∂µnν − ∂µAν∂νnµ + ∂µnν∂µAν − ∂µnν∂νAµ

= 2∂µAν∂µnν − ∂µAν∂νnµ − ∂νnµ∂µAν

= 2∂µAν∂µnν − 2∂νAµ∂µnν

= 2
(
∂µAν − ∂νAµ

)
∂µnν

= 2
(
∂µAν − ∂νAµ

)
∂µnν

= 2FA
µν∂µnν

(15.35)

Collecting all the non-fixed and non-quadratic nµ terms of the action we have

δS =

∫
d4xκFA

µν∂µnν + Jαnα

=

∫
d3xµ x̂µκFA

µνnν
∣∣∣
∂µ

+

∫
d4x

(
−κ∂µFA

µν + Jν
)

nν
(15.36)

Where d3xµ x̂µ = dxαdxβdxγ, for{α, β, γ} , µ denotes the remaining three volume differential
element remaining after integration by dxµ. The expression ∂µ denotes the boundary of this first
integration, and since we have n = 0 on this boundary this first integral equals zero.

Finally, setting the interior term equal to zero for an extreme value independent of nν we have

∂µFA
µν =

1
κ

Jν

This fixes κ = cε0, and completes half of the recovery of Maxwell’s equation from a La-
grangian

L = −
cε0

2

〈
(∇∧ A)2

〉
+ J · A (15.37)
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15.5 lagrangian generation of the trivector (dual) part of maxwell’s equation

Next it will be shown that the remaining half eq. (15.8) of Maxwell’s equation in tensor form
can be calculated from the pseudoscalar part of the field square eq. (15.21) when used as a
Lagrangian density.

L = −
κI
2

〈
F2

〉
4

= −κcIE ·B

= −
κI
2
εµναβ∂

µAν∂αAβ

(15.38)

I think that it will be natural as a follow on to retain the complex nature of the field square
later and work with an entirely complex Lagrangian, but for now the −κI/2 coefficient can be
dropped since it will not change the overall result. Where it is useful is that the factor of I
implicitly balances the upper and lower indices used, so a complete index lowering will also
not change the result (ie: the pseudoscalar is then correspondingly expressed in terms of index
upper basis vectors).

As before we write our varied field in terms of the optimal solution, and the variational part

Aµ = Aµ + nµ

and substitute into the Lagrangian

L = LA +Ln + εµναβ
(
∂µAν∂αnβ + ∂µnν∂αAβ

)
It is this last term that yields the variation part of our action

δS = εµναβ

∫
d4x

(
∂µAν∂αnβ + ∂µnν∂αAβ

)
= εµναβ

∫
d4x∂µAν∂αnβ + εαβµν

∫
d4x∂αnβ∂µAν

= 2εµναβ

∫
d4x∂µAν∂αnβ

(15.39)

and we do the integration by parts on this

δS = −2εµναβ

∫
d4x∂α

(
∂µAν

)
nβ

= 2
∫

d4x
(
εµναβ∂α

(
∂µAν

))
nβ

(15.40)
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We are close to recovering the trivector part of Maxwell’s equation from this. Equating the
kernel to zero, so that it applies for all variations in n we have

εµναβ∂α
(
∂µAν

)
= 0

Since we can add zero to zero and not change the result, we can write

0 = εµναβ∂α
(
∂µAν

)
+ ενµαβ∂α

(
∂νAµ

)
= εµναβ∂α

(
∂µAν − ∂νAµ

) (15.41)

That completes the result and this extremal solution recovers the trivector part of Maxwell’s
equation in its standard tensor form

εµναβ∂αFµν = 0 (15.42)

15.6 complex lagrangian used to generate the complete maxwell equation

Working with the Lagrangian in a complex form, avoiding any split into scalar and pseudoscalar
parts, may be a more natural approach. Lets try this, forming the complex Lagrangian density

L = κ(∇∧ A)2 + J · A

= κ(γµν)(γαβ)∂µAν∂αAβ + JσAσ
(15.43)

With the same split into solution and variational parts

Aµ = Aµ + nµ,

and writing Lu = κ(∇∧ u)2, we can split this into three parts

L = LA + JσAσ +Ln + δL

where

δL = κ(γµν)(γαβ)∂µAν∂αnβ + κ(γµν)(γαβ)∂µnν∂αAβ + Jσnσ
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It is important to note that all of the squared field Lagrangian terms

LA = LA +Ln + δL = κ(∇∧ A)2, (15.44)

has only grade zero and grade four parts. In particular sinceLA,LA, andLn all have no grade
two term, then δL also has no grade two term. This observation will be needed later to drop
grade two terms when it is not so obvious that they are necessarily zero algebraically.

Forming the action S =
∫

d4xL, and integrating the δL contribution by parts we have

δS =

∫
d4x

(
−κ(γµν)(γαβ)nβ∂α∂µAν + −κ(γµν)(γαβ)nν∂µ∂αAβ + Jσnσ

)
=

∫
d4xnσ

(
−κ∂α∂µAν ((γµν)(γασ) + (γασ)(γµν)) + Jσ

) (15.45)

Setting the kernel of this to zero

Jσ/κ = ∂α∂µAν ((γµν)(γασ) + (γασ)(γµν)) (15.46)

Since the integration by parts cannot have changed the grade, the observation made with
eq. (15.44) can be used to write this last symmetric bivector product as a single product.

Temporarily writing U = γασ, and V = γµν we have

UV + VU = 2(U · V + U ∧ V)

= 2(UV − 〈UV〉2)

= 2UV

(15.47)

With multiplication by γσ and summing we are almost there

J/κ = 2∂α∂µAνγσγασγµν

= −2∂α∂µAνγσγσαγµν

= −2∂α∂µAνγαγµν

= −2∇∂µAνγµν

= ∇
(
∂νAµ − ∂µAν

)
γµν

= −∇Fµνγ
µν

= −2∇F

(15.48)
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With κ = −cε0/2 we have derived Maxwell’s equation eq. (15.1) from a Lagrangian density
without having to reassemble it from the tensor eq. (15.7) for the vector part, and the associated
dual tensor eq. (15.8) for the trivector part.

It also shows that the choice to work directly with a complex valued Lagrangian,

L = −
cε0

2
(∇∧ A)2 + J · A (15.49)

leads directly to Maxwell’s equation in its Geometric Algebra formulation, as detailed in [3].

15.7 summary

With just two Lagrangian’s and their associated action integrals

L = −
cε0

2
(∇∧ A)2 + J · A (15.50)

L =
1
2

mv2 + qA · v/c (15.51)

we have a good chunk of non-quantum electrodynamics described in a couple energy min-
imization relationships. A derivation, albeit a primitive one based somewhat on intuition, of
eq. (15.51) can be found in 13.

The solution of the action problem for these give us our field equation and Lorentz force law
respectively.

∇F = J/ε0c

dp
dτ

= qF · v/c

Now, to figure out everything else based on these still takes a lot of work, but it is nice to
logically reduce things to the minimal set of fundamental relationships!

Positive time metric signature is implied in the above Lorentz Lagrangian. A more careful
followup treatment of this Lagrangian with respect to signature can be found in 16.





16
R E V I S I T L O R E N T Z F O R C E F RO M L AG R A N G I A N

16.1 motivation

In 13 a derivation of the Lorentz force in covariant form was performed. Intuition says that
result, because of the squared proper velocity, was dependent on the positive time Minkowski
signature. With many GR references using the opposite signature, it seems worthwhile to under-
stand what results are signature dependent and put them in a signature invariant form.

Here the result will be rederived without assuming this signature.
Assume a Lagrangian of the following form

L =
1
2

mv2 + κA · v (16.1)

where v is the proper velocity. Here A(xµ, ẋν) = A(xµ) is a position but not velocity dependent
four vector potential. The constant κ includes the charge of the test mass, and will be determined
exactly in due course.

16.2 equations of motion

As observed in 14 the Euler-Lagrange equations can be summarized in four-vector form as

∇L =
d
dτ

(∇vL). (16.2)
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To compute this, some intermediate calculations are helpful

∇v2 = 0

∇(A · v) = ∇Aµ ẋµ

= γν ẋµ∂νAµ
1
2
∇vv2 =

1
2
∇v(γµ)2(ẋµ)2

= γν(γµ)2∂ẋν ẋµ

= γµ(γµ)2 ẋµ

= γµ ẋµ

= v

∇v(A · v) = γν∂ẋνAµ ẋµ

= γνAµδµν
= γµAµ
= A

d
dτ

= ẋµ∂µ

(16.3)

Putting all this back together

∇L =
d
dτ

(∇vL)

κγν ẋµ∂νAµ =
d
dτ

(mv + κA)

=⇒

ṗ = κ (γν ẋµ∂νAµ − ẋν∂νγµAµ)

= κ∂νAµ (γν ẋµ − ẋνγµ)

(16.4)

We know this will be related to F · v, where F = ∇∧ A. Expanding that for comparison

F · v = (∇∧ A) · v

= (γµ ∧ γν) · γα ẋα∂µAν
= (γµδνα − γ

νδµα) ẋα∂µAν
= γµ ẋν∂µAν − γν ẋµ∂µAν
= ∂νAµ (γν ẋµ − γµ ẋν)

(16.5)
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With the insertion of the κ factor this is an exact match, but working backwards to demon-
strate that would have been harder. The equation of motion associated with the Lagrangian of
eq. (16.1) is thus

ṗ = κF · v. (16.6)

16.3 correspondence with classical form

A reasonable approach to fix the constant κ is to put this into correspondence with the classical
vector form of the Lorentz force equation.

Introduce a rest observer, with worldline x = cte0. Computation of the spatial parts of the
four vector force eq. (16.6) for this rest observer requires taking the wedge product with the
observer velocity v = cγe0. For clarity, for the observer frame we use a different set of basis
vectors {eµ}, to point out that γ0 of the derivation above does not have to equal e0. Since the
end result of the Lagrangian calculation ended up being coordinate and signature free, this is
perhaps superfluous.

First calculate the field velocity product in terms of electric and magnetic components. In this
new frame of reference write the proper velocity of the charged particle as v = eµ ḟ µ

F · v = (E + IcB) · v

= (Eiei0 − εi jkcBkei j) · eµ ḟ µ

= Ei ḟ 0ei0 · e0 + Ei ḟ jei0 · e j − εi jkcBk ḟ mei j · em

(16.7)

Omitting the scale factor γ = dt/dτ for now, application of a wedge with e0 operation to both
sides of eq. (16.6) will suffice to determine this observer dependent expression of the force.

(F · v)∧ e0 =
(
Ei ḟ 0(ei0 · e0) + Ei ḟ j(ei0 · e j) − εi jkcBk ḟ mei j · em

)
∧ e0

= Ei ḟ 0ei0(e0)2 − εi jkcBk ḟ m(ei)2(eiδ jm − e jδim)∧ e0

= (e0)2
(
Ei ḟ 0ei0 + εi jkcBk

(
ḟ jei0 − ḟ ie j0

)) (16.8)

This wedge application has discarded the timelike components of the force equation with
respect to this observer rest frame. Introduce the basis {σi = ei ∧ e0} for this observers’ Eu-
clidean space. These spacetime bivectors square to unity, and thus behave in every respect like
Euclidean space vector basis vectors. Writing E = Eiσi, B = Biσi, and v = σidxi/dt we have

(F · v)∧ e0 = (e0)2c
dt
dτ

(
E + εi jkBk

(
d f j

dt
σi −

d f i

dt
σ j

))
(16.9)
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This inner antisymmetric sum is just the cross product. This can be observed by expanding
the determinant

a × b =

∣∣∣∣∣∣∣∣∣∣∣
σ1 σ2 σ3

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣∣∣∣
= σ1(a2b3 − a3b2) +σ2(a3b1 − a1b3) +σ3(a1b2 − a2b1)

= σia jbk

(16.10)

This leaves

κ(F · v)∧ e0 = κ(e0)2c
dt
dτ

(E + v ×B) (16.11)

Next expand the left hand side acceleration term in coordinates, and wedge with e0

ṗ∧ e0 =

(
eµ

dm ḟ µ

dt
dt
dτ

)
∧ e0

= ei0
dm ḟ i

dt
dt
dτ
.

(16.12)

Equating with eq. (16.11), with cancellation of the γ = dt/dτ factors, leaves the traditional
Lorentz force law in observer dependent form

d
dt

(mγv) = κ(e0)2c (E + v ×B) (16.13)

This supplies the undetermined constant factor from the Lagrangian κ(e0)2c = q. A summary
statement of the results is as follows

L =
1
2

mv2 + q(e0)2A · (v/c)

ṗ = (e0)2qF · (v/c)

p = q(E + v ×B)

(16.14)

For (e0)2 = 1, we have the proper Lorentz force equation as found in [3], which also uses
the positive time signature. In that text the equation was obtained using some subtle relativistic
symmetry arguments not especially easy to follow.
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16.4 general potential

Having written this, it would be more natural to couple the signature dependency into the veloc-
ity term of the Lagrangian since that squared velocity was the signature dependent term to start
with

L =
1
2

mv2(e0)2 + qA · (v/c) (16.15)

Although this does not change the equations of motion we can keep that signature factor with
the velocity term. Consider a general potential as an example

L =
1
2

mv2(γ0)2 + φ

∇L =
d
dτ

(∇vL)

d
dτ

(mv(γ0)2) = ∇φ −
d
dτ

(∇vφ)

(16.16)
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D E R I VAT I O N O F E U L E R - L AG R A N G E F I E L D E Q UAT I O N S

17.1 motivation

In 15 Maxwell’s equations were derived from a Lagrangian action in tensor and STA forms. This
was done with Feynman’s [4] simple, but somewhat non-rigorous, direct variational technique.

An alternate approach is to use a field form of the Euler-Lagrange equations as done in the
wikipedia article [30]. I had trouble understanding that derivation, probably because I did not
understand the notation, nor what the source of that equation.

Here Feynman’s approach will be used to derive the field versions of the Euler-Lagrange
equations, which clarifies the notation. As a verification of the correctness these will be applied
to derive Maxwell’s equation.

17.2 deriving the field lagrangian equations

That essence of Feynman’s method from his “Principle of Least Action” entertainment chapter
of the Lectures is to do a first order linear expansion of the function, ignore all the higher order
terms, then do the integration by parts for the remainder.

Looking at the Maxwell field Lagrangian and action for motivation,

L = (∂µAν − ∂νAµ) (∂µAν − ∂νAµ) + κJσAσ

S =

∫
d4xL

(17.1)

where the potential functions Aµ (or their index lowered variants) are to be determined by
extreme values of the action variation. Note the use of the shorthand ∂µ ≡ ∂

∂xµ .
We want to consider general Lagrangians of this form. Write

L = L(Aµ, ∂νAσ) = L(A0, A1, · · · , ∂0A0, ∂1A0, · · ·) (17.2)
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17.2.1 First order Taylor expansion of a multi variable function

Given an abstractly specified function like this, with indices and partials flying around, how to
do a first order Taylor series expansion may not be obvious, especially since the variables are
all undetermined functions!

Consideration of a simple case guides the way. Assume that a two variable function can be
expressed as a polynomial of some order

f (x, y) = ai jxiy j (17.3)

Evaluation of this function or its partials at (x, y) = (0, 0) supply the constants ai j. Simplest
is the lowest order constant

f (0, 0) = a00 (17.4)

∂x f = iai jxi−1y j

∂y f = jai jxiy j−1

∂xx f = i(i − 1)ai jxi−2y j

∂yy f = j( j − 1)ai jxiy j−2

∂xy f = i jai jxi−1y j−1

. . .

=⇒

a10 = (∂x f ) |0
a01 = (∂y f ) |0

a20 =
1
2!

(∂xx f ) |0

a02 =
1
2!

(∂yy f ) |0

a11 = (∂xy f ) |0= (∂yx f ) |0
. . .

(17.5)
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Or

f (x, y) = f |0+x (∂x f ) |0+y (∂y f ) |0

+
1
2

(
x2 (∂xx f ) |0+xy (∂xy f ) |0+yx (∂yx f ) |0+y2 (∂yy f ) |0

)
+

∑
(i+ j)>2

ai jxiy j

(17.6)

17.2.2 First order expansion of the Lagrangian function

It is not hard to see that the same thing can be done for higher degree functions too, although
enumerating the higher order terms will get messier, however for the purposes of this variational
exercise the assumption is that only the first order differential terms are significant.

How to do the first order Taylor expansion of a multivariable function has been established.
Next write Aµ = Aµ + nµ, where the Aµ functions are the desired solutions and each of nµ van-
ishes on the boundaries of the integration region. Expansion of L around the desired solutions
one has

L(Aµ + nµ, ∂ν(Aσ + nσ)) = L(Aµ, ∂νAσ)

+
(
Aµ + nµ

) ( ∂L
∂Aµ

)∣∣∣∣∣∣
Aµ=Aµ

+ (∂νAσ + ∂νnσ)
(

∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ

+
∑

i+ j>2

(
Aµ + nµ

)i (
∂νAσ + ∂νnσ

) j
(· · ·)

higher order derivatives

(17.7)

17.2.3 Example for clarification

Here we see the first use of the peculiar looking partials from the wikipedia article

∂L

∂(∂νAσ)
. (17.8)
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Initially looking at that I could not fathom what it meant, but it is just what it says, differenti-
ation with respect to a variable ∂νAσ. As an example, for

L = uA0 + vA1 + a∂1A0 + b∂0A1

= uA0 + vA1 + a
∂A0

∂x1 + b
∂A1

∂x0

(17.9)

where u,v,a, and b are constants. Then an corresponding example of such a partial term is

∂L

∂(∂1A0)
= a. (17.10)

17.2.4 Calculation of the action for the general field Lagrangian

S =

∫
d4xL

=

∫
d4xL(Aµ, ∂νAσ)

+

∫
d4x

(
Aµ + nµ

) ( ∂L
∂Aµ

)∣∣∣∣∣∣
Aµ=Aµ

+

∫
d4x

(
∂νAσ + ∂νnσ

) ( ∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ

+

∫
d4x(· · · neglected higher order terms · · ·)

(17.11)

Grouping this into parts associated with the assumed variational solution, and the varied parts
we have

S =

∫
d4x

L(Aµ, ∂νAσ) + Aµ
(
∂L

∂Aµ

)∣∣∣∣∣∣
Aµ=Aµ

+ ∂νAσ
(

∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ


+

∫
d4x

nµ (
∂L

∂Aµ

)∣∣∣∣∣∣
Aµ=Aµ

+ ∂νnσ
(

∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ


+ · · ·

(17.12)

None of the terms in the first integral are of interest since they are fixed. The second term of
the remaining integral is the one to integrate by parts. For short, let

u =

(
∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAµ=∂νAµ

(17.13)
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then this integral is∫
d3xdxν

∂nσ

∂xν
u =

∫
d3x (nσu)

∣∣∣
∂xν −

∫
d4xnσ

∂

∂xν
u (17.14)

Here ∂xν denotes the boundary of the integration. Because nσ was by definition zero on all
boundaries of the integral region this first integral is zero. Denoting the non-variational parts of
the action integral by δS , we have

δS =

∫
d4x

nµ (
∂L

∂Aµ

)∣∣∣∣∣∣
Aµ=Aµ

− nσ
∂

∂xν

(
∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ


=

∫
d4xnσ

( ∂L∂Aσ

)∣∣∣∣∣∣
Aσ=Aσ

−
∂

∂xν

(
∂L

∂(∂νAσ)

)∣∣∣∣∣∣
∂νAσ=∂νAσ

 (17.15)

Now, for δS = 0 for all possible variations nσ from the optimal solution Aσ, then the inner
expression must also be zero for all σ. Specifically

∂L

∂Aσ
=

∂

∂xν
∂L

∂(∂νAσ)
. (17.16)

Feynman’s direct approach does not require too much to understand, and one can intuit
through it fairly easily. Contrast to [5] where the same result appears to be derived in Chap-
ter 13. That approach requires the use and familiarity with a functional derivative

δL

δAσ
=

∂L

∂Aσ
−

d
dxν

∂L

∂(∂νAσ)
(17.17)

which must be defined and explained somewhere earlier in the book in one of the chapters
that I skimmed over to get to the interesting “Continuous Systems and Fields” content at the
end of the book.

FIXME: I am also not clear why Goldstein would have a complete derivative d/dxν here
instead of ∂ν = ∂/∂xν. A more thoroughly worked simple example of the integration by parts
in two variables can be found in the plane solution of an electrostatics Lagrangian in 15. Based
on the arguments there I think that it has to be a partial derivative. The partial also happens to
be consistent with both the wikipedia article [30], and the Maxwell’s derivation below.
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17.3 verifying the equations

17.3.1 Maxwell’s equation derivation from action

For Maxwell’s equation, our Lagrangian density takes the following complex valued form

L = −
ε0c
2

(∇∧ A)2
+ J · A (17.18)

In coordinates, writing γαβ = γα ∧ γβ, and for convenience κ = −ε0c/2 this is

L = κ (γµν)
(
γαβ

)
∂µAν∂αAβ + JσAσ (17.19)

Some intermediate calculations to start
∂L

∂Aσ
= Jσ (17.20)

For the differentiation with respect to partials it is helpful to introduce a complete switch of
indices in eq. (17.18) to avoid confusing things with the ν, and σ indices in our partial.

∂L

∂(∂νAσ)
= κ

∂L

∂(∂νAσ)

((
γMN

) (
γBC

)
∂MAN∂BAC

)
(17.21)

This makes it clearer that the differentiation really just requires evaluation of the product
chain rule ( f g)′ = f ′g + f g′

∂L

∂(∂νAσ)
= κ

(
(γνσ)

(
γαβ

)
∂αAβ +

(
γαβ

)
(γνσ) ∂αAβ

)
= κ∂αAβ

(
(γνσ)

(
γαβ

)
+

(
γαβ

)
(γνσ)

)
.

(17.22)

Reassembling results the complete field equations are described by the set of relations

Jσ = −
1
2
ε0c∂ν∂αAβ

(
(γνσ)

(
γαβ

)
+

(
γαβ

)
(γνσ)

)
. (17.23)

Multiplying this by γσ on both sides and summing produces the current density J = γσJσ on
the LHS

J
ε0c

= −
1
2
∂ν∂αAβγσ

(
(γνσ)

(
γαβ

)
+

(
γαβ

)
(γνσ)

)
=

1
2
∂ν∂αAβγσ

(
(γσν)

(
γαβ

)
+

(
γαβ

)
(γσν)

)
=⇒

(17.24)
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J
ε0c

=
1
2
∂ν∂αAβ

(
γν

(
γαβ

)
+ γσ

(
γαβ

)
(γσν)

)
(17.25)

It appears that there is a cancellation of σ terms possible in that last term above too. Alge-
braically for vectors a, b, and bivector B where a · b = 0, a reduction of the algebraic product is
required

1
a

Bba (17.26)

Attempting this reduction to cleanly cancel the a terms goes nowhere fast. The trouble is that
there is a dependence between B and the vectors, and exploiting that dependence is required to
cleanly obtain the desires result.

Step back and observe that the original Lagrangian of eq. (17.18), had only have scalar and
pseudoscalar grades from the bivector square, plus a pure scalar grade part

L = 〈L〉0+4 (17.27)

This implies that there is an dependency in the indices of the bivector pairs of the Lagrangian
in coordinate form eq. (17.19). Since scalar differentiation will not change the grades, the pairs
of indices in the symmetric product above in eq. (17.25) are also not all free. In particular, either
{ν, σ} ∈ {α, β}, or these indices are all distinct, since two but only two of these indices equal
would mean there is a bivector grade in the sum.

The end of a long story is that the bivector product

(
γαβ

)
(γσν) = (γσν)

(
γαβ

)
(17.28)

can be commuted, which leaves

J
ε0c

= ∂ν∂αAβγν
(
γαβ

)
= γν∂ν∂αAβ

(
γαβ

)
= ∇∂αAβ

(
γαβ

)
=

1
2
∇ (∂αAβ − ∂βAα)

(
γαβ

)
=

1
2
∇Fαβ

(
γαβ

)
(17.29)
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This is Maxwell’s equation in its full glory

∇F =
J
ε0c

. (17.30)

[3] contains additional treatment, albeit a dense one, of this form of Maxwell’s equation.

17.3.2 Electrodynamic Potential Wave Equation

17.3.3 Schrödinger’s equation

Problem 11.3 in [5] is to take the Lagrangian

L =
h̄2

2m
∇ψ ·∇ψ∗ + Vψψ∗ +

h̄
2i

(ψ∗∂tψ − ψ∂tψ
∗)

=
h̄2

2m
∂kψ∂kψ

∗ + Vψψ∗ +
h̄
2i

(ψ∗∂tψ − ψ∂tψ
∗)

(17.31)

treating ψ, and ψ∗ as separate fields and show that Schrödinger’s equation and its conjugate
follows. (note: I have added a 1/2 fact in the commutator term that was not in the Goldstein
problem. Believe that to have been a typo in the original (first edition)).

We have

∂L

∂ψ∗
= Vψ +

h̄
2i
∂tψ (17.32)

and canonical momenta

∂L

∂(∂mψ∗)
=

h̄2

2m
∂mψ

∂L

∂(∂tψ∗)
= −

h̄
2i
ψ

(17.33)

∂L

∂ψ∗
=

∑
m

∂m
∂L

∂(∂mψ∗)
+ ∂t

∂L

∂(∂tψ∗)

Vψ +
h̄
2i
∂tψ =

h̄2

2m

∑
m

∂mmψ −
h̄
2i
∂ψ

∂t

(17.34)

which is the desired result

−
h̄2

2m
∇

2ψ + Vψ = h̄i
∂ψ

∂t
(17.35)
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The conjugate result

−
h̄2

2m
∇

2ψ∗ + Vψ∗ = − h̄i
∂ψ∗

∂t
(17.36)

follows by inspection since all terms except the time partial are symmetric in ψ and ψ∗. The
time partial has a negation in sign from the commutator of the Lagrangian.

FIXME: Goldstein also wanted the Hamiltonian, but I do not know what that is yet. Got to
go read the earlier parts of the book!

17.3.4 Relativistic Schrödinger’s equation

The wiki article on Noether’s theorem lists the relativistic quantum Lagrangian in the form

L = −ηµν∂µψ∂νψ
∗ +

m2c2

h̄2 ψψ∗ (17.37)

That article uses h̄ = c = 1, and appears to use a − + ++ metric, both of which are adjusted
for here.

Calculating the derivatives

∂L

∂ψ∗
=

m2c2

h̄2 ψ (17.38)

∂µ
∂L

∂(∂µψ∗)
= −∂µ

(
ηαβ∂αψ

∂

∂(∂µψ∗)
∂βψ

∗

)
= −∂µ (η

αµ∂αψ)

= −∂µ∂
µψ

(17.39)

So we have

∂µ∂
µψ =

−m2c2

h̄2 ψ (17.40)

With the metric dependency made explicit this is(
∇

2 −
1
c2

∂2

(∂t)2

)
ψ =

m2c2

h̄2 ψ (17.41)

Much different looking than the classical time dependent Schrödinger’s equation in eq. (17.36).
[24] has a nice discussion about this equation and its relation to the non-relativistic Schrödinger’s
equation.

http://en.wikipedia.org/wiki/Noether%27s_theorem




18
T E N S O R D E R I VAT I O N O F C OVA R I A N T L O R E N T Z F O R C E F RO M
L AG R A N G I A N

18.1 motivation

In 16, and before that in 13 Clifford algebra derivations of the STA form of the covariant Lorentz
force equation were derived. As an exercise in tensor manipulation try the equivalent calculation
using only tensor manipulation.

18.2 calculation

The starting point will be an assumed Lagrangian of the following form

L =
1
2

v2 + (q/m)A · v/c

=
1
2

ẋα ẋα + (q/mc)Aβ ẋβ
(18.1)

Here v is the proper (four)velocity, and A is the four potential. And following [3], we use a
positive time signature for the metric tensor (+ − −−).

∂L

∂xµ
= (q/mc)

∂Aβ
∂xµ

ẋβ (18.2)

∂L

∂ẋµ
=

∂

∂ẋµ

(
1
2

gαβ ẋβ ẋα
)

+ (q/mc)
∂(Aα ẋα)
∂ẋµ

=
1
2

(
gαµ ẋα + gµβ ẋβ

)
+ (q/mc)Aµ

= ẋµ + (q/mc)Aµ

(18.3)
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∂L

∂xµ
=

d
dτ

∂L

∂ẋµ

(q/mc)
∂Aβ
∂xµ

ẋβ = ẍµ + (q/mc)ẋβ
∂Aµ
∂xβ

=⇒

ẍµ = (q/mc)ẋβ
(
∂Aβ
∂xµ
−
∂Aµ
∂xβ

)
= (q/mc)ẋβ (∂µAβ − ∂βAµ)

(18.4)

This is

mẍµ = (q/c)Fµβ ẋβ (18.5)

The wikipedia article [29] writes this in the equivalent indices toggled form

mẍµ = (q/c)ẋβFµβ (18.6)

[22] (22nd edition, equation 467) writes this with the Maxwell tensor in mixed form

bµ =
q
m

Fν
µuν (18.7)

where bµ is a proper acceleration. If one has to put the Lorentz equation it in tensor form,
using a mixed index tensor seems like the nicest way since all vector quantities then have con-
sistently placed indices. Observe that he has used units with c = 1, and by comparison must
also be using a time negative metric tensor.

18.3 compare for reference to ga form

To verify that this form is identical to familiar STA Lorentz Force equation,

ṗ = q(F · v/c) (18.8)
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reduce this equation to coordinates. Starting with the RHS (leaving out the q/c)

(F · v) · γµ =
1
2

Fαβ ẋν((γα ∧ γβ) · γν) · γµ

=
1
2

Fαβ ẋν
(
γα(γβ · γν) − γβ(γα · γν)

)
· γµ

=
1
2

(
Fαν ẋνγα − Fνβ ẋνγβ

)
· γµ

=
1
2
(Fµν ẋν − Fνµ ẋν)

= Fµν ẋν

(18.9)

And for the LHS

ṗ · γµ = mẍαγα · γµ
= mẍµ

(18.10)

Which gives us

mẍµ = (q/c)Fµν ẋν (18.11)

in agreement with eq. (18.5).





19
E U L E R L AG R A N G E E Q UAT I O N S

19.1 scalar form of euler-lagrange equations

[16] presents a multivector Lagrangian treatment. To preparation for understanding that I have
gone back and derived the scalar case myself. As in my recent field Lagrangian derivations
Feynman’s [4] simple action procedure will be used.

Write

L = L(qi, q̇i, λ)

qi = qi + ni

S =

∫
∂λ
Ldλ

(19.1)

Here qi are the desired optimal solutions, and the functions ni are all zero at the end points of
the integration range ∂λ.

A first order Taylor expansion of a multivariable function f (ai) = f (a1, a2, · · · , an) takes the
form

f (ai + xi) ≈ f (ai) +
∑

i

(ai + xi)
∂ f
∂xi

∣∣∣∣∣
xi=ai

(19.2)

In this case the xi take the values qi, and q̇i, so the first order Lagrangian approximation
requires summation over differential contributions for both sets of terms

L(qi, q̇i, λ) ≈ L(qi, q̇
i
, λ) +

∑
i

(qi + ni)
∂L

∂qi

∣∣∣∣∣∣
qi=qi

+
∑

i

(q̇
i
+ ṅi)

∂L

∂q̇i

∣∣∣∣∣∣
qi=qi

(19.3)
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Now form the action, and group the terms in fixed and variable sets

S =

∫
Ldλ

≈

∫
dλ

L(qi, q̇
i
, λ) +

∑
i

qi ∂L

∂qi

∣∣∣∣∣∣
qi=qi

+
∑

i

q̇
i ∂L

∂q̇i

∣∣∣∣∣∣
qi=qi



+
∑

i

∫
dλ

ni ∂L

∂qi

∣∣∣∣∣∣
qi=qi

+ ṅi ∂L

∂q̇i

∣∣∣∣∣∣
qi=qi


δS

(19.4)

For the optimal solution we want δS = 0 for all possible paths ni. Now do the integration by
parts writing u′ = ṅi, and v = ∂L/∂q̇i

∫
u′v = uv −

∫
uv′ (19.5)

The action variation is then

δS = +
∑

i

(
ni ∂L

∂q̇i

)∣∣∣∣∣∣
∂λ

+
∑

i

∫
dλni

 ∂L∂qi

∣∣∣∣∣∣
qi=qi

−
d

dλ
∂L

∂q̇i

∣∣∣∣∣∣
qi=qi

 (19.6)

The non-integral term is zero since by definition ni = 0 on the boundary of the desired
integration region, so for the total variation to equal zero for all possible paths ni one must have

∂L

∂qi −
d

dλ
∂L

∂q̇i = 0. (19.7)

Evaluation of these derivatives at the optimal desired paths has been suppressed since these
equations now define that path.

19.1.1 Some comparison to the Goldstein approach

[5] calls the quantity eq. (19.7) the functional derivative

δS
δqi =

∂L

∂qi −
d

dλ
∂L

∂q̇i (19.8)
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(with higher order derivatives if the Lagrangian has dependencies on more than generalized
position and velocity terms). Goldstein’s approach is also harder to follow than Feynman’s
(Goldstein introduces a parameter ε, writing

qi = qi + εni (19.9)

He then takes derivatives under the integral sign for the end result.
While his approach is a bit harder to follow initially, that additional ε parametrization of the

variation path also fits nicely with this linearization procedure. After the integration by parts and
subsequent differentiation under integral sign nicely does the job of discarding all the “fixed” qi

contributions to the action leaving:

dS
dε

=

∫
dλ

∑
i

ni δS
δqi

∣∣∣∣∣∣
qi=qi

(19.10)

Introducing this idea does firm things up, eliminating some handwaving. To obtain the ex-
tremal solution it does make sense to set the derivative of the action equal to zero, and introduc-
ing an additional scalar variational control in the paths from the optimal solution provides that
something to take derivatives with respect to.

Goldstein also writes that this action derivative is then evaluated at ε = 0. This really says
the same thing as Feynman... toss all the higher order terms, since factors of epsilon will be left
associated with of these. With my initial read of Goldstein this was not the least bit clear... it
was really yet another example of the classic physics approach of solving something with a first
order linear approximation.

19.1.2 Noether’s theorem

Also covered in [3] is Noether’s theorem in multivector form. This is used to calculate the con-
served quantity the Hamiltonian for Lagrangian’s with no time dependence. Lets try something
similar for the scalar variable case, after which the multivector case may make more sense.

At its heart Noether’s theorem appears to describe change of variables in Lagrangians.
Given a Lagrangian dependent on generalized coordinates qi, and their first order derivatives,

as well as the path parameter λ.

L = L(qi, q̇i, λ)

qi = qi(ri(λ), α)
(19.11)

One example of such a change of variables would be the Galilean transformation qi = xi(t) +

vt, with λ = t.
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Application of the chain rule shows how to calculate the first order change of the Lagrangian
with respect to the new parameter α.

dL
dα

=
∂L

∂qi

∂qi

∂α
+
∂L

∂q̇i

∂q̇i

∂α
(19.12)

If qi, and q̇i satisfy the Euler-Lagrange equations eq. (19.7), then this can be written

dL
dα

=

(
d

dλ
∂L

∂q̇i

)
∂qi

∂α
+
∂L

∂q̇i

∂q̇i

∂α
(19.13)

If one additionally has

∂2qi

(∂α)2 =
∂2q̇i

(∂α)2 = 0, (19.14)

so that ∂qi/∂α, and ∂q̇i/∂α are dependent only on λ, then eq. (19.13) can be written as a total
derivative

dL
dα

=
d

dλ

(
∂L

∂q̇i

∂qi

∂α

)
(19.15)

If there is an α dependence in these derivatives a weaker total derivative statement is still
possible, by evaluating the Lagrangian derivative and ∂qi/∂α at some specific constant value of
α. This is

dL
dα

∣∣∣∣∣
α=α0

=
d

dλ

∂L∂q̇i

∂qi

∂α

∣∣∣∣∣∣
α=α0

 (19.16)

19.1.2.1 Hamiltonian

Hmm, the above equations do not much like the Noether’s equation in [3]. However, in this
form, we can get at the Hamiltonian statement without any trouble. Let us do that first, then
return to Noether’s

Of particular interest is when the change of variables for the generalized coordinates is de-
pendent on the parameter α = λ. Given this type of transformation we can write eq. (19.15)
as

dL
dλ

=
d

dλ

(
∂L

∂q̇i

∂qi

∂λ

)
(19.17)
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For this to be valid in this α = λ case, note that the Lagrangian itself may not be explicitly
dependent on the parameter λ. Such a dependence would mean that eq. (19.12) would require
an additional ∂L/∂λ term.

The difference of the eq. (19.17) terms is called the Hamiltonian H

dH
dλ

=
d

dλ

(
∂L

∂q̇i q̇i −
dL
dλ

)
= 0 (19.18)

Or,

H =
∂L

∂q̇i q̇i −
dL
dλ

, (19.19)

which is a conserved quantity when the Lagrangian has no explicit λ dependence.

19.1.2.2 Noether’s take II

Noether’s theorem is about conserved quantities under symmetry transformations. Let us re-
visit the attempt at derivation once more cutting down the complexity even further, considering
a transformation of a single generalized coordinate and the corresponding change to the La-
grangian under such a transformation.

Write

q→ q′ = f (q, α)

L(q, q̇, λ)→ L′ = L(q′, q̇′, λ) = L( f , ḟ , λ)
(19.20)

Now as before consider the derivative

dL′

dα
=
∂L

∂ f
∂ f
∂α

+
∂L

∂ ḟ
∂ ḟ
∂α

(19.21)

In terms of the transformed coordinates the Euler-Lagrange equations require

∂L

∂ f
=

d
dλ

∂L

∂ ḟ
(19.22)

and back-substitution into eq. (19.21) gives

dL′

dα
=

d
dλ

(
∂L

∂ ḟ

)
∂ f
∂α

+
∂L

∂ ḟ
∂ ḟ
∂α

(19.23)
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This can be written as a total derivative if

∂ ḟ
∂α

=
d

dλ
∂ f
∂α

∂

∂α

d f
dλ

=
∂2 f
∂q∂α

q̇ +
∂2 f

(∂α)2 α̇

∂

∂α

(
∂ f
∂q

q̇ +
∂ f
∂α
α̇

)
=

∂2 f
∂α∂q

q̇ +
∂2 f

(∂α)2 α̇ +
∂ f
∂α

∂α̇

∂α
=

(19.24)

Thus given a constraint of sufficient continuity

∂2 f
∂α∂q

=
∂2 f
∂q∂α

(19.25)

and also that α̇ is not a function of α

∂α̇

∂α
= 0 (19.26)

we have from eq. (19.23)

dL′

dα
=

d
dλ

(
∂L

∂ ḟ
∂ f
∂α

)
(19.27)

Or

dL′

dα
=

d
dλ

(
∂L

∂q̇′
∂q′

∂α

)
(19.28)

The details of generalizing this to multiple variables are almost the same, but does not really
add anything to the understanding. This generalization is included as an appendix below for
completeness, but the end result is

dL′

dα
=

d
dλ

∑
i

∂L

∂q̇′i
∂qi′

∂α

 (19.29)

In words, when the transformed Lagrangian is symmetric (not a function of α) under co-
ordinate transformation then this inner quantity, a generalized momentum velocity product, is
constant (conserved)

∑
i

∂L

∂q̇′i
∂qi′

∂α
= constant (19.30)



19.2 vector formulation of euler-lagrange equations 167

Transformations that leave the Lagrangian unchanged have this associated conserved quan-
tity, which dimensionally, assuming a time parametrization, has units of energy (mv2).

FIXME: The ∂α̇/∂α = 0 requirement is what is removed by evaluation at α = α0. This state-
ment seems somewhat handwaving like. Firm it up with an example and concrete justification.

Note that it still does not quite match the multivector result from [3], equation 12.10

dL′

dα

∣∣∣∣∣
α=0

=
d
dt

n∑
i=1

(
∂X′i
∂α
∗∂Ẋi
L

)
(19.31)

I believe there is a missing prime there, and it should read

dL′

dα

∣∣∣∣∣
α=0

=
d
dt

n∑
i=1

(
∂X′i
∂α
∗∂Ẋ′i
L

)
(19.32)

19.2 vector formulation of euler-lagrange equations

19.2.1 Simple case. Unforced purely kinetic Lagrangian

Before considering multivector Lagrangians, a step back to the simplest vector Lagrangian is in
order

L =
1
2

mẋ · ẋ (19.33)

Writing x(λ) = x + εn, and using the variational technique directly the equation of motion
for this unforced path should follow directly in vector form

S =

∫
dλ

1
2

mẋ2
+

∫
mdλεẋ · ṅ +

∫
dλ

1
2

mε2ṅ2
(19.34)

Integration by parts operating directly on the vector function we have

dS
dε

∣∣∣∣∣
ε=0

= mẋ · n
∣∣∣
∂λ
−

∫
mdλẍ · n

= −

∫
mdλẍ · n

(19.35)

Introducing shorthand δS/δx, for a vector functional derivative, we have

dS
dε

∣∣∣∣∣
ε=0

=

∫
dλn ·

δS
δx
, (19.36)
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where the extremal condition is
δS
δx

= −mẍ = 0. (19.37)

Here the expected and desired Euler Lagrange equation for the Lagrangian (constant velocity
in some direction dependent on initial conditions) is arrived at directly in vector form without
dropping down to coordinates and reassembling them to get back the vector expression.

19.2.2 Position and velocity gradients in the configuration space

Having tackled the simplest case, to generalize this we need a construct to do first order Tay-
lor series expansion in the neighborhood of a vector position. The (multivector) gradient is the
obvious candidate operator to do the job. Before going down that road consider the scalar La-
grangian case once more, where we will see that it is natural to define position and velocity
gradients in the configuration space. It will also be observed that the chain rule essentially mo-
tivates the initially somewhat odd seeming reciprocal basis used to express the gradient when
operating in a non-orthonormal frame.

In eq. (19.3), the linear differential increment in the neighborhood of the optimal solution had
the form

∆L = +
∑

i

(qi + ni)
∂L

∂qi

∣∣∣∣∣∣
qi=qi

+
∑

i

(q̇
i
+ ṅi)

∂L

∂q̇i

∣∣∣∣∣∣
qi=qi

(19.38)

If one defines a configuration space position and velocity gradients respectively as

∇q =

(
∂

∂q1 ,
∂

∂q2 , · · · ,
∂

∂qn

)
= fk

∂

∂qk

∇q̇ =

(
∂

∂q̇1 ,
∂

∂q̇2 , · · · ,
∂

∂q̇n

)
= fk

∂

∂q̇k

(19.39)

and forms a configuration space vector with respect to some linearly independent, but not
necessarily orthonormal, basis

q = qiei (19.40)

then the chain rule dictates the relationship between the configuration vector basis and the
basis with which the gradient must be expressed. In particular, if we wish to write eq. (19.38)
in terms of the configuration space gradients

∆L = (q + n) · ∇qL
∣∣∣q=q + (q̇ + ṅ) · ∇q̇L

∣∣∣q̇=q̇ (19.41)
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Then we must have a reciprocal relationship between the basis vector for the configuration
space vectors ei, and the corresponding vectors from which the gradient was formed

ei · f j = δi j

=⇒

f j = e j

(19.42)

This gives us the position and velocity gradients in the configuration space

∇q = ek ∂

∂qk

∇q̇ = ek ∂

∂q̇k .

(19.43)

Note also that the size of this configuration space does not have to be the same space as the
problem. With this definitions completion of the integration by parts yields the Euler-Lagrange
equations in a hybrid configuration space vector form

∇qL =
d

dλ
∇q̇L (19.44)

When the configuration space equals the geometrical space being operated in (ie: generalized
coordinates are regular old coordinates), this provides a nice explanation for why we must
have the funny pairing of upper index coordinates in the partials of the gradient and reciprocal
frame vectors multiplying all these partials. Contrast to a text like [3] where the gradient (and
spacetime gradient) are defined in this fashion instead, and one gradually sees that this does in
fact work out.

That said, the negative side of this vector notation is that it obscures somewhat the Euler-
Lagrange equations, which are not terribly complicated to begin with. However, since this
appears to be the form of the multivector form of the Euler-Lagrange equations it is likely
worthwhile to see how this also expresses the simpler familiar scalar case too.

19.3 example applications of noether’s theorem

Linear translation and rotational translation appear to be the usual first example applications.
[28] does this, as does the wikipedia article. Reading about those without actually working
through it myself never made complete sense (esp. want to do the angular momentum example).

Noether’s theorem is not really required to see that in the case of unforced motion eq. (19.33),
translation of coordinates x→ x + a will not change the equation of motion. This is the conser-
vation of linear momentum result so familiar from high school physics.
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19.3.1 Angular momentum in a radial potential

The conservation of angular momentum case is more interesting.
Suppose that one has a radial potential applied to a point particle

L =
1
2

mẋ2 − φ(|x|k) (19.45)

and apply a rotational transformation to the coordinates x→ exp(iθ/2)x exp(−iθ/2).
Provided that this is a fixed rotation with i, and θ constant (not functions of time), the trans-

formed squared velocity is:

ẋ′ · ẋ′ =
〈
exp(iθ/2)ẋ exp(−iθ/2) exp(iθ/2)ẋ exp(−iθ/2)

〉
=

〈
exp(iθ/2)ẋẋ exp(−iθ/2)

〉
= ẋ2〈exp(iθ/2) exp(−iθ/2)

〉
= ẋ2

(19.46)

Since |x′| = |x| the transformed Lagrangian is unchanged by any rotation of coordinates.
Noether’s equation eq. (19.29) takes the form

∂L′

∂θ
=

d
dt

(
∂x′

∂θ
·∇v′L

)
(19.47)

Here the configuration space gradient is used to express the chain rule terms, picking the R3

standard basis vectors to express that gradient.
The velocity term can be expanded as

∂x′

∂θ
=

∂

∂θ
(exp(iθ/2)x exp(−iθ/2))

=
1
2

(ix′ − x′i)

= i · x′

(19.48)

The transformed conjugate momentum is

∇v′
1
2

mv′2 = mv′ = p′ (19.49)
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so the conserved quantity is

(i · x′) · p′ = constant (19.50)

Temporarily expressing the bivector for the rotational plane in terms of a dual relationship,
i = In, where n is a unit normal to the plane we have

(i · x′) · p′ = ((In) · x′) · p′

=
1
2

(Inx′ − x′In) · p′

=
1
2
〈
I(nx′ − x′n)p′

〉
=

1
2
〈
Inx′p

〉
−

〈
Inp′x′

〉
=

1
2
(
〈
i(x′ ∧ p′)

〉
−

〈
i(p′ ∧ x′)

〉
)

= i · (x′ ∧ p′)

(19.51)

Since i is a constant bivector we have angular momentum (dropping primes), by virtue of
Lagrangian transformational symmetry and Noether’s theorem the angular momentum

x∧ p = constant, (19.52)

is a constant of motion for a point particle Lagrangian in a radial potential field.
This is typically expressed in terms of the dual relationship using cross products

x × p = constant. (19.53)

Also observe the time derivative of the angular momentum in eq. (19.52)

d
dt

(x∧ p) = p/m∧ p + x∧ ṗ

= x∧ ṗ
= 0

(19.54)

Which says that the torque on a particle in a radial potential is zero. This finally supplies
the rational for texts like [17], which while implicitly talking about motion in a (radial) gravita-
tional potential, says something to the effect of “in the absence of external torques the angular
momentum is conserved”!
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What other more general non-radial potentials, if any, allow for this conservation statement?
I had guess that something like the Lorentz force with velocity dependence in the potential will
explicitly not have this conservation of angular momentum. [28] and [5] both cover Lagrangian
transformation, and specifically cover this angular momentum issue, but blundering through it
myself as done here was required to really see where it was coming from and to apply the idea.

19.3.2 Hamiltonian

Consider a general kinetic form and a possibly velocity dependent potential

L = K − φ =
1
2

∑
i j

gi jq̇iq̇ j − φ (19.55)

and form the Hamiltonian. First calculate

∂L

∂q̇i = m
∑

j

gi jq̇ j −
∂φ

∂q̇i

=⇒∑
i

q̇i ∂L

∂q̇i = m
∑

i j

gi jq̇iq̇ j −
∑

i

q̇i ∂φ

∂q̇i

= 2K −
∑

i

q̇i ∂φ

∂q̇i

(19.56)

So, the Hamiltonian is

H = K −
∑

i

q̇i ∂φ

∂q̇i + φ (19.57)

For the less general case where v2 = gi jq̇iq̇ j, this is

H = K − v ·∇vφ + φ (19.58)

a conserved quantity with respect to the time derivative.
Similarly, for squared proper velocity v2 = gi jq̇iq̇ j, and derivatives with respect to proper

time

H = K − v · ∇vφ + φ (19.59)
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is conserved with respect to proper time.
As an example, consider the Lorentz force Lagrangian. For proper velocity v, four potential

A, and positive time metric signature (γ0)2 = 1, the Lorentz force Lagrangian is

L =
1
2

mv · v + qA · v/c (19.60)

We therefore have

0 =
d
dτ

(
1
2

mv2 + v · ∇v(qA · v/c) − qA · v/c
)

(19.61)

Or

1
2

mv2 + v · ∇v(qA · v/c) − qA · v/c = κ (19.62)

Where κ is some constant. Since ∇vAµ = 0, we have ∇vA · v = A, and

κ =
1
2

mv2 + v · (qA/c) − qA · v/c

=
1
2

mv2
(19.63)

At a glance this does not look terribly interesting, since by definition of proper time we
already know that 1

2 mv2 = 1
2 mc2 is a constant.

However, suppose that one did not assume proper time to start with, and instead considered
an arbitrarily parametrized coordinate worldline and their corresponding solutions

x = x(λ)

L =
1
2

m
dx
dλ
·

dx
dλ

+ qA ·
dx
dλ
/c

∂L

∂λ
=

d
dλ

∂L

∂λ

(19.64)

The Hamiltonian conservation with respect to this parametrization then implies

d
dλ

(
1
2

m
dx
dλ
·

dx
dλ

)
= 0 (19.65)

So that, independent of the parametrization, the quantity 1
2 m dx

dλ ·
dx
dλ is a constant. This then fol-

lows as a consequence of Noether’s theorem instead of by definition. Proper time then becomes
that particular worldline parametrization λ = τ such that 1

2 m dx
dτ ·

dx
dτ = 1

2 mc2.
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19.3.3 Covariant Lorentz force Lagrangian

The Hamiltonian was used above to extract v2 invariance from the Lorentz force Lagrangian
under changes of proper time. The next obvious Noether’s application is for a Lorentz transfor-
mation of the interaction Lagrangian. This was interesting enough seeming in its own right to
treat separately and has been moved to 21.

19.3.4 Vector Lorentz force Lagrangian

FIXME: Try this with A · v form of the Lagrangian and rotation... cross product terms should
result.

19.3.5 An example where the transformation has to be evaluated at fixed point

FIXME: find an example of this and calculate with it.

19.3.6 Comparison to cyclic coordinates

FIXME: Also calculate with some examples where cyclic coordinates are discovered by ac-
tually computing the Euler-Lagrange equations ... see how to observed this directly from the
Lagrangian itself under transformation without actually evaluating the equations (despite the
fact that this is simple for the cyclic case).

19.4 appendix

19.4.1 Noether’s equation derivation, multivariable case

Employing a couple judicious regular expressions starting from the text for the single variable
treatment, plus some minor summation sign addition does the job.

qi → qi′ = f i(qi, α)

L(qi, q̇i, λ)→ L′ = L(qi′, q̇′i, λ) = L( f i, ḟ i, λ)
(19.66)

Now as before consider the derivative

dL′

dα
=

∑
i

∂L

∂ f i

∂ f i

∂α
+
∂L

∂ ḟ i

∂ ḟ i

∂α
(19.67)
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In terms of the transformed coordinates the Euler-Lagrange equations require

∂L

∂ f i =
d

dλ
∂L

∂ ḟ i (19.68)

and backsubstitution into eq. (19.67) gives

dL′

dα
=

∑
i

d
dλ

(
∂L

∂ ḟ i

)
∂ f i

∂α
+
∂L

∂ ḟ i

∂ ḟ i

∂α
(19.69)

This can be written as a total derivative if

∂ ḟ i

∂α
=

d
dλ

∂ f i

∂α

∂

∂α

d f
dλ

=
∑

j

∂2 f i

∂q j∂α
q̇ j +

∂2 f i

(∂α)2 α̇

∂

∂α

∑
j

∂ f i

∂q j q̇ j +
∂ f i

∂α
α̇

 =

∑
j

∂2 f i

∂α∂q j q̇ j +
∂2 f i

(∂α)2 α̇ +
∂ f i

∂α

∂α̇

∂α
=

(19.70)

Thus given constraints of sufficient continuity

∂2 f i

∂α∂q j =
∂2 f i

∂q j∂α
(19.71)

and also that α̇ is not a function of α

∂α̇

∂α
= 0 (19.72)

we have from eq. (19.69)

dL′

dα
=

d
dλ

∑
i

∂L

∂ ḟ i

∂ f i

∂α

 (19.73)

QED.
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L O R E N T Z I N VA R I A N C E O F M A X W E L L L AG R A N G I A N

20.1 working in multivector form

20.1.1 Application of Lorentz boost to the field Lagrangian

The multivector form of the field Lagrangian is

L = κ(∇∧ A)2 + A · J

κ = −
ε0c
2

(20.1)

Write the boosting transformation on a four vector in exponential form

L(X) = exp(αâ/2)X exp(−αâ/2) = ΛXΛ† (20.2)

where â = aiγi ∧ γ0 is any unit spacetime bivector, and α represents the rapidity angle.
Consider first the transformation of the interaction term with A′ = L(A), and J′ = L(J)

A′ · J′ = 〈L(A)L(J)〉

=
〈
ΛAΛ†ΛJΛ†

〉
=

〈
ΛAJΛ†

〉
=

〈
Λ†ΛAJ

〉
= 〈AJ〉

= A · J

(20.3)

177
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Now consider the boost applied to the field bivector F = E + IcB = ∇∧ A, by boosting both
the gradient and the potential

∇′ ∧ A′ = L(∇)∧ L(A)

= Λ∇)∧ L(A)

= (Λ∇Λ†)∧ (ΛAΛ†)

=
1
2

(
(Λ∇Λ†)(ΛAΛ†) − (ΛAΛ†)(Λ∇Λ†)

)
=

1
2

(
Λ∇AΛ† −ΛA∇Λ†

)
= Λ(∇∧ A)Λ†

(20.4)

The boosted squared field bivector in the Lagrangian is thus

(∇′ ∧ A′)2 = Λ(∇∧ A)2Λ†

= Λ(E + IcB)2Λ†

= Λ((E2 − c2B2) + 2IcE ·B)Λ†

= ((E2 − c2B2)ΛΛ† + 2(ΛIΛ†)cE ·B)

= ((E2 − c2B2) + 2IΛΛ†cE ·B)

= ((E2 − c2B2) + 2IcE ·B)

= (E + IcB)2

= (∇∧ A)2

(20.5)

The commutation of the pseudoscalar I with the boost exponential Λ = exp(αâ/2) = cosh(α/2) +

â sinh(α/2) is possible since I anticommutes with all four vectors and thus commutes with bivec-
tors, such as â. I also necessarily commutes with the scalar components of this exponential, and
thus commutes with any even grade multivector.

Putting all the pieces together this shows that the Lagrangian in its entirety is a Lorentz
invariant

L′ = κ(∇′ ∧ A′)2 + A′ · J′ = κ(∇∧ A)2 + A · J = L (20.6)

FIXME: what is the conserved quantity associated with this? There should be one according
to Noether’s theorem? Is it the gauge condition ∇ · A = 0?
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20.1.1.1 Maxwell equation invariance

Somewhat related, having calculated the Lorentz transform of F = ∇ ∧ A, is an aside showing
that the Maxwell equation is unsurprisingly also is a Lorentz invariant.

∇′(∇′ ∧ A′) = J′

Λ∇Λ†Λ(∇∧ A)Λ† = ΛJΛ†

Λ∇(∇∧ A)Λ† = ΛJΛ†
(20.7)

Pre and post multiplying with Λ†, and Λ respectively returns the unboosted equation

∇(∇∧ A) = J (20.8)

20.1.2 Lorentz boost applied to the Lorentz force Lagrangian

Next interesting case is the Lorentz force, which for a time positive metric signature is:

L = qA · v/c +
1
2

mv · v (20.9)

The boost invariance of the A · J dot product demonstrated above demonstrates the general
invariance property for any four vector dot product, and this Lagrangian has nothing but dot
products in it. It thus follows directly that the Lorentz force Lagrangian is also a Lorentz invari-
ant.

20.2 repeat in tensor form

Now, I can follow the above, but presented with the same sort of calculation in tensor form I am
hopeless to understand it. To attempt translating this into tensor form, it appears the first step is
putting the Lorentz transform itself into tensor or matrix form.

20.2.1 Translating versors to matrix form

To get the feeling for how this will work, assume â = σ1, so that the boost is along the x-axis.
In that case we have

L(X) = (cosh(α/2) + γ10 sinh(α/2))xµγµ(cosh(α/2) + γ01 sinh(α/2)) (20.10)



180 lorentz invariance of maxwell lagrangian

Writing C = cosh(α/2), and S = sinh(α/2), and observing that the exponentials commute
with the γ2, and γ3 directions so the exponential action on those directions cancel.

L(X) = x2γ2 + x3γ3 + (C + γ10S )(x0γ0 + x1γ1)(C + γ01S ) (20.11)

Expanding just the non-perpendicular parts of the above

(C + γ10S )(x0γ0 + x1γ1)(C + γ01S )

= x0(C2γ0 + γ10001S 2) + x0S C(γ001 + γ100) + x1(C2γ1 + γ10101S 2) + x1S C(γ101 + γ101)

= x0(C2γ0 − γ01100S 2) + 2x0S Cγ001 + x1(C2γ1 − γ11001S 2) − 2x1S Cγ011

= (x0γ0 + x1γ1)(C2 + S 2) + 2(γ0)2S C(x0γ1 + x1γ0)

= (x0γ0 + x1γ1) cosh(α) + (γ0)2 sinh(α)(x0γ1 + x1γ0)

= γ0(x0 cosh(α) + x1 sinh((γ0)2α)) + γ1(x1 cosh(α) + x0 sinh((γ0)2α))
(20.12)

In matrix form the complete transformation is thus


x0

x1

x2

x3



′

=


cosh(α(γ0)2) sinh(α(γ0)2) 0 0

sinh(α(γ0)2) cosh(α(γ0)2) 0 0

0 0 1 0

0 0 0 1




x0

x1

x2

x3



= cosh(α(γ0)2)


1 tanh(α(γ0)2) 0 0

tanh(α(γ0)2) 1 0 0

0 0 1 0

0 0 0 1




x0

x1

x2

x3



(20.13)

This supplies the specific meaning for the α factor in the exponential form, namely:

α = − tanh−1(β(γ0)2)

= − tanh−1(|v|/c(γ0)2)
(20.14)

Or

αâ = − tanh−1(â|v|/c(γ0)2)

= − tanh−1(v/c(γ0)2)
(20.15)
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Putting this back into the original Lorentz boost equation to tidy it up, and writing tanh(A) =

v/c, the Lorentz boost is

L(X) =

 exp(−A/2)X exp(A/2) for (γ0)2 = 1

exp(A/2)X exp(−A/2) for (γ0)2 = −1
(20.16)

Both of the metric signature options are indicated here for future reference and comparison
with results using the alternate signature.

20.2.1.1 Revisit the expansion to matrix form above

Looking back, multiplying out all the half angle terms as done above is this is the long dumb
hard way to do it. A more sensible way would be to note that exp(αâ/2) anticommutes with
both γ0 and γ1 thus

exp(αâ/2)(x0γ0 + x1γ1) exp(−αâ/2) = exp(αâ)(x0γ0 + x1γ1)

= (cosh(α) + â sinh(α))(x0γ0 + x1γ1)
(20.17)

The matrix form thus follows directly.

20.3 translating versors tensor form

After this temporary digression back to the multivector form of the Lorentz transformation lets
dispose of the specifics of the boost direction and magnitude, and also the metric signature.
Instead encode all of these in a single versor variable Λ, again writing

L(X) = ΛXΛ† (20.18)

20.3.1 Expressing vector Lorentz transform in tensor form

What is the general way to encode this linear transformation in tensor/matrix form? The trans-
formed vector is just that a vector, and thus can be written in terms of coordinates for some
basis

L(X) = (L(X) · eµ)eµ

= ((Λ(xνγν)Λ†) · eµ)eµ

= xν((ΛγνΛ†) · eµ)eµ

(20.19)
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The inner term is just the tensor that we want. Write

Λν
µ = (ΛγνΛ†) · eµ

Λν
µ = (ΛγνΛ†) · eµ

(20.20)

for

L(X) = xνΛν
µeµ

= xνΛν
µeµ

(20.21)

Completely eliminating the basis, working in just the coordinates X = x′µeµ = x′µeµ this is

x′µ = xνΛν
µ

x′µ = xνΛν
µ

(20.22)

Now, in particular, having observed that the dot product is a Lorentz invariant this should
supply the index manipulation rule for operating with the Lorentz boost tensor in a dot product
context.

Write

L(X) · L(Y) = (xνΛν
µeµ) · (yαΛα

βeβ)

= xνyαΛν
µΛα

βeµ · eβ

= xνyαΛν
µΛα

µ

(20.23)

Since this equals xνyν, the tensor rule must therefore be

Λµ
σΛν

σ = δµ
ν (20.24)

After a somewhat long path, the core idea behind the Lorentz boost tensor is that it is the
“matrix” of a linear transformation that leaves the four vector dot product unchanged. There is
no need to consider any Clifford algebra formulations to express just that idea.

20.3.2 Misc notes

FIXME: To complete the expression of this in tensor form enumerating exactly how to express
the dot product in tensor form would also be reasonable. ie: how to compute the reciprocal
coordinates without describing the basis. Doing this will introduce the metric tensor into the
mix.

Looks like the result eq. (20.24) is consistent with [18] and that doc starts making a bit more
sense now. I do see that he uses primes to distinguish the boost tensor from its inverse (using
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the inverse tensor (primed index down) to transform the covariant (down) coordinates). Is there
a convention for keeping free vs. varied indices close to the body of the operator? For the boost
tensor he puts the free index closer to Λ, but for the inverse tensor for a covariant coordinate
transformation puts the free index further out?

This also appears to be notational consistent with [23].

20.3.3 Expressing bivector Lorentz transform in tensor form

Having translated a vector Lorentz transform into tensor form, the next step is to do the same
for a bivector. In particular for the field bivector F = ∇∧ A.

Write

∇′ = Λγµ∂µΛ†

A′ = ΛAνγνΛ†
(20.25)

∇′ · eβ = (ΛγµΛ†) · eβ∂µ = Λµ
β∂µ

A′ · eβ = (ΛγνΛ†) · eβAν = Λν
βAν

(20.26)

Then the transformed bivector is

F′ = ∇′ ∧ A′ = ((∇′ · eα)eα)∧ ((A′ · eβ)eβ)

= (eα ∧ eβ)Λµ
αΛν

β∂µAν
(20.27)

and finally the transformed tensor is thus

Fab′ = F′ · (eb ∧ ea)

= (eα ∧ eβ) · (eb ∧ ea)Λµ
αΛν

β∂µAν

= (δαaδβ
b − δβ

aδα
b)Λµ

αΛν
β∂µAν

= Λµ
aΛν

b∂µAν −Λµ
bΛν

a∂µAν

= Λµ
aΛν

b(∂µAν − ∂νAµ)

(20.28)

Which gives the final transformation rule for the field bivector in tensor form

Fab′ = Λµ
aΛν

bFµν (20.29)
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Returning to the original problem of field Lagrangian invariance, we want to examine how
Fab′Fab

′ transforms. That is

(20.30)

Fab′Fab
′ = Λµ

aΛν
bFµνΛα

aΛβ
bFαβ

= (Λµ
aΛα

a)(Λν
bΛβ

b)FµνFαβ

= δµ
αδν

βFµνFαβ

= FµνFµν

which is the desired result. Since the dot product remainder of the Lagrangian eq. (20.1) has
already been shown to be Lorentz invariant this is sufficient to prove the Lagrangian boost or
rotational invariance using tensor algebra.

Working this way is fairly compact and efficient, and required a few less steps than the multi-
vector equivalent. To compare apples to applies, for the algebraic tools, it should be noted that if
only the scalar part of (∇∧ A)2 was considered as implicitly done in the tensor argument above,
the multivector approach would likely have been as compact as well.



21
L O R E N T Z T R A N S F O R M N O E T H E R C U R R E N T ( I N T E R AC T I O N
L AG R A N G I A N )

21.1 motivation

Here we consider Noether’s theorem applied to the covariant form of the Lorentz force La-
grangian. Boost under rotation or boost or a combination of the two will be considered.

21.2 covariant result

For proper velocity v, four potential A, and positive time metric signature (γ0)2 = 1, the Lorentz
for Lagrangian is

L =
1
2

mv · v + qA · v/c (21.1)

Let us see if Noether’s can be used to extract an invariant from the Lorentz force Lagrangian
eq. (21.1) under a Lorentz boost or a spatial rotational transformation.

Four vector dot products are Lorentz invariants. This can be thought of as the definition of a
Lorentz transform (ie: the transformations that leave the four vector dot products unchanged).
Alternatively, this can be shown using the exponential form of the boost

L(x) = exp(−αâ/2)x exp(αâ/2) (21.2)

L(x) · L(y) =
〈
exp(−αâ/2)x exp(αâ/2) exp(−αâ/2)y exp(αâ/2)

〉
=

〈
exp(−αâ/2)xy exp(αâ/2)

〉
= x · y

〈
exp(−αâ/2) exp(αâ/2)

〉
= x · y

(21.3)

Using the exponential form of the boost operation, boosting v, A leaves the Lagrangian un-
changed. Therefore there is a conserved quantity according to Noether’s, but what is it?

Also observe that the spacetime nature of the bivector â has not actually been specified, which
means that all the subsequent results apply to spatial rotation as well. Due to the negative spatial
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signature ((γi)2 = −1) used here, for a spatial rotation α will represent a rotation in the negative
sense in the oriented plane specified by the unit bivector â.

Consider change with respect to the rapidity factor (or rotational angle) α

∂L′

∂α
=

d
dτ

(
∂x′

∂α
· ∇v′L

)
(21.4)

The boost spacetime plane (or rotational plane) â could also be considered a parameter in the
transformation, but to use that or the combination of the two we need the multivector form of
Noether’s. These notes were in fact originally part of an attempt 19 to get a feeling for the scalar
case as lead up to that so this is an exercise for later.

As for the derivatives in eq. (21.4) we have

∂x′

∂α
=

∂

∂α
exp(−αâ/2)x exp(αâ/2)

= −
1
2
(âx′ − x′â)

= −â · x′

(21.5)

∇v′L = p′ + qA′/c (21.6)

So the conserved quantity is

−(â · x′) · (p′ + qA′/c) = −â · (x′ ∧ (p′ + qA′/c))

= −â · κ
(21.7)

So we have a conserved quantity

x ∧ (p + qA/c) = κ (21.8)

This has the looks of the three dimensional angular momentum conservation expression (with
an added term due to non-radial potential), but does not look like any quantity from relativistic
texts that I have seen (not that I have really seen too much).

As an example to get a feeling for this take x to be a rest frame worldline. Then we have

ctγ0 ∧ (mṫγ0 + qA/c) = −qtA = κ (21.9)

Which indicates that the product of observer time and the observers’ three vector potential is
a constant of motion. Curious. Not a familiar result.
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Assuming these calculations are correct, then if this holds for all time for then κ = 0 due
to the origin time of x. I would interpret this to mean that for the charged mass to be at rest,
the vector potential must also be zero. So while x = ctγ0 is simple for calculations, it does not
appear to be a terribly interesting case.

FIXME: try plugging in specific solutions to the Lorentz force equation here to validate or
invalidate this calculation.

One further thing that can be observed about this is that if we take derivatives of

x ∧ (p + qA/c) = κ (21.10)

we have

v∧ (p + qA/c) + x ∧ ( ṗ + qȦ/c) = 0 (21.11)

Or

(21.12)x ∧ ṗ =
d
dτ

(q/cA ∧ x)

= qA ∧ v/c + q/cȦ ∧ x

So we have a relativistic torque expressed in terms of the potential, proper velocity and the
variation of the potential.

21.3 expansion in observer frame

This still is not familiar looking, but lets expand this in terms of a particular observable, and see
what falls out. First the LHS, with dt/dτ = γ

x ∧ ṗ = (ctγ0 + xiγi)∧
(
γ

d
dt

(
mγ(cγ0 +

dx j

dt
γ j)

))
(21.13)

So

1
γ

(x ∧ ṗ) = −ct
d(γp)

dt
+ x

d(mcγ)
dt

+ xiγi ∧
d
dt

(
mγ

dx j

dt
γ j

)
(21.14)

But

σi ∧σ j =
1
2

(γiγ0γ jγ0 − γ jγ0γiγ0)

= −
(γ0)2

2
(γiγ j − γ jγi)

= −γi ∧ γ j

(21.15)
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for

1
γ

(x ∧ ṗ) = −ct
d(γp)

dt
+ x

d(mcγ)
dt

− x∧
d(γp)

dt
(21.16)

Now, for the RHS of eq. (21.12), with A0 = φ

q
c
γ

d(x ∧ A)
dt

=
q
c
γ

d
dt

(ctγ0 + xiγi)∧ (φγ0 + A jγ j)

=
q
c
γ

d
dt

(−ctA + φx − x∧A)
(21.17)

Equating the vector and bivector parts, and employing a duality transformation for the bivec-
tor parts leaves two vector relationships

ct
d(γp)

dt
− x

d(mcγ)
dt

=
q
c

d (ctA − φx)
dt

(21.18)

x ×
d(γp)

dt
=

q
c

d
dt

(x ×A) (21.19)

FIXME: the first equation looks like it could also be expressed in some sort more symmetric
form. Perhaps a grade two (commutator) product between the multivectors (mcγ,p) = pγ0, and
(φ,A) = Aγ0?

21.4 in tensor form

As can be seen above, the four vector form of eq. (21.12) is much more symmetric. What does
it look like in tensor form? After first re-consolidating the proper time derivatives we can read
the coordinate form off by inspection

x ∧ ṗ =
d
dτ

(q/cA∧ x) (21.20)

γµ ∧ γνxµmvν =
d
dτ

(
q/cAαxβ

)
γα ∧ γβ (21.21)

Which gives the tensor expression

εµν

(
xµvν −

d
dτ

( q
mc

Aµxν
))

= 0 (21.22)
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This in turn implies the following six equations in µ, and ν

xµvν − xνvµ =
q

mc
d
dτ

(Aµxν − Aνxµ) (21.23)

Looking to see if I got the right result, I asked on PF, and was pointed to [1]. That ASCII
thread is hard to read but at least my result is similar. I will have to massage things to match
them up more closely.

What I did not realize until I read that is that my rotation was not fixed as either hyperbolic
or euclidean since I did not actually specify the specific nature of the bivector for the rotational
plane. So I ended up with results for both the spatial invariance and the boost invariance at the
same time. Have adjusted things above, but that is why the spatial rotation references all appear
as afterthoughts.

Of the six equations in eq. (21.23), taking space time indices yields the vector eq. (21.18) as
the conserved quantity for a boost. Similarly the second vector result in eq. (21.19) for purely
spatial indices is the conserved quantity for spatial rotation. That makes my result seem more
reasonable since I did not expect to get so much only considering boost.





22
F I E L D F O R M O F N O E T H E R ’ S L AW

22.1 derivation

It was seen in 19 that Noether’s law for a line integral action was shown to essentially be an
application of the chain rule, coupled with an application of the Euler-Lagrange equations.

For a field Lagrangian a similar conservation statement can be made, where it takes the
form of a divergence relationship instead of derivative with respect to the integration parameter
associated with the line integral.

The following derivation follows [3], but is dumbed down to the scalar field variable case,
and additional details are added.

The Lagrangian to be considered is

L = L(ψ, ∂µψ), (22.1)

and the single field case is sufficient to see how this works. Consider the following transfor-
mation:

ψ→ f (ψ, α) = ψ′

L′ = L( f , ∂µ f ).
(22.2)

Taking derivatives of the transformed Lagrangian with respect to the free transformation
variable α, we have

dL′

dα
=
∂L

∂ f
∂ f
∂α

+
∑
µ

∂L

∂(∂µ f )
∂(∂µ f )
∂α (22.3)

The Euler-Lagrange field equations for the transformed Lagrangian are

∂L

∂ f
=

∑
µ

∂µ
∂L

∂(∂µ f )
. (22.4)

For some for background discussion, examples, and derivation of the field form of Noether’s
equation see 17.
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Now substitute back into eq. (22.3) for

dL′

dα
=

∑
µ

(
∂µ

∂L

∂(∂µ f )

)
∂ f
∂α

+
∑
µ

∂L

∂(∂µ f )
∂(∂µ f )
∂α

=
∑
µ

(
∂µ

∂L

∂(∂µ f )

)
∂ f
∂α

+
∑
µ

∂L

∂(∂µ f )
∂µ
∂ f
∂α

(22.5)

Using the product rule we have

dL′

dα
=

∑
µ

∂µ

(
∂L

∂(∂µ f )
∂ f
∂α

)
=

∑
µ

γµ∂µ ·

(
γµ

∂L

∂(∂µ f )
∂ f
∂α

)
= ∇ ·

(
γµ

∂L

∂(∂µψ′)
∂ψ′

∂α

) (22.6)

Here the field does not have to be a relativistic field which could be implied by the use of the
standard symbols for relativistic four vector basis {γµ} of STA. This is really a statement that one
can form a gradient in the field variable configuration space using any appropriate reciprocal
basis pair.

Noether’s law for a field Lagrangian is a statement that if the transformed Lagrangian is
unchanged (invariant) by some type of parametrized field variable transformation, then with
J′ = J′µγµ one has

dL′

dα
= ∇ · J′ = 0 (22.7a)

J′µ =
∂L

∂(∂µψ′)
∂ψ′

∂α
(22.7b)

FIXME: GAFP evaluates things at α = 0 where that is the identity case. I think this is what
allows them to drop the primes later. Must think this through.

22.2 examples

22.2.1 Klein-Gordan Lagrangian invariance under phase change

The Klein-Gordan Lagrangian, a relativistic relative of the Schrödinger equation is

L = ηµν∂µψ∂νψ
∗ −m2ψψ∗. (22.8)
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FIXME: fixed sign above. Adjust the remainder below. This provides a simple example ap-
plication of the field form of Noether’s equation, for a transformation that involves a phase
change

ψ→ ψ′ = eiθψ

ψ∗ → ψ∗′ = e−iθψ∗.
(22.9)

This transformation leaves the Lagrangian unchanged, so there is an associated conserved
quantity.

∂ψ′

∂θ
= iψ′

∂L

∂(∂µψ′)
= ηµν∂νψ

′∗ = ∂µψ′∗
(22.10)

Summing all the field partials, treating ψ, and ψ∗ as separate field variables the divergence
conservation statement is

∂µ (∂µψ′∗iψ′ − ∂µψ′iψ′∗)

J′µ

= 0

(22.11)

Dropping primes and writing J = γµJµ, this is

J = i(ψ∇ψ∗ − ψ∗∇ψ)

∇ · J = 0
(22.12)

Apparently with charge added this quantity actually represents electric current density. It will
be interesting to learn some quantum mechanics and see how this works.

22.2.2 Lorentz boost and rotation invariance of Maxwell Lagrangian

(22.13a)L = −
〈
(∇ ∧ A)2

〉
+ κA · J

= ∂µAν(∂µAν − ∂νAµ) + κAσJσ

(22.13b)κ =
2
ε0c
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The rotation and boost invariance of the Maxwell Lagrangian was demonstrated in 20.
Following 21 write the Lorentz boost or rotation in exponential form.

L(x) = exp(−αi/2)x exp(αi/2), Λ = exp(−αi/2) (22.14)

where i is a unit spatial bivector for a rotation of −α radians, and a boost with rapidity αwhen
i is a spacetime unit bivector.

Introducing the transformation

A→ A′ = ΛAΛ† (22.15)

The change in A′ with respect to α is

∂A′

∂α
= −iA′ + A′i = 2A′ · i = 2A′σγσ · i (22.16)

Next we want to compute

∂L

∂(∂µA′ν)
=

∂

∂(∂µA′ν)

(
∂αA′β(∂αA′β − ∂βA′α) + κA′σJσ

)
=

(
∂

∂(∂µA′ν)
∂αA′β

) (
∂αA′β − ∂βA′α

)
+ ∂αA′β

∂

∂(∂µA′ν)
(∂αA′β − ∂βA′α))

=

(
∂

∂(∂µA′ν)
∂µA′ν

)
(∂µA′ν − ∂νA′µ)

+ ∂µA′ν
∂

∂(∂µA′ν)
∂µA′ν

− ∂νA′µ
∂

∂(∂µA′ν)
∂µA′ν

= 2 (∂µA′ν − ∂νA′µ)

= 2Fµν

(22.17)

Employing the vector field form of Noether’s equation as in eq. (22.39) the conserved current
C components are

Cµ = 2(γνFµν) · (2A · i)

∝ (γνFµν) · (A · i)

∝ (γµ · F) · (A · i)

(22.18)
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Or

C = γµ((γµ · F) · (A · i)) (22.19)

Here C was used instead of J for the conserved current vector since J is already taken for the
current charge density itself.

22.2.3 Questions

FIXME: What is this quantity? It has the look of angular momentum, or torque, or an inertial
tensor. Does it have a physical significance? Can the i be factored out of the expression, leaving
a conserved quantity that is some linear function only of F, and A (this was possible in the
Lorentz force Lagrangian for the same invariance considerations).

22.2.4 Expansion for x-axis boost

As an example to get a feel for eq. (22.19), lets expand this for a specific spacetime boost plane.
Using the x-axis that is i = γ1 ∧ γ0

First expanding the potential projection one has

A · i = (Aµγµ) · (γ1 ∧ γ0)

= A1γ0 − A0γ1.
(22.20)

Next the µ component of the field is

γµ · F =
1
2

Fαβγµ · (γα ∧ γβ)

=
1
2

Fµβγβ −
1
2

Fαµγα

= Fµαγα

(22.21)

So the µ component of the conserved vector is

Cµ = (γµ · F) · (A · i)

= (Fµαγα) · (A1γ0 − A0γ1)

= (Fµαγα) · (A0γ1 − A1γ0)

(22.22)

Therefore the conservation statement is

Cµ = Fµ1A0 − Fµ0A1

∂µCµ = 0
(22.23)
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Let us write out the components of eq. (22.23) explicitly, to perhaps get a better feel for them.

C0 = F01A0 = −Exφ

C1 = −F10A1 = −ExAx

C2 = F21A0 − F20A1 = Bzφ − EyAx

C3 = F31A0 − F30A1 = −Byφ − EzAx

(22.24)

Well, that is not particularly enlightening looking after all.

22.2.5 Expansion for rotation or boost

Suppose that one takes i = γµ ∧ γν, so that we have a symmetry for a boost if one of µ or ν is
zero, and rotational symmetry otherwise.

This gives

A · i = (Aαγα) · (γµ ∧ γν)

= Aµγν − Aνγµ
(22.25)

Cα = (γα · F) · (A · i)

= (Fαβγβ) · (Aµγν − Aνγµ)
(22.26)

Cα = FανAµ − FαµAν (22.27)

For a rotation in the a, b, plane with µ = a, and ν = b (say), lets write out the Cα components
explicitly in terms of E and B components, also writing 0 < d, a , d , b. That is

C0 = F0bAa − F0aAb = EaAb − EbAa

C1 = F1bAa − F1aAb

C2 = F2bAa − F2aAb

C3 = F3bAa − F3aAb

(22.28)

Only the first term of this reduces nicely. Suppose we additionally write a = 1, b = 2 to make
things more concrete. Then we have

C0 = F02A1 − F01A2 = ExAy − EyAx = (E ×A)z

C1 = F12A1 − F11A2 = −BzAx

C2 = F22A1 − F21A2 = BzAx

C3 = F32A1 − F31A2 = BxAx + ByAy

(22.29)
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The time-like component of whatever this vector is the z component of a cross product (spa-
tial component of the E ×A product in the direction of the normal to the rotational plane), but
what is the rest?

22.2.5.1 Conservation statement

Returning to eq. (22.27), the conservation statement can be calculated as

0 = ∂αCα

= ∂αFανAµ − ∂αFαµAν + Fαν∂αAµ − Fαµ∂αAν
(22.30)

But the grade one terms of the Maxwell equation in tensor form is

∂µFµα = Jα/ε0c (22.31)

So we have

0 =
1
ε0c

(JνAµ − JµAν) + Fα
ν∂αAµ − Fα

µ∂αAν

=
1
ε0c

(JνAµ − JµAν) + Fα
νFαµ − Fα

µFαν
(22.32)

This first part is some sort of current-potential torque like beastie. That second part, the
squared field term is what? I do not see an obvious way to reduce it to something more struc-
tured.

22.3 multivariable derivation

For completion sake, cut and pasted with with most discussion omitted, the multiple field vari-
able case follows in the same fashion as the single field variable Lagrangian.

L = L(ψσ, ∂µψσ), (22.33)

The transformation is now:

ψσ → fσ(ψσ, α) = ψ′σ

L′ = L( fσ, ∂µ fσ).
(22.34)
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Taking derivatives:

dL′

dα
=

∑
σ

∂L

∂ fσ

∂ fσ
∂α

+
∑
µ,σ

∂L

∂(∂µ fσ)
∂(∂µ fσ)
∂α (22.35)

Again, making the Euler-Lagrange substitution of eq. (22.4) (with f → fσ) back into eq. (22.35)
gives

dL′

dα
=

∑
σ

∑
µ

∂µ
∂L

∂(∂µ fσ)

 ∂ fσ
∂α

+
∑
µ,σ

∂L

∂(∂µ fσ)
∂(∂µ fσ)
∂α

=
∑
µ,σ

((
∂µ

∂L

∂(∂µ fσ)

)
∂ fσ
∂α

+
∂L

∂(∂µ fσ)
∂µ
∂ fσ
∂α

)
=

∑
µ,σ

∂µ

(
∂L

∂(∂µ fσ)
∂ fσ
∂α

)

=
∑
µ

γµ∂µ ·

∑
σ,ν

γν
∂L

∂(∂ν fσ)
∂ fσ
∂α


= ∇ ·

∑
σ,ν

γν
∂L

∂(∂νψ′σ)
∂ψ′σ
∂α



(22.36)

Or

(22.37a)
dL′

dα
= ∇ · J′

= 0

(22.37b)J′ = J′µγµ

(22.37c)J′µ =
∑
σ

∂L

∂(∂µψ′σ)
∂ψ′σ
∂α

A notational convenience for vector valued fields, in particular as we have in the electrody-
namic Lagrangian for the vector potential, the chain rule summation in eq. (22.37) above can
be replaced with a dot product.

J′µ = γσ
∂L

∂(∂µψ′σ)
·
∂γσψ′σ
∂α

(22.38)
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Dropping primes for convenience, and writing Ψ = γσψσ for the vector field variable, the
field form of Noether’s law takes the form

(22.39a)J = γµ

(
γσ

∂L

∂(∂µψσ)
·
∂Ψ
∂α

)

(22.39b)∇ · J = 0.

That is, a current vector with respect to this configuration space divergence is conserved when
the Lagrangian field transformation is invariant.
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L O R E N T Z F O R C E L AG R A N G I A N W I T H C O N J U G AT E M O M E N T U M

23.1 motivation

The covariant Lorentz force Lagrangian (for metric + − −−)

L =
1
2

mv2 + qA · (v/c) (23.1)

Can be used to find the Lorentz force equation (here in four vector form)

mv̇ = qF · (v/c) (23.2)

A derivation of this can be found in 16.
However, in [20] the Lorentz force equation (in non-covariant form) is derived as a limiting

classical case via calculation of the expectation value of the Hamiltonian

H =
1

2m

3∑
k=1

(
pk −

e
c

Ak

)2
+ V (23.3)

This has a much different looking structure than L above, so reconciliation of the two is
justifiable.

23.2 lorentz force lagrangian with conjugate momentum

Is there a relativistic form for the interaction Lagrangian with a structure similar to eq. (23.3)?
Let us try

L =
1

2m
(mv − κA)2

=
1

2m

(
m2v2 − 2mκA · v + κ2A2

)2

=
1

2m

(
m2 ẋα ẋα − 2mκAα ẋα + κ2AαAα

) (23.4)
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where κ is to be determined.
For this Lagrangian the Euler-Lagrange calculation for variation of S =

∫
d4xL is

∂L

∂xµ
= −κ(∂µAα)ẋα +

1
m
κ2(∂µAα)Aα

d
dτ

∂L

∂ẋµ
=

d
dτ

(mẋµ − κAµ)
(23.5)

Assembling and shuffling we have

mẍµ = κ(∂αAµ)ẋα − κ(∂µAα)ẋα +
1
m
κ2(∂µAα)Aα

= κ(∂αAµ − ∂µAα)ẋα +
1
m
κ2(∂µAα)Aα

= κFαµ ẋα +
1
m
κ2(∂µAα)Aα

(23.6)

Comparing to the Lorentz force equation (again for a + − −− metric)

mvµ =
q
c

Fµνvν (23.7)

We see that we need κ = −q/c, but we have an extra factor that does not look familiar. In
vector form this Lagrangian would give us the equation of motion

mv =
q
c

F · v +
q2

mc2 (∇Aµ)Aµ (23.8)

Assuming that this extra term has no place in the Lorentz force equation we need to adjust
the original Lagrangian as follows

L =
1

2m

(
mv +

q
c

A
)2
−

q2

2mc2 A2 (23.9)

Expressing this energy density in terms of the canonical momentum is somewhat interesting.
It provides some extra structure, allowing for a loose identification of the two terms as

L = K − V (23.10)

(ie: K = p2/2m, where p is the sum of the (proper) mechanical momentum and electromag-
netic momentum).
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However, that said, observe that expanding the square gives

L =
1
2

mv2 +
q
c

A · v (23.11)

which is exactly the original Lorentz force Lagrangian, so in the end this works out to only
differ from the original cosmetically.

23.3 on terminology. the use of the term conjugate momentum

[5] uses the term conjugate momentum in reference to a specific coordinate. For example in

L(ρ, ρ̇) = f (ρ, ρ̇) (23.12)

the value

∂ f
∂ρ̇

(23.13)

is the momentum canonically conjugate to ρ. Above I have called the vector quantity mv +

qA/c = (mvµ + qAµ/c)γµ the canonical momentum. My justification for doing so comes from a
vectorization of the Euler-Lagrange equations.

Equating all the variational derivatives to zero separately

δL

δxµ
=
∂L

∂xµ
−

d
dτ

∂L

∂ẋµ
= 0 (23.14)

can be replaced by an equivalent vector equation (note that summation is now implied)

γµ
δL

δxµ
= γµ

∂L

∂xµ
−

d
dτ
γµ
∂L

∂ẋµ
= 0 (23.15)

This has two distinct vector operations, a spacetime gradient, and a spacetime “velocity gra-
dient”, and it is not terribly abusive of notation to write

∇ = γµ
∂

∂xµ

∇v = γµ
∂

∂ẋµ

(23.16)
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with which all the Euler Lagrange equations can be summarized as

∇L =
d
dτ
∇vL (23.17)

It is thus natural, in a vector context, to name the quantity ∇vL, the canonical momentum. It
is a vectorized representation of all the individual momenta that are canonically conjugate to
the respective coordinates.

This vectorization is really only valid when the basis vectors are fixed (they do not have to
be orthonormal as the use of the reciprocal basis here highlights). In a curvilinear system where
the vectors vary with position, one cannot necessarily pull the γµ into the d/dτ derivative.



24
T E N S O R D E R I VAT I O N O F M A X W E L L E Q UAT I O N ( N O N - D UA L
PA RT ) F RO M L AG R A N G I A N

24.1 motivation

Looking through my notes for a purely tensor derivation of Maxwell’s equation, and not finding
one. Have done this on paper a number of times, but writing it up once for reference to refer to
for signs will be useful.

24.2 lagrangian

Notes containing derivations of Maxwell’s equation

∇F = J/ε0c (24.1)

From the Lagrangian

L = −
ε0

2
(∇∧ A)2 +

J
c
· A (24.2)

can be found in 17, and the earlier 15.
We will work from the scalar part of this Lagrangian, expressed strictly in tensor form

L =
ε0

4
FµνFµν +

1
c

Jµ · Aµ (24.3)

24.3 calculation

24.3.1 Preparation

In preparation, an expansion of the Faraday tensor in terms of potentials is desirable

FµνFµν = (∂µAν − ∂νAµ)(∂µAν − ∂νAµ)

= ∂µAν∂µAν − ∂µAν∂νAµ − ∂νAµ∂µAν + ∂νAµ∂νAµ

= 2(∂µAν∂µAν − ∂µAν∂νAµ)

(24.4)
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206 tensor derivation of maxwell equation (non-dual part) from lagrangian

So we have

L =
ε0

2
∂µAν(∂µAν − ∂νAµ) +

1
c

Jµ · Aµ (24.5)

24.3.2 Derivatives

We want to compute

∂L

∂Aα
=

∑
∂β

∂L

∂(∂βAα)
(24.6)

Starting with the LHS we have

∂L

∂Aα
=

1
c

Jα (24.7)

and for the RHS

∂L

∂(∂βAα)
=
ε0

2
∂

∂(∂βAα)
∂µAν(∂µAν − ∂νAµ)

=
ε0

2

(
Fβα + ∂µAν

∂

∂(∂βAα)
(∂µAν − ∂νAµ)

)
=
ε0

2

(
Fβα + ∂βAα − ∂αAβ

)
= ε0Fβα

(24.8)

Taking the β derivatives and combining the results for the LHS and RHS this is

∂βFβα =
1
ε0c

Jα (24.9)

24.3.3 Compare to STA form

To verify that no sign errors have been made during the index manipulations above, this result
should also match the STA Maxwell equation of eq. (24.1), the vector part of which is

∇ · F = J/ε0c (24.10)
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Dotting the LHS with γα we have

(∇ · F) · γα = ((γµ∂µ) · (
1
2

Fβσ(γβ ∧ γσ))) · γα

=
1
2
∂µFβσ(γµ · (γβ ∧ γσ)) · γα

=
1
2

(
∂βFβσγσ − ∂σFβσγβ

)
· γα

=
1
2

(
∂βFβα − ∂σFασ

)
= ∂βFβα

(24.11)

This gives us

∂βFβα = Jα/ε0c (24.12)

In agreement with eq. (24.9).





25
C A N O N I C A L E N E R G Y M O M E N T U M T E N S O R A N D L AG R A N G I A N
T R A N S L AT I O N

25.1 motivation and direction

In [13] we saw that it was possible to express the Lorentz force equation for the charge per unit
volume in terms of the energy momentum tensor.

Repeating

∇ · T (γµ) =
1
c

〈
FγµJ

〉
T (a) =

ε0

2
FaF̃

(25.1)

While these may not appear too much like the Lorentz force equation as we are used to seeing
it, with some manipulation we found

1
c
〈Fγ0J〉 = −j ·E

1
c
〈FγkJ〉 = (ρE + j ×B) ·σk

(25.2)

where we now have an energy momentum pair of equations, the second of which if integrated
over a volume is the Lorentz force for the charge in that volume.

We have also seen that we can express the Lorentz force equation in GA form

mẍ = qF · ẋ/c (25.3)

This was expressed in tensor form, toggling indices that was

mẍµ = qFµα ẋα (25.4)

We then saw in [12] that the the covariant form of the energy momentum tensor relation was

T µν = ε0

(
FαµFν

α +
1
4

FαβFαβη
µν

)
∂νT µν = FαµJα/c

(25.5)
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this has identical structure (FIXME: sign error here?) to the covariant Lorentz force equation.
Now the energy momentum conservation equations above did not require the Lorentz force

equations at all for their derivation, nor have we used the Lorentz force interaction Lagrangian
to arrive at them. With Maxwell’s equation and the Lorentz force equation together ( or the
equivalent field and interaction Lagrangians) we have the complete specification of classical
electrodynamics. Curiously it appears that we have most of the structure of the Lorentz force
equation (except for the association with mass) all in embedded in Maxwell’s equation or the
Maxwell field Lagrangian.

Now, a proper treatment of the field and charged mass interaction likely requires the Dirac
Lagrangian, and hiding in there if one could extract it, is probably everything that could be said
on the topic. It will be a long journey to get to that point, but how much can we do considering
just the field Lagrangian?

For these reasons it seems desirable to understand the background behind the energy momen-
tum tensor much better. In particular, it is natural to then expect that these conservation relations
may also be found as a consequence of a symmetry and an associated Noether current (see 22).
What is that symmetry? That symmetry should leave the field equations as calculated by the
field Euler-Lagrange equations Given that symmetry how would one go about actually showing
that this is the case? These are the questions to tackle here.

25.2 on translation and divergence symmetries

25.2.1 Symmetry due to total derivative addition to the Lagrangian

In [3] the energy momentum tensor is treated by considering spacetime translation, but I have
unfortunately not understood much more than vague direction in that treatment.

In [24] it is also stated that the energy momentum tensor is the result of a Lagrangian space-
time translation, but I did not find details there.

There are examples of the canonical energy momentum tensor (in the simpler non-GA tensor
form) and the symmetric energy momentum tensor in [8]. However, that treatment relies on
analogy with mechanical form of Noether’s theorem, and I had rather see it developed explicitly.

Finally, in an unexpected place (since I am not studying QFT but was merely curious), the
clue required to understand the details of how this spacetime translation results in the energy
momentum tensor was found in [26].

In Tong’s treatment it is pointed out there is a symmetry for the Lagrangian if it is altered by
a divergence.

L → L + ∂µFµ (25.6)
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It took me a while to figure out how this was a symmetry, but after a nice refreshing motorcy-
cle ride, the answer suddenly surfaced. One can add a derivative to a mechanical Lagrangian and
not change the resulting equations of motion. While tackling problem 5 of Tong’s mechanics
in 9.1, such an invariance was considered in detail in one of the problems for Tong’s classical
mechanics notes 9.1 .

If one has altered the Lagrangian by adding an arbitrary function f to it.

L′ = L + f (25.7)

Assuming to start a Lagrangian that is a function of a single field variable L = L(φ, ∂µφ),
then the variation of the Lagrangian for the field equations yields

δL′

δφ
=
∂L′

∂φ
− ∂σ

∂L′

∂(∂σφ)

=
∂L

∂φ
− ∂σ

∂L

∂(∂σφ)

= 0

+
∂ f
∂φ
− ∂σ

∂ f
∂(∂σφ)

(25.8)

So, if this transformed Lagrangian is a symmetry, it is sufficient to find the conditions for the
variation of additional part to be zero

δ f
δφ

= 0 (25.9)

25.2.2 Some examples adding a divergence

To validate the fact that we can add a divergence to the Lagrangian without changing the field
equations lets work out a few concrete examples of eq. (25.9) of for Lagrangian alterations by
a divergence f = ∂µFµ.

Each of these examples will be for a single field variable Lagrangian with generalized coor-
dinates x1 = x, and x1 = y.

25.2.2.1 Simplest case. No partials

Let

F1 = φ

F2 = 0
(25.10)
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With this the divergence is

f = ∂xFx + ∂yFy

=
∂φ

∂x

(25.11)

Now the variation is

δ f
δφ

=

(
∂

∂φ
−
∂

∂x
∂

∂(∂φ/∂x)
−
∂

∂y
∂

∂(∂φ/∂y)

)
∂φ

∂x

=
∂

∂x
∂φ

∂φ
−
∂1
∂x

= 0

(25.12)

Okay, so far so good.

25.2.2.2 One partial

Now, let

F1 =
∂φ

∂x
F2 = 0

(25.13)

With this the divergence is

f = ∂xFx + ∂yFy

=
∂

∂x
∂φ

∂x

(25.14)

And the variation is

δ f
δφ

=

(
∂

∂φ
−
∂

∂x
∂

∂(∂φ/∂x)
−
∂

∂y
∂

∂(∂φ/∂y)

)
∂

∂x
∂φ

∂x

=
∂

∂φ

∂

∂x
∂φ

∂x

=
∂

∂x
∂

∂x
∂φ

∂φ

=
∂

∂x
∂1
∂x

= 0

(25.15)

Again, assuming I am okay to switch the differentiation order, we have zero.
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25.2.2.3 Another partial

For the last concrete example before going on to the general case, try

F1 =
∂φ

∂y
F2 = 0

(25.16)

The divergence is

f = ∂xFx + ∂yFy

=
∂

∂x
∂φ

∂y

(25.17)

And the variation is

δ f
δφ

=

(
∂

∂φ
−
∂

∂x
∂

∂(∂φ/∂x)
−
∂

∂y
∂

∂(∂φ/∂y)

)
∂

∂x
∂φ

∂y

= −
∂

∂y
∂1
∂x

= 0

(25.18)

25.2.2.4 The general case

Because of linearity we have now seen that we can construct functions with any linear combi-
nations of first and second derivatives

Fµ = aµφ +
∑
σ

bσµ
∂φ

∂xσ (25.19)

and for such a function we will have

δ(∂µFµ)
δφ

= 0 (25.20)

How general can the function Fµ = Fµ(φ, ∂σφ) be made and still yield a zero variational
derivative?
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To answer this, let us compute the derivative for a general divergence added to a single field
variable Lagrangian. This is

δ(∂µFµ)
δφ

=
∑
µ

 ∂∂φ −∑
σ

∂

∂xσ
∂

∂(∂φ/∂xσ)

 ∂Fµ

∂xµ

=
∑
µ

∂

∂xµ
∂Fµ

∂φ
−

∑
µ,σ

∂

∂xσ
∂

∂(∂φ/∂xσ)

∂Fµ

∂φ

∂φ

∂xµ
+

∑
α

∂Fµ

∂(∂φ/∂xα)
∂(∂φ/∂xα)

∂xµ


= ∂µ

∂Fµ

∂φ
− ∂σ

∂

∂(∂σφ)

(
∂Fµ

∂φ
∂µφ +

∂Fµ

∂(∂αφ)
∂µαφ

)
(25.21)

For tractability in this last line the shorthand for the partials has been injected. Sums over α,
µ, and σ are also now implied (this was made explicit prior to this in all cases where upper and
lower indices were matched).

Treating these two last derivatives separately, we have for the first

∂σ
∂

∂(∂σφ)
∂Fµ

∂φ
∂µφ = ∂σ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ + ∂σ

∂Fµ

∂φ

∂

∂(∂σφ)
∂µφ

= ∂σ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ + ∂µ

∂Fµ

∂φ

(25.22)

So our ∂Fµ/∂φ’s cancel out, and we are left with

δ(∂µFµ)
δφ

= −∂σ

((
∂

∂(∂σφ)
∂Fµ

∂φ

)
∂µφ +

∂

∂(∂σφ)

(
∂Fµ

∂(∂αφ)
∂µαφ

))
= −∂σ

(
∂µφ

(
∂

∂(∂σφ)
∂Fµ

∂φ

)
+ ∂µαφ

∂

∂(∂σφ)

(
∂Fµ

∂(∂αφ)

))
= −∂σ

(
(∂µφ)

∂

∂φ

∂

∂(∂σφ)
Fµ +

(
∂µ

∂φ

∂xα

)
∂

∂(∂αφ)
∂

∂(∂σφ)
Fµ

) (25.23)

Now there is a lot of indices and derivatives floating around. Writing gµ = ∂Fµ/∂(∂σφ), we
have something a bit easier to look at

δ(∂µFµ)
δφ

= −∂σ

(
(∂µφ)

∂gµ

∂φ
+

(
∂µ

∂φ

∂xα

)
∂gµ

∂(∂αφ)

)
(25.24)

But this is a chain rule expansion of the derivative ∂µgµ

∂gµ

∂xµ
=
∂φ

∂xµ
∂gµ

∂φ
+
∂∂βφ

∂xµ
∂gµ

∂∂βφ
(25.25)
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So, we finally have

δ(∂µFµ)
δφ

= −∂σµgµ

=

(25.26)

This is

δ(∂µFµ)
δφ

= −∂σµ
∂Fµ

∂(∂σφ)
(25.27)

I do not think we have any right asserting that this is zero for arbitrary Fµ. However if the Tay-
lor expansion of Fµ with respect to variables φ, and ∂σφ has no higher than first order terms in
the field variables ∂σφ, we will certainly have a zero variational derivative and a corresponding
symmetry.

25.2.2.5 More examples to confirm the symmetry requirements

As a confirmation that a zero in eq. (25.27) requires linear field derivatives, lets lets try two
more example calculations.

First with non-linear powers of φ to show that we have more freedom to construct the function
first powers. Let

F1 = φ2

F2 = 0
(25.28)

We have

δ(∂µFµ)
δφ

=

(
∂

∂φ
− ∂σ

∂

∂(∂σφ)

)
2φφx

= 2φx − ∂x(2φ)

= 0

(25.29)

Zero as expected. Generalizing the function to include arbitrary polynomial powers is no
harder.

Let

F1 = φk

F2 = 0

∂µFµ = kφk−1φx

(25.30)
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So we have

δ(∂µFµ)
δφ

= k(k − 1)φk−2φx − ∂x(kφk−1)

= 0
(25.31)

Okay, now moving on to the derivatives. Picking a divergence that should not will not gener-
ate a symmetry, something with a non-linear derivative should do the trick. Let us Try

F1 = (φx)2

F2 = 0
(25.32)

δ(∂µFµ)
δφ

=

(
∂

∂φ
− ∂σ

∂

∂(∂σφ)

)
2φxφxx

= −2∂xφxx

= −2φxxx

(25.33)

So, sure enough, unless additional conditions can be imposed on φ, such a transformation
will not be a symmetry.

25.2.3 Symmetry for Wave equation under spacetime translation

The Lagrangian for a one dimensional wave equation is

L =
1

2v2

(
∂φ

∂t

)2

−
1
2

(
∂φ

∂x

)2
(25.34)

Under a transformation of variables

x→ x′ = x + a

t → t′ = t + τ
(25.35)

Employing a multivariable Taylor expansion (see [10] ) for our Lagrangian having no explicit
dependence on t and x, we have

L′ = L + (a∂x + τ∂t)L

∗

+ · · ·

(25.36)
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That first order term of the Taylor expansion ∗, can be written as a divergence ∂µFµ, with
F1 = aL, and F2 = τL, however both of these are quadratic in φx, and φt, which is not linear.
That linearity in the derivatives was required for eq. (25.27) to be definitively zero for the
transformation to be a symmetry. So after all that goofing around with derivatives and algebra
it is defeated by the simplest field Lagrangian.

Now, if we continue we find that we do in fact still have a symmetry by introducing a lin-
earized spacetime translation. This follows from direct expansion

(∗) = (a∂x + τ∂t)L

= a
(

1
v2φt∂xφt − φx∂xφx

)
+ τ

(
1
v2φt∂tφt − φx∂tφx

) (25.37)

Next, calculation of the variational derivative we have

δ(∗)
δφ

=

(
∂

∂φ
− ∂x

∂

∂φx
− ∂t

∂

∂φt

)
(∗)

= −∂x (−a∂xxφ − τ∂txφ) −
1
v2 ∂t (a∂xtφ + τ∂ttφ)

= a
(
∂x

(
φxx −

1
v2φtt

))
+ τ

(
∂t

(
φxx −

1
v2φtt

)) (25.38)

Since we have φxx = 1
v2φtt by variation of eq. (25.34). So we do in fact have a symmetry from

the linearized spacetime translation for any shift (t, x)→ (t + τ, x + a).

25.2.4 Symmetry condition for arbitrary linearized spacetime translation

If we want to be able to alter the Lagrangian with a linearized vector translation of the gener-
alized coordinates by some arbitrary shift, since we do not have the linear derivatives for many
Lagrangians of interest (wave equations, Maxwell equation, ...) then can we find a general con-
dition that is responsible for the translation symmetry that we have observed must exist for the
simple wave equation.

For a general Lagrangian L = L(φ(x), ∂µφ(x)) under shift by some vector a

x→ x′ = x + a (25.39)

we have

L′ =
(
ea·∇

)
L = L + (a · ∇)L +

1
2!

(a · ∇)2L + · · · (25.40)
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Now, if we have

δ((a · ∇)L)
δφ

?
= (a · ∇)

δL

δφ

= 0

(25.41)

then this would explain the fact that we have a symmetry under linearized translation for the
wave equation Lagrangian. Can this interchange of differentiation order be justified?

Writing out this variational derivative in full we have

δ((a · ∇)L)
δφ

=

(
∂

∂φ
− ∂σ

∂

∂φσ

)
aµ∂µL

= aµ
(
∂

∂φ

∂

∂xµ
−

∂

∂xσ
∂

∂φσ

∂

∂xµ

)
L

(25.42)

Now, one can impose continuity conditions on the field variables and Lagrangian sufficient
to allow the commutation of the coordinate partials. Namely

∂

∂xµ
∂

∂xν
f (φ, ∂σφ) =

∂

∂xν
∂

∂xµ
f (φ, ∂σφ) (25.43)

However, we have a dependence between the field variables and the coordinates

∂

∂xµ
=
∂φ

∂xµ
∂

∂φ
+

∑
σ

∂φσ
∂xµ

∂

∂φσ
(25.44)

Given this, can we commute the field partials and the coordinate partials like so

∂

∂φ

∂

∂xµ
?
=

∂

∂xµ
∂

∂φ

∂

∂φσ

∂

∂xµ
?
=

∂

∂xµ
∂

∂φσ

(25.45)

This is not obvious to me due to the dependence between the two.
If that is a reasonable thing to do, then the variational derivative of this directional derivative

is zero

δ((a · ∇)L)
δφ

= aµ
∂

∂xµ

(
∂

∂φ
−

∂

∂xσ
∂

∂φσ

)
L

= (a · ∇)
δL

δφ

= 0

(25.46)
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To make any progress below I had to assume that this is justifiable. With this assumption
or requirement we therefore have a symmetry for any Lagrangian altered by the addition of a
directional derivative, as is required for the first order Taylor series approximation associated
with a spacetime (or spatial or timelike) translation.

25.2.4.1 An error above to revisit

In an email discussing what I initially thought was a typo in [26], he says that while it is correct
to transform the Lagrangian using a Taylor expansion in φ(x + a) as I have done, this actually
results from x → x − a, as opposed to the positive shift given in eq. (25.39). There was discus-
sion of this in the context of Lorentz transformations around (1.26) of his QFT course notes,
also applicable to translations. The subtlety is apparently due to differences between passive
and active transformations. I am sure he is right, and I think this is actually consistent with the
treatment of [3] where they include an inverse operation in the transformed Lagrangian (that
minus is surely associated with the inverse of the translation transformation). It will take further
study for me to completely understand this point, but provided the starting point is really con-
sidered the Taylor series expansion based on φ(x)→ φ(x + a) and not based on eq. (25.39) then
nothing else I have done here is wrong. Also note that in the end our Noether current can be
adjusted by an arbitrary multiplicative constant so the direction of the translation will also not
change the final result.

25.3 noether current

25.3.1 Vector parametrized Noether current

In 17 the derivation of Noether’s theorem given a single variable parametrized alteration of the
Lagrangian was seen to essentially be an exercise in the application of the chain rule.

How to extend that argument to the multiple variable case is not immediately obvious. In GA
we can divide by vectors but attempting to formulate a derivative this way gives us left and right
sided derivatives. How do we overcome this to examine change of the Lagrangian with respect
to a vector parametrization? One possibility is a scalar parametrization of the magnitude of the
translation vector. If the translation is along a = αu, where u is a unit vector we can write

L′ = L + δL

= L + (a · ∇)L

= L + α(u · ∇)L

(25.47)
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So we have

dL′

dα
= (u · ∇)L (25.48)

Now our previous Noether’s current was derived by considering just the sort of derivative on
the LHS above, but on the RHS we are back to working with a directional derivative. The key
is finding a logical starting point for the chain rule like expansion that we expect to produce the
conservation current.

δL = (a · ∇)L

= aµ∂µL

= aµ
 ∂φ∂xµ

∂L

∂φ
+

∑
σ

∂φσ
∂xµ

∂L

∂φσ


=
∂L

∂φ
(a · ∇)φ +

∑
σ

∂L

∂φσ
(a · ∇)φσ

=

∑
σ

∂σ
∂L

∂φσ

 (a · ∇)φ +
∑
σ

∂L

∂φσ
(a · ∇)φσ

=

∑
σ

∂σ
∂L

∂φσ

 (a · ∇)φ +
∑
σ

∂L

∂φσ
∂σ((a · ∇)φ)

=
∑
σ

∂σ

(
∂L

∂φσ
(a · ∇)φ

)

(25.49)

So far so good, but where to go from here? The trick (again from Tong) is that the difference
with itself is zero. With a switch of dummy indices σ→ µ, we have

0 = δL− δL

=
∑
µ

∂µ

(
∂L

∂φµ
(a · ∇)φ

)
− aµ∂µL

=
∑
µ

∂µ

(
∂L

∂φµ
(a · ∇)φ − aµL

) (25.50)

Now we have a quantity that is zero for any vector a, and can say we have a conserved current
T (a) with coordinates

T µ(a) =
∂L

∂φµ
(a · ∇)φ − aµL (25.51)
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Finally, putting this back into vector form

T (a) = γµT µ(a)

=

(
γµ
∂L

∂φµ

)
(a · ∇)φ − γµaµL

(25.52)

So we have

T (a) =

((
γµ

∂

∂φµ

)
L

)
(a · ∇)φ − aL

∇ · T (a) = 0
(25.53)

So after a long journey, I have in eq. (25.53) a derivation of a conservation current associated
with a linearized vector displacement of the generalized coordinates. I recalled that the treatment
in [3] somehow eliminated the a. That argument is still tricky involving their linear operator
theory, but I have at least obtained their equation (13.15). They treat a multivector displacement
whereas I only looked at vector displacement. They also do it in three lines, whereas building
up to this (or even understanding it) based on what I know required 13 pages.

25.3.2 Comment on the operator above

We have something above that is gradient like in eq. (25.53). Our spacetime gradient operator
is

∇ = γµ
∂

∂xµ
(25.54)

Whereas this unknown field variable derivative operator

something = γµ
∂

∂φµ
(25.55)

is somewhat like a velocity gradient with respect to the field variable. It would be reasonable
to expect that this will have a role in the field canonical momentum.
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25.3.3 In tensor form

The conserved current of eq. (25.53) can be put into tensor form by considering the action on
each of the basis vectors.

T (γν) · γµ =

((
∂

∂φµ

)
L

)
(γν · (γσ∂σ))φ − γν · γµL (25.56)

Thus writing T µ
ν = T (γν) · γµ we have

T µ
ν =

∂L

∂φµ
∂νφ − δν

µL (25.57)

25.3.4 Multiple field variables

In order to deal with the Maxwell Lagrangian a generalization to multiple field variables is
required. Suppose now that we have a Lagrangian density L = L(φα, ∂βφα). Proceeding with
the chain rule application again we have after some latex search and replace adding in indices
in all the right places (proof by regular expressions)

δL = (a · ∇)L

= aµ∂µL

= aµ
(
∂φα

∂xµ
∂L

∂φα
+
∂∂σφ

α

∂xµ
∂L

∂∂σφα

)
=
∂L

∂φα
(a · ∇)φα +

∂L

∂∂σφα
(a · ∇)∂σφα

=

(
∂σ

∂L

∂∂σφα

)
(a · ∇)φα +

∂L

∂∂σφα
(a · ∇)∂σφα

=

(
∂σ

∂L

∂∂σφα

)
(a · ∇)φα +

∂L

∂∂σφα
∂σ((a · ∇)φα)

= ∂σ

(
∂L

∂∂σφα
(a · ∇)φα

)

(25.58)

In the above manipulations (and those below), any repeated index, regardless of whether
upper and lower indices are matched implies summation.
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Using this we have a multiple field generalization of eq. (25.51). The Noether current and its
conservation law in coordinate form is

T µ(a) =
∂L

∂∂µφα
(a · ∇)φα − aµL

∂µT µ(a) = 0
(25.59)

Or in vector form, corresponding to eq. (25.53)

T (a) =

((
γµ

∂

∂∂µφα

)
L

)
(a · ∇)φα − aL

∇ · T (a) = 0
(25.60)

And finally in tensor form, as in eq. (25.57)

T µ
ν =

∂L

∂∂µφα
∂νφ

α − δν
µL

∂µT µ
ν = 0

(25.61)

25.3.5 Spatial Noether current

The conservation arguments above have been expressed with the assumption that the Lagrangian
density is a function of both spatial and time coordinates, and this was made explicit with the
use of the Dirac basis to express the Noether current.

It should be pointed out that for a purely spatial Lagrangian density, such as that of electro-
statics

L = −
ε0

2
(∇φ)2 + ρφ (25.62)

the same results apply. In this case it would be reasonable to summarize the conservation
under translation using the Pauli basis and write

T (a) = σk
∂L

∂∂kφ
a ·∇φ − aL

∇ · T (a) = 0
(25.63)

Without the time translation, calling the vector Noether current the energy momentum tensor
is not likely appropriate. Perhaps just the canonical energy momentum tensor? Working with
such a spatial Lagrangian density later should help clarify how to label things.
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25.4 field hamiltonian

A special case of eq. (25.57) is for time translation of the Lagrangian.
For that, our Noether current, writingHµ = T µ

0 is

H0 =
∂L

∂φ̇
φ̇ −L

Hk =
∂L

∂φk
φ̇

(25.64)

These are expected to have a role associated with field energy and momentum respectively.
For the Maxwell Lagrangian we will need the multiple field current

H0 =
∂L

∂∂0φα
∂0φ

α −L

Hk =
∂L

∂∂kφα
∂0φ

α
(25.65)

25.5 wave equation

Having computed the general energy momentum tensor for field Lagrangians, this can now be
applied to some specific field equations. The Lagrangian for the relativistic wave equation is an
obvious first candidate due to simplicity.

25.5.1 Tensor components and energy term

L =
1
2
∂µφ∂

µφ =
1
2
φµφ

µ =
1
2

(∇φ)2 =
1
2

(φ̇2 − (∇φ)2) (25.66)

In the explicit spacetime split above we have a split into terms that appear to correspond to
kinetic and potential terms

L = K − V (25.67)

To compute the tensor, we first need ∂L/∂φµ = φµ, which gives us

T µ
ν = φµφν − δν

µL (25.68)
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Writing this out in matrix form (with rows µ, and columns ν), we have


1
2 (φ̇2 + φ2

x + φ2
y + φ2

z ) φ̇φx φ̇φy φ̇φz

−φxφ̇
1
2 (−φ̇2 − φ2

x + φ2
y + φ2

z ) −φxφy −φxφz

−φyφ̇ −φyφx
1
2 (−φ̇2 + φ2

x − φ
2
y + φ2

z ) −φyφz

−φzφ̇ −φzφx −φzφy
1
2 (−φ̇2 + φ2

x + φ2
y − φ

2
z )


(25.69)

As mentioned by Jackson, the canonical energy momentum tensor is not necessarily symmet-
ric, and we see that here. Do do however, have what is expected for the wave energy in the 0, 0
element

T 0
0 = K + V

=
1
2

(φ̇2 + (∇φ)2)
(25.70)

25.5.2 Conservation equations

How about the conservation equations when written in full. The first is

0 = ∂µT µ
0

=
1
2
∂t(φ̇2 + φ2

x + φ2
y + φ2

z ) − ∂x(φxφ̇) − ∂y(φyφ̇) − ∂z(φzφ̇)

= φ̇φ̈ + φxφxt + φyφyt + φzφzt − φxxφ̇ − φyyφ̇ − φzzφ̇ − φxφtx − φyφty − φzφtz

= φ̇(φ̈ − φxx − φyy − φzz)

(25.71)

So our first conservation equation is

0 = φ̇(∇2φ) (25.72)

But ∇2φ = 0 is just our wave equation, the result of the variation of the Lagrangian itself. So
curiously the divergence of energy-momentum four vector T µ

0 ends up as another method of
supplying the wave equation!



226 canonical energy momentum tensor and lagrangian translation

How about one of the other conservation equations? The pattern will all be the same, so
calculating one is sufficient.

0 = ∂µT µ
1

= ∂t(φ̇φx) +
1
2
∂x(−φ̇2 − φ2

x + φ2
y + φ2

z ) − ∂y(φyφx) − ∂z(φzφx)

= φ̈φx + φ̇φxt − φ̇φtx − φxφxx + φyφyx + φzφzx − φyyφx − φyφxy − φzzφx − φzφxz

= φx(φ̈ − φxx − φyy − φzz)

(25.73)

It should probably not be surprising that we have such a symmetric relation between space
and time for the wave equations and we can summarize the spacetime translation conservation
equations by

0 = ∂µT µ
ν

= φν(∇2φ)
(25.74)

25.5.3 Invariant length

It has been assumed that T (γµ) are four vectors. If that is the cast we ought to have an invariant
length.

Let us calculate the vector square of T (γ0). Picking off first column of our tensor in eq. (25.69),
we have

(T (γ0))2 = (γµT µ
0) · (γνT ν

0)

= (T 0
0)2 − (T 1

0)2 − (T 2
0)2 − (T 3

0)2

=
1
4

(
φ̇2 + φ2

x + φ2
y + φ2

z

)2
− φ2

xφ̇
2 − φ2

y φ̇
2 − φ2

z φ̇
2

=
1
4

(
φ̇4 + φ4

x + φ4
y + φ4

z

)
−

1
2

(
φ̇2φ2

x + φ̇2φ2
y + φ̇2φ2

z

)
+

1
2

(
+φ2

xφ
2
y + φ2

yφ
2
z + φ2

zφ
2
x

)
=

1
4

(
φ̇2 − φ2

x − φ
2
y − φ

2
z

)2

(25.75)

But this is just our (squared) Lagrangian density, and we therefore have

(T (γ0))2 = L2 (25.76)
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Doing the same calculation for the second column, which is representative of the other two
by symmetry, we have

(T (γk))2 = −L2 (25.77)

Summarizing all four squares we have

(T (γµ))2 = (γµ)2L2 (25.78)

All of these conservation current four vectors have the same length up to a sign, where T (γ0)
is timelike (positive square), whereas T (γk) is spacelike (negative square).

Now, is L2 a Lorentz invariant? If so we can justify calling T (γµ) four vectors. Reflection
shows that this is in fact the case, since L is a Lorentz invariant. The transformation properties
of L go with the gradient. Writing ∇′ = R∇R̃, we have

L′ =
1
2
∇′φ · ∇′φ

=
1
2

〈
R∇R̃φR∇R̃φ

〉
=

1
2

〈
R∇φ∇R̃φ

〉

=
1
2

〈
R̃R

= 1

∇φ∇φ

〉
=

1
2
∇φ · ∇φ

= L

(25.79)

25.5.4 Diagonal terms of the tensor

There is a conjugate structure evident in the diagonal terms of the matrix for the tensor. In
particular, the T 0

0 can be expressed using the Hermitian conjugate from QM. For a multivector
F, this was defined as

F† = γ0F̃γ0 (25.80)
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We have for T 0
0

T 0
0 =

1
2

(∇φ)† · (∇φ)

=
1
2
〈γ0∇γ0φ∇φ〉

=
1
2

〈
(γ0∇φ)2

〉
=

1
2

〈
(γ0(γ0∂0 + γk∂k)φ)2

〉
=

1
2

〈
((∂0 − γ

kγ0∂k)φ)2
〉

=
1
2

〈
((∂0 +∇)φ)2

〉
=

1
2

(
φ̇2 + (∇φ)2

)

(25.81)

Now conjugation with respect to the time basis vector should not be special in any way, and
should be equally justified defining a conjugation operation along any of the spatial directions
too. Is there a symbol for this? Let us write for now

F†µ ≡ γµF̃γµ (25.82)

There is a possibility that the sign picked here is not appropriate for all purposes. It is hard
to tell for now since we have a vector F that equals its reverse, and in fact after a computation
with both µ indices down I have raised an index altering an initial choice of F†µ = γµF̃γµ

Applying this, for µ , 0 we have

(∇φ)†µ · (∇φ) = −
〈
γµ∇γµφ∇φ

〉
= −

〈
((∂µ + γµ

∑
ν,µ

γν∂ν)φ)2
〉

= −((∂µφ)2 +
∑
ν,µ

(γµγν)2(∂νφ)2)

= −((∂µφ)2 −
∑
ν,µ

(γµ)2(γν)2(∂νφ)2)

= −((∂µφ)2 +
∑
ν,µ

(γν)2(∂νφ)2)

= −(∂µφ)2 − (∂0φ)2 +
∑

k,µ,k,0

(∂kφ)2

(25.83)
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This recovers the diagonal terms, and allows us to write (no sum)

T µ
µ =

1
2

(∇φ)†µ · (∇φ) (25.84)

25.5.4.1 As a projection?

As a vector (a projection of T (γµ) onto the γµ direction) this is (again no sum)

γµT µ
µ =

1
2
γµ(∇φ)†µ · (∇φ)

=
1
2
γµ

〈
γµ∇φγµ∇φ

〉
=

1
4
γµ(γµ∇φγµ∇φ +∇φγµ∇φγ

µ)

=
1
4

((∇φγµ∇φ) + γµ(∇φγµ∇φ)γµ)

(25.85)

Intuition says this may have a use when assembling a complete vector representation of T (γµ)
in terms of the gradient, but what that is now is not clear.

25.5.5 Momentum

Now, let us look at the four vector T (γ0) = γµT µ
0 more carefully. We have seen the energy term

of this, but have not looked at the spatial part (momentum).
We can calculate the spatial component by wedging with the observer unit velocity γ0, and

get

T (γ0)∧ γ0 = γkγ0T k
0

= −σkφ̇φk

= −φ̇∇φ

(25.86)

Right away we have something interesting! The wave momentum is related to the gradient
operator, exactly as we have in quantum physics, despite the fact that we are only looking at the
classical wave equation (for light or some other massless field effect).

25.6 wave equation . ga form for the energy momentum tensor

Some of the playing around above was attempting to find more structure for the terms of the
energy momentum tensor. For the diagonal terms this was done successfully. However, doing
so for the remainder is harder when working backwards from the tensor in coordinate form.



230 canonical energy momentum tensor and lagrangian translation

25.6.1 Calculate GA form

Let us step back to the defining relation eq. (25.60), from which we see that we wish to calculate

γµ
∂L

∂∂µφα
= γµ∂

µφ

= γµ∂µφ

= ∇φ

(25.87)

This completely removes the indices from the tensor, leaving us with

T (a) = (∇φ)a · ∇φ −
a
2

(∇φ)2

= (∇φ)
(
1
2

(a∇φ +∇φa) −∇φ
a
2

) (25.88)

Thus we have

T (a) =
1
2

(∇φ)a(∇φ) (25.89)

This meets the intuitive expectation that the energy momentum tensor for the wave equation
could be expressed completely in terms of the gradient.
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25.6.2 Verify against tensor expression

There is in fact a surprising simplicity to the result of eq. (25.89). It is somewhat hard to believe
that it summarizes the messy matrix we have calculated above. To verify this let us derive the
tensor relation of eq. (25.68).

T µ
ν = T (γν) · γµ

=
1
2
〈
(∇φ)γν(∇φ)γµ

〉
=

1
2

〈
γα∂αφγνγβ∂

βφγµ
〉

=
1
2
∂αφ∂

βφ
〈
γαγνγβγ

µ
〉

=
1
2
∂αφ∂

βφ (δανδβ
µ + (γα ∧ γν) · (γβ ∧ γµ))

=
1
2

(
∂νφ∂

µφ + ∂αφ∂βφ(γα ∧ γν) · (γβ ∧ γµ)
)

=
1
2


∂νφ∂

µφ + (∂αφ∂βφ)γα · ( γν · (γβ ∧ γµ)

= δν
βγµ − δν

µγβ

)


=

1
2

(
∂νφ∂

µφ + (∂αφ∂βφ)(δνβδαµ − δνµδαβ)
)

=
1
2
(∂νφ∂

µφ + ∂µφ∂νφ − δν
µ(∂αφ∂αφ))

= ∂νφ∂
µφ − δν

µL �

(25.90)
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25.6.3 Invariant length

Putting the energy momentum tensor in GA form makes the demonstration of the invariant
length almost trivial. We have for any a

(T (a))2 =
1
4
∇φa∇φ∇φa∇φ

=
1
4

(∇φ)2∇φa2∇φ

=
1
4

(∇φ)4a2

= L2a2

(25.91)

This recovers eq. (25.78), which came at considerably higher cost in terms of guesswork.

25.6.4 Energy and Momentum split (again)

By wedging with γ0 we can extract the momentum terms of T (γ0). That is

T (γ0)∧ γ0 =

(
(γ0 · ∇φ)∇φ −

1
2

(∇φ)2γ0

)
∧ γ0

= (γ0 · ∇φ)(∇φ∧ γ0) −
1
2

(∇φ)2 (γ0 ∧ γ0)

= 0

= φ̇(γkγ0∂kφ)

= −φ̇∇φ

(25.92)

For the energy term, dotting with γ0 we have

T (γ0) · γ0 =

(
(γ0 · ∇φ)∇φ −

1
2

(∇φ)2γ0

)
· γ0

= (γ0 · ∇φ)2 −
1
2

(∇φ)2

= φ̇2 −
1
2

(φ̇2 − (∇φ)2)

=
1
2

(φ̇2 + (∇φ)2)

(25.93)
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Wedging with γ0 itself does not provide us with a relative spatial vector. For example, con-
sider the proper time velocity four vector (still working with c = 1)

v =
dt
dτ

d
dt

(
tγ0 + γkxk

)
=

dt
dτ

(
γ0 + γk

dxk

dt

) (25.94)

We have

v · γ0 =
dt
dτ

= γ (25.95)

and

v∧ γ0 =
dt
dτ
σk

dxk

dt
(25.96)

Or

v ≡ σk
dxk

dt

=
v∧ γ0

v · γ0

(25.97)

This suggests that the form for the relative momentum (spatial) vector for the field should
therefore be

p ≡
T (γ0)∧ γ0

T (γ0) · γ0

= −
φ̇

1
2 (φ̇2 + (∇φ)2)

∇φ

= −
2

1 +

(
∇φ
φ̇

)2

∇φ

φ̇

= −
2

φ̇

∇φ
+
∇φ
φ̇

(25.98)

This has been written in a few different ways, looking for something familiar, and not re-
ally finding it. It would be useful to revisit this after considering in detail wave momentum
in a mechanical sense, perhaps with a limiting argument as given in [5] (ie: one dimensional
Lagrangian density considering infinite sequence of springs in a line).
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25.7 scalar klein gordon

A number of details have been extracted considering the scalar wave equation. Now lets move
to a two field variable Lagrangian.

L =
1
2
∂µψ∂

µψ −
m2c2

2 h̄2 ψ
2 (25.99)

This forced wave equation will have almost the same energy momentum tensor. The excep-
tion will be the diagonal terms for which we have an additional factor of m2c2ψ2/2 h̄2.

This also means that the conservation equations will be altered slightly

0 = ∂µT µ
ν

= φν

(
∇2φ +

m2c2

h̄2 φ

) (25.100)

Again the divergence of the individual canonical energy momentum tensor four vectors re-
produces the field equations that we also obtain from the variation.

25.8 complex klein gordon

25.8.1 Tensor in GA form

L = ∂µψ∂
µψ∗ −

m2c2

h̄2 ψψ∗ (25.101)

We first want to calculate what perhaps could be called the field velocity gradient

γµ
∂L

∂(∂µψ)
= γµ∂

µψ

= ∇ψ

(25.102)

Similarly

γµ
∂L

∂(∂µψ∗)
= γµ∂

µψ∗

= ∇ψ∗
(25.103)
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Assembling results into an application of eq. (25.60), we have

T (a) = ∇ψ(a · ∇)ψ∗ +∇ψ∗(a · ∇)ψ − aL

= ∇ψ(a · ∇)ψ∗ +∇ψ∗(a · ∇)ψ − a
1
2

(∇ψ∇ψ∗ +∇ψ∗∇ψ) + a
m2c2

h̄2 ψψ∗

= ∇ψ(a · ∇ψ∗ −
1
2
∇ψ∗a) +∇ψ∗(a · ∇ψ −

1
2
∇ψa) + a

m2c2

h̄2 ψψ∗

=
1
2
((∇ψ)a(∇ψ∗) + (∇ψ∗)a(∇ψ)) + a

m2c2

h̄2 ψψ∗

(25.104)

Since vectors equal their own reverse this is just

T (a) = (∇ψ)a(∇ψ∗) + a
m2c2

h̄2 ψψ∗ (25.105)

25.8.2 Tensor in index form

Expanding the energy momentum tensor in index notation we have

T µ
ν = T (γν) · γµ

= ∂αψ∂βψ
∗
〈
γαγνγ

βγµ
〉

+ δν
µm2c2

h̄2 ψψ∗

= ∂νψ∂
µψ∗ + ∂µψ∂νψ

∗ − ∂αψ∂αψ
∗δν

µ + δν
µm2c2

h̄2 ψψ∗

(25.106)

So we have

T µ
ν = ∂µψ∂νψ

∗ + ∂µψ∗∂νψ − δν
µL (25.107)

This index representation also has a nice compact elegance.

25.8.3 Invariant Length?

Writing for short b = ∇ψ, and working in natural units m2c2 = h̄2, we have

(T (a))2 = (bab∗ + aψψ∗)2

=
〈
ab∗bab∗b

〉
+ a2ψ2(ψ∗)2 + 2a · (bab∗)

(25.108)

Unlike the light wave equation this does not (obviously) appear to have a natural split into
something times a2. Is there a way to do it?
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25.8.4 Divergence relation

Borrowing notation from above to calculate the divergence we want

∇ · (bab∗) =
〈
∇(bab∗)

〉
=

〈
(b∗
↔

∇b)a
〉

= a ·
〈
b∗
↔

∇b
〉

1

(25.109)

Here cyclic reordering of factors within the scalar product was used. In order for that to be
a meaningful operation the gradient must be allowed to operate bidirectionally, so this is really
just shorthand for

b∗
↔

∇b ≡ ḃ∗∇̇b + b∗∇̇ḃ (25.110)

Where the more conventional overdot notation is used to indicate the scope of the operation.
In particular, for b = ∇ψ, we have

〈
b∗
↔

∇b
〉

1
= (∇2ψ∗)(∇ψ) + (∇ψ∗)(∇2ψ) (25.111)

Our tensor also has a vector scalar product that we need the divergence of. That is

∇ · (aψψ∗) =
〈
∇(aψψ∗)

〉
= a · ∇(ψψ∗)

(25.112)

Putting things back together we have

∇ · T (a) = a ·
(〈

(∇ψ∗)
↔

∇(∇ψ)
〉

1
+

m2c2

h̄2 ∇(ψψ∗)
)

(25.113)

This is

0 = ∇ · T (a) = a ·
(
(∇2ψ∗)(∇ψ) + (∇ψ∗)(∇2ψ) +

m2c2

h̄2 ∇(ψψ∗)
)

(25.114)

Again, we see that the divergence of the canonical energy momentum tensor produces the
field equations that we get by direct variation! Put explicitly we have zero for all displacements
a, so must also have

0 = (∇ψ)
(
∇2ψ∗ +

m2c2

h̄2 ψ∗
)

+ (∇ψ∗)
(
∇2ψ +

m2c2

h̄2 ψ

)
(25.115)
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Also noteworthy above is the adjoint relationship. The adjoint F of a an operator F was
defined via the dot product

a · F(b) ≡ b · F(a) (25.116)

So we have a concrete example of the adjoint applied to the gradient, and for this energy
momentum tensor we have

T (∇) =
〈
(∇ψ∗)∇(∇ψ)

〉
1 +

m2c2

h̄2 ∇(ψψ∗) (25.117)

Here the arrows notation has been dropped, where it is implied that this derivative acts on all
neighboring vectors either unidirectionally or bidirectionally as appropriate.

Now, this adjoint tensor is a curious beastie. Intuition says this this one will have a Lorentz
invariant length. A moment of reflection shows that this is in fact the case since the adjoint was
fully expanded in eq. (25.115). That vector is zero, and the length is therefore also necessarily
invariant.

25.8.5 TODO

How about the energy and momentum split in this adjoint form? Could also write out adjoint in
index notation for comparison to non-adjoint tensor in index form.

25.9 electrostatics poisson equation

25.9.1 Lagrangian and spatial Noether current

L = −
ε0

2
(∇φ)2 + ρφ (25.118)

Evaluating this yields the desired ∇2φ = −ρ/ε0, or ∇ ·E = ρ/ε0.
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25.9.2 Energy momentum tensor

In this particular case we then have

T (a) = σk(−ε0∂kφ)a ·∇φ − aL

= −ε0(∇φ)a ·∇φ − a(−
ε0

2
(∇φ)2 + ρφ)

= −ε0(∇φ)a ·∇φ + (∇φ)2a
ε0

2
− aρφ

=
ε0

2
(∇φ) (−2a ·∇φ +∇φa) − aρφ

=
ε0

2
(∇φ) (−a∇φ −∇φa +∇φa) − aρφ

= −
ε0

2
(∇φ)a∇φ − aρφ

(25.119)

It in terms of E = −∇φ this is

T (a) = −
ε0

2
EaE − aρφ (25.120)

This is not immediately recognizable (at least to me), and also does not appear to be easily
separable into something times a.

25.9.3 Divergence and adjoint tensor

What will we get with the divergence calculation?

∇ · (EaE) = 〈∇(EaE)〉

= a ·
〈
E
↔

∇E
〉

1

(25.121)

Also want

∇ · (aρφ) = 〈∇(aρφ)〉

= a ·∇(ρφ)
(25.122)

Assembling these we have

∇ · T (a) = −a ·
(〈
ε0

2
E
↔

∇E
〉

1
+∇(ρφ)

)
(25.123)
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From this we can pick off the adjoint

T (∇) = −
ε0

2

〈
E
↔

∇E
〉

1
−∇(ρφ)

= −
ε0

2

(
(Ė · ∇̇)EE(∇ ·E)

)
−∇(ρφ)

= −ε0(∇2φ)∇φ −∇(ρφ)

= −ε0∇(∇φ)2 −∇(ρφ)

= ∇
(
−ε0(∇φ)2 − ρφ

)
(25.124)

If we write L = K − V , then we have in this case

T (∇) = ∇(K + V) = 0 (25.125)

Since the gradient of this quantity is zero everywhere it must be constant

K + V = constant (25.126)

We did not have any time dependence in the Lagrangian, and blindly following the math
to calculate the associated symmetry with the field translation, we end up with a conservation
statement that appears to be about energy.

TODO: am used to (as in [4]) seeing electrostatic energy written

U =
1
2
ε0

∫
E2dV =

1
2

∫
ρφdV (25.127)

Reconcile this with eq. (25.126).

25.10 schrödinger equation

While not a Lorentz invariant Lagrangian, we do not have a dependence on that, and can still
calculate a Noether current on spatial translation.

L =
h̄2

2m
(∇ψ) · (∇ψ∗) + Vψψ∗ + i h̄ (ψ∂tψ

∗ − ψ∗∂tψ) (25.128)

For this Lagrangian density it is worth noting that the action is in fact

S =

∫
d3xL (25.129)
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... ie: ∂tψ is not a field variable in the variation (this is why there is no factor of 1/2 in the
probability current term).

Calculating the Noether current for a vector translation a we have

T (a) =
h̄2

2m
∇ψa ·∇ψ∗ +

h̄2

2m
∇ψ∗a ·∇ψ − aL (25.130)

Expanding the divergence is messy but straightforward

∇ · T (a)

=
h̄2

2m
〈
∇ (∇ψa ·∇ψ∗ +∇ψ∗a ·∇ψ) −∇(∇ψ ·∇ψ∗)a

〉
− a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
〈
∇ (∇ψ(a∇ψ∗ +∇ψ∗a) +∇ψ∗(a∇ψ +∇ψa)) − 2∇(∇ψ ·∇ψ∗)a

〉
− a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a ·

〈
∇ψ∗

↔

∇∇ψ +∇ψ
↔

∇∇ψ∗ +∇(∇ψ∇ψ∗) +∇(∇ψ∗∇ψ) − 2∇(∇ψ ·∇ψ∗)
〉

1

− a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a ·

〈
∇ψ∗

↔

∇∇ψ +∇ψ
↔

∇∇ψ∗
〉

1

− a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

4m
a · 2

(
∇ψ∗∇2ψ +∇ψ∇2ψ∗

)
− a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

=
h̄2

2m
a ·∇ (∇ψ∗ ·∇ψ) − a ·∇ (Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇))

(25.131)

Which is, finally,

∇ · T (a) = a ·∇
(

h̄2

2m
∇ψ∗ ·∇ψ − Vψψ∗ − i h̄(ψψ̇∗ − ψ∗ψ̇)

)
(25.132)

Picking off the adjoint we have

T (∇) =
h̄2

2m
∇ψ∗ ·∇ψ − Vψψ∗ − i h̄(ψψ̇∗ − ψ∗ψ̇) (25.133)
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Just like the electrostatics equation, it appears that we can make an association with Kinetic
(K) and Potential (φ) energies with the adjoint stress tensor.

K =
h̄2

2m
∇ψ∗ ·∇ψ

φ = Vψψ∗ + i h̄(ψψ̇∗ − ψ∗ψ̇)

L = K − φ

T (∇) = K + φ

(25.134)

FIXME: Unlike the electrostatics case however, there is no conserved scalar quantity that
is obvious. The association in this case with energy is by analogy, not connected to anything
reasonably physical seeming. How to connect this with actual physical concepts? Can this be
written as the gradient of something? Because of the time derivatives perhaps the space time
gradient would be required, however, because of the non-Lorentz invariant nature I had expect
that terms may have to be added or subtracted to make that possible.

25.11 maxwell equation

Wanting to see some of the connections between the Maxwell equation and the Lorentz force
was the original reason for examining this canonical energy momentum tensor concept in detail.

25.11.1 Lagrangian

Recall that the Lagrangian for the vector grades of Maxwell’s equation

∇F = J/ε0c (25.135)

is of the form

L = κ(∇∧ A) · (∇∧ A) + J · A

= κ(γµ ∧ γν) · (γα ∧ γβ)∂µAν∂αAβ + JσAσ
(25.136)

We can fix the constant κ by taking variational derivatives and comparing with eq. (25.135)

0 =
∂L

∂Aσ
− ∂µ

∂L

∂(∂µAσ)

= Jσ − 2κ(γµ ∧ γσ) · (γα ∧ γβ)∂µ∂αAβ
(25.137)
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Taking γσ dot products with eq. (25.135) we have

0 = γσ · (J − ε0c∇ · F)

= Jσ − ε0cγσ · (γµ · (γα ∧ γβ))∂µ∂αAβ
(25.138)

So we have 2κ = −ε0c, and can write our Lagrangian density as

L = −
ε0

2
(∇∧ A) · (∇∧ A) +

J
c
· A

= −
ε0

2
(γµ ∧ γν) · (γα ∧ γβ)∂µAν∂αAβ +

Jσ

c
Aσ

(25.139)

25.11.2 Energy momentum tensor

For the Lagrangian density we have

γµ
∂L

∂(∂µAν)
= −ε0γµ(γµ ∧ γν) · (γα ∧ γβ)∂αAβ

= −ε0γµ(δµβδνα − δµαδνβ)∂αAβ

= −ε0γµ(∂νAµ − ∂µAν)

= ε0γµFµν

(25.140)

One can guess that the vector contraction of Fµν above is an expression of a dot product with
our bivector field. This is in fact the case

F · γν = (γα ∧ γβ) · γν∂αAβ

= (γαδβν − γβδαν)∂αAβ

= γµ(∂µAν − ∂νAµ)

= γµFµν

(25.141)

We therefore have

T (a) = ε0(F · γν)a · ∇Aν − aL

= ε0

(
(F · γν)a · ∇Aν +

a
2

F · F
)
− a (A · J/c)

(25.142)
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25.11.3 Index form of tensor

Before trying to factor out a, let us expand the tensor in abstract index form. This is

Tνµ = T (γν) · γµ

= ε0

(
Fµβ∂νAβ +

δν
µ

2
F · F

)
− δν

µAσJσ/c

= ε0

(
Fµβ∂νAβ −

δν
µ

4
FαβFαβ

)
− δν

µAσJσ/c

(25.143)

In particular, note that this is not the familiar symmetric tensor from the Poynting relations.

25.11.4 Expansion in terms of E and B

TODO.

25.11.5 Adjoint

Now, we want to move on to a computation of the adjoint so that a can essentially be factored out.
Doing so is resisting initial attempts. As an aid, introduce a few vector valued helper variables

Fµ = F · γµ

Gµ = ∇Aν
(25.144)

Then we have

∇ · T (a) =
ε0

2

(〈
∇(Fν(aGν + Gνa)

〉
+ a ·

〈
∇(F2)

〉
1

)
− a · ∇ (A · J/c)

=
ε0

2
a ·

〈
Gν

↔

∇Fν +∇(FνGν) +∇(F2)
〉

1
− a · ∇ (A · J/c)

(25.145)

This provides the adjoint energy momentum tensor, albeit in a form that looks like it can be
reduced further

0 = T (∇) =
ε0

2

〈
Gν

↔

∇Fν +∇(FνGν) +∇(F2)
〉

1
−∇ (A · J/c) (25.146)
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We want to write this as a gradient of something, to determine the conserved quantity. Getting
part way is not too hard.

T (∇) =
ε0

2

(〈
Gν

↔

∇Fν
〉

1
+∇ · (Fν ∧Gν)

)∗

+∇

(
ε0

2
(Fν ·Gν + F · F) − A · J/c

) (25.147)

It would be nice if these first two terms ∗ cancel. Can we be so lucky?

(∗) =

〈
Gν

↔

∇Fν
〉

1
+∇ · (Fν ∧Gν)

=

〈
(Gν

←

∇)Fν + Gν(
→

∇Fν)
〉

1
+ (∇ · Fν)Gν − Fν(∇ ·Gν)

= (∇ ·Gν)Fν + Fν · (∇∧Gν) + Gν(∇ · Fν) + Gν · (∇∧ Fν) + (∇ · Fν)Gν − Fν(∇ ·Gν)

= 2Gν(∇ · Fν) + Gν · (∇∧ Fν)
(25.148)

This is not obviously zero. How about Fν ·Gν?

Fν ·Gν =
〈
((γα ∧ γβ) · γν)γσ

〉
∂αAβ∂σAν

= (δασδβν − δβσδαν)∂αAβ∂σAν
= ∂αAβ(∂αAβ − ∂βAα)

= ∂αAβFαβ

=
1
2

FαβFαβ

(25.149)

Ah. Up to a sign, this was F · F. What is the sign?

F · F = (γα ∧ γβ) · (γµ ∧ γν)∂αAβ∂µAν
= (δανδβµ − δβνδαµ)∂αAβ∂µAν
= ∂αAβ(∂βAα − ∂αAβ)

= ∂αAβFβα

=
1
2

Fβα(∂αAβ − ∂βAα)

=
1
2

FβαFαβ

= −Fν ·Gν

(25.150)
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Bad first guess. It is the second two terms that cancel, not the first, leaving us with

T (∇) =
ε0

2

(〈
Gν

↔

∇Fν
〉

1
+∇ · (Fν ∧Gν)

)
−∇ (A · J/c) (25.151)

Now, intuition tells me that it ought to be possible to simplify this further, in particular, elim-
inating the ν indices.

Think I will take a break from this for a while, and come back to it later.

25.12 nomenclature . linearized spacetime translation

Applying the translation xµ → xµ + eµ, is what I thought would be called “spacetime translation”.
But to do so we need higher order powers of the exponential vector translation operator (ie:
multivariable Taylor series operator)

∑
k

(1/k! )(eµ∂µ)k
(25.152)

The transformation that appears to result in the canonical energy momentum tensor has only
the linear term of this operator, so I called it “linearized spacetime translation operator”, which
seemed like a better name (to me). That is all. My guess is that what is typically referred to as
the spacetime translation that generates the canonical energy momentum tensor is really just the
first order term of the translation operation, and not truly a complete translation. If that is the
case, then dropping the linearized adjective would probably be reasonable.

It is somewhat odd that the derived conditions for a divergence added to the Lagrangian are
immediately busted by the wave equation. I think the saving grace is the fact that an arbitrary
∂µFµ is not necessarily a symmetry is the fact the translation of the coordinates is not an arbi-
trary divergence. This directional derivative operator is applied to the Lagrangian itself and not
to an arbitrary function. This builds in the required symmetry (you could also add in or subtract
out additional divergence terms that meet the derived conditions and not change anything).

Now, if the first order term of the Taylor expansion is a symmetry because we can commute
the field partials and the coordinate partials then the higher order terms should also be sym-
metries. This would mean that a true translation L → exp(eµ∂µ)L would also be a symmetry.
What conservation current would we get from that? Would it be the symmetric energy momen-
tum tensor?





26
C O M PA R I S O N O F T W O C OVA R I A N T L O R E N T Z F O R C E
L AG R A N G I A N S

26.1 motivation

In [21], the covariant Lorentz force Lagrangian is given by

L =

∫
Aα jαd4x −m

∫
dτ (26.1)

which is not quadratic in proper time as seen previously in 16 , and 23

L =
1
2

mv2 + qA · (v/c)

=
1

2m

(
mv +

q
c

A
)2
−

q2

2mc2 A2
(26.2)

These two forms are identical, but the second is expressed explicitly in terms of the conjugate
momentum, and calls out the explicit kinetic vs potential terms in the Lagrangian nicely. Note
that both forms assume γ2

0 = 1, unlike eq. (26.1), which must assume a time negative line
element.

26.2 lagrangian with quadratic velocity

For review purposes lets once again compute the equations of motion with an evaluation of
the Euler-Lagrange equations. With hindsight this can also be done more compactly than in
previous notes.

We carry out the evaluation of the Euler-Lagrange equations in vector form

0 = ∇L−
d
dτ
∇vL

=

(
∇−

d
dτ
∇v

) (
1
2

mv2 + qA · (v/c)
)

= q∇(A · (v/c)) −
d
dτ
∇v

(
1
2

mv2 + qA · (v/c)
) (26.3)

247
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The middle term here is the easiest and we essentially want the gradient of a vector square.

∇x2 = γµ∂µxαxα
= 2γµxµ

(26.4)

This is

∇x2 = 2x (26.5)

The same argument would work for ∇vv2 = γµ∂(ẋα ẋα)/∂ẋµ, but is messier to write and read.
Next we need the gradient of the A · v dot product, where v = γµ ẋµ is essentially a constant.

We have

∇(A · v) = 〈∇(A · v)〉1

=
1
2

〈
∇̇(Ȧv + vȦ)

〉
1

=
1
2


(∇ · A)v + (∇∧ A) · v + (v · ∇)A − (v∧∇) · A

v(∇ · A) −∇(A · v)


(26.6)

Canceling v(∇ · A) terms, and rearranging we have

∇(A · v) = (∇∧ A) · v + (v · ∇)A (26.7)

Finally we want

∇v(A · v) = γµ
∂Aαvα

∂ẋµ

= γµAµ
(26.8)

Which is just

∇v(A · v) = A (26.9)

Putting these all together we have

0 = q ((∇∧ A) · v/c + (v/c · ∇)A) −
d
dτ

(mv + qA/c) (26.10)
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The only thing left is the proper time derivative of A, which by chain rule is

dA
dτ

=
∂A
∂xµ

∂xµ

∂τ

= vµ∂µA

= (v · ∇)A

(26.11)

So our (v · ∇)A terms cancel and with F = ∇∧ A we have our covariant Lorentz force law

d(mv)
dτ

= qF · v/c (26.12)

26.3 lagrangian with absolute velocity

Now, with

dτ =

√
dx
dλ

dλ (26.13)

it appears from eq. (26.1) that we can form a different Lagrangian

L = αm|v| + qA · v/c (26.14)

where α is a constant to be determined. Most of the work of evaluating the variational deriva-
tive has been done, but we need ∇v|v|, omitting dots this is

∇|x| = γµ∂µ
√

xαxα

= γµ
1

2
√

x2
∂µ(xαxα)

= γµ
1√
x2

xµ

=
x
|x|

(26.15)

We therefore have

∇v|v| =
v
|v|

=
v
c

(26.16)
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which gives us

α
d(mv/c)

dτ
= qF · v/c (26.17)

This fixes the constant α = c, and we now have a new form for the Lagrangian

L = m|v|c + qA · v/c (26.18)

Observe that only after varying the Lagrangian can one make use of the |v| = c equality.
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T R A N S L AT I O N A N D ROTAT I O N N O E T H E R F I E L D C U R R E N T S

27.1 motivation

The article [19] details the calculation for a conserved current associated with an incremental
Poincare transformation. Instead of starting with the canonical energy momentum tensor (aris-
ing from spacetime translation) which is not symmetric but can be symmetrized with other
arguments, the paper of interest obtains the symmetric energy momentum tensor for Maxwell’s
equations directly.

I believe that I am slowly accumulating the tools required to understand this paper. One
such tool is likely the exponential rotational generator examined in [11], utilizing the angular
momentum operator.

Here I review the Noether conservation relations and the associated Noether currents for a sin-
gle parameter alteration of the Lagrangian, incremental spacetime translation of the Lagrangian,
and incremental Lorentz transform of the Lagrangian.

By reviewing these I hope that understanding the referenced article will be easier, or I in-
dependently understand (in my own way) how to apply similar techniques to the incremental
Poincare transformed Lagrangian.

27.2 field euler-lagrange equations

The extremization of the action integral

S =

∫
Ld4x (27.1)

can be dealt with (following Feynman) as a first order Taylor expansion and integration by
parts exercise. A single field variable example serves to illustrate. A first order Lagrangian of a
single field variable has the form

L = L(φ, ∂µφ) (27.2)

251
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Let us vary the field φ → φ + φ around the stationary field φ, inducing a corresponding
variation in the action

S + δS =

∫
L(φ + φ, ∂µ(phi + φ)d4x

=

∫
d4x

(
L(φ, ∂µφ) + φ

∂L

∂φ
+ ∂µφ

∂L

∂(∂µφ)
+ · · ·

) (27.3)

Neglecting any second or higher order terms the change in the action from the assumed
solution is

δS =

∫
d4x

(
φ
∂L

∂φ
+ ∂µφ

∂L

∂(∂µφ)

)
(27.4)

This is now integrable by parts yielding

δS =

∫
d3x

(
φ∂µL

∣∣∣
∂xµ

)
+

∫
d4xφ

(
∂L

∂φ
− ∂µ

∂L

∂(∂µφ)

)
(27.5)

Here d3x is taken to mean that part of the integration not including dxµ. The field φ is always
required to vanish on the boundary as in the dynamic Lagrangian arguments, so the first integral
is zero. If the remainder is zero for all fields φ, then the inner term must be zero, and we the
field Euler-Lagrange equations as a result

∂L

∂φ
− ∂µ

∂L

∂(∂µφ)
= 0 (27.6)

When we have multiple field variables, say Aν, the chain rule expansion leading to eq. (27.4)
will have to be modified to sum over all the field variables, and we end up instead with

δS =

∫
d4x

∑
ν

Aν

(
∂L

∂Aν
− ∂µ

∂L

∂(∂µAν)

)
(27.7)

So for δS = 0 for all Aν we have a set of equations, one for each ν

∂L

∂Aν
− ∂µ

∂L

∂(∂µAν)
= 0 (27.8)
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27.3 field noether currents

The single parameter Noether conservation equation again is mainly application of the chain
rule. Illustrating with the one field variable case, with an altered field variable φ→ φ′(θ), and

L′ = L(φ′, ∂µφ′) (27.9)

Examining the change of L′ with θ we have

dL′

dθ
=
∂L

∂φ′
∂φ′

∂θ
+

∂L

∂(∂µφ′)
∂(∂µφ′)
∂θ

(27.10)

For the last term we can switch up the order of differentiation

∂(∂µφ′)
∂θ

=
∂

∂θ

∂φ′

∂xµ

=
∂

∂xµ
∂φ′

∂θ

(27.11)

Additionally, with substitution of the Euler-Lagrange equations in the first term we have

dL′

dθ
=

(
∂

∂xµ
∂L

∂(∂µφ′)

)
∂φ′

∂θ
+

∂L

∂(∂µφ′)
∂

∂xµ
∂φ′

∂θ
(27.12)

But this can be directly anti-differentiated yielding the Noether conservation equation

dL′

dθ
=

∂

∂xµ

(
∂L

∂(∂µφ′)
∂φ′

∂θ

)
(27.13)

With multiple field variables we will have a term in the chain rule expansion for each field
variable. The end result is pretty much the same, but we have to sum over all the fields

dL′

dθ
=

∑
ν

∂

∂xµ

(
∂L

∂(∂µA′ν)
∂A′ν
∂θ

)
(27.14)

Unlike the field Euler-Lagrange equations we have just one here, not one for each field vari-
able. In this multivariable case, expression in vector form can eliminate the sum over field
variables. With A′ = A′νγν, we have

dL′

dθ
=

∂

∂xµ

(
γν

∂L

∂(∂µA′ν)
·
∂A′

∂θ

)
(27.15)
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With an evaluation at θ = 0, we have finally

dL′

dθ

∣∣∣∣∣
θ=0

=
∂

∂xµ

(
γν

∂L

∂(∂µAν)
·
∂A′

∂θ

∣∣∣∣∣
θ=0

)
(27.16)

When the Lagrangian alteration is independent of θ (i.e. is invariant), it is said that there is
a symmetry. By eq. (27.16) we have a conserved quantity associated with this symmetry, some
quantity, say J that has a zero divergence. That is

Jµ = γν
∂L

∂(∂µAν)
·
∂A′

∂θ

∣∣∣∣∣
θ=0

0 = ∂µJµ
(27.17)

27.4 spacetime translation symmetries and noether currents

Considering the effect of spacetime translation on the Lagrangian we examine the application
of the first order linear Taylor series expansion shifting the vector parameters by an increment
a. The Lagrangian alteration is

L → ea·∇L ≈ L + a · ∇L (27.18)

Similar to the addition of derivatives to the Lagrangians of dynamics, we can add in some
types of total derivatives ∂µFµ to the Lagrangian without changing the resulting field equations
(i.e. there is an associated “symmetry” for this Lagrangian alteration). The directional deriva-
tive a · ∇L = aµ∂µL appears to be an example of a total derivative alteration that leaves the
Lagrangian unchanged.

27.4.1 On the symmetry

The fact that this translation necessarily results in the same field equations is not necessarily
obvious. Using one of the simplest field Lagrangians, that of the Coulomb electrostatic law, we
can illustrate that this is true in at least one case, and also see what is required in the general
case

L =
1
2

(∇φ)2 −
1
ε0
ρφ =

1
2

∑
m

(∂mφ)2 −
1
ε0
ρφ (27.19)
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With partials written ∂m f = fm we summarize the field Euler-Lagrange equations using the
variational derivative

δ

δφ
=

∂

∂φ
−

∑
m

∂m
∂

∂φm
(27.20)

Where the extremum condition δL/δφ = 0 produces the field equations.
For the Coulomb Lagrangian without (spatial) translation, we have

δL

δφ
= −

1
ε0
ρ − ∂mmφ (27.21)

So the extremum condition δL/δφ = 0 gives

∇
2φ = −

1
ε0
ρ (27.22)

Equivalently, and probably more familiar, we write E = −∇φ, and get the differential form
of Coulomb’s law in terms of the electric field

∇ ·E =
1
ε0
ρ (27.23)

To consider the translation case we have to first evaluate the first order translation produced
by the directional derivative. This is

a ·∇L =
∑

m

am∂mL

= −
a
ε0
· (ρ∇φ + φ∇ρ)

(27.24)

For the translation to be a symmetry the evaluation of the variational derivative must be zero.
In this case we have

δ

δφ
a ·∇L = −

a
ε0
·
δ

δφ
(ρ∇φ + φ∇ρ)

= −
∑

m

am

ε0

δ

δφ
(ρ∂mφ + φ∂mρ)

= −
∑

m

am

ε0

 ∂∂φ −∑
k

∂k
∂

∂φk

 (ρφm + φρm)

(27.25)
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We see that the φ partials select only ρ derivatives whereas the φk partials select only the ρ
term. All told we have zero

 ∂∂φ −∑
k

∂k
∂

∂φk

 (ρφm + φρm) = ρm −
∑

k

∂kρδkm

= ρm − ∂mρ

= 0

(27.26)

This example illustrates that we have a symmetry provided we can “commute” the variational
derivative with the gradient

δ

δφ
a ·∇L = a ·∇

δL

δφ
(27.27)

Since δL/δφ = 0 by construction, the resulting field equations are unaltered by such a modi-
fication.

Are there conditions where this commutation is not possible? Some additional exploration on
symmetries associated with addition of derivatives to field Lagrangians was made previously in
25. After all was said and done, the conclusion motivated by this simple example was also
reached. Namely, we require the commutation condition eq. (27.27) between the variational
derivative and the gradient of the Lagrangian.

27.4.2 Existence of a symmetry for translational variation

Considering an example Lagrangian we found that there was a symmetry provided we could
commute the variational derivative with the gradient, as in eq. (27.27)

What this really means is not clear in general and a better answer to the existence question
for incremental translation can be had by considering the transformation of the action directly
around the stationary fields.

Without really any loss of generality we can consider an action with a four dimensional
spacetime volume element, and apply the incremental translation operator to this

∫
d4xa · ∇L(Aβ + Aβ, ∂αAβ + ∂αAβ)

=

∫
d4xa · ∇L(Aβ, ∂αAβ) +

∫
d4xa · ∇

(
∂L

∂Aβ
Aβ +

∂L

∂(∂αAβ)
∂αAβ

)
+ · · ·

(27.28)
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For the first term we have a · ∇
∫

d4xL(Aβ, ∂αAβ), but this integral is our stationary action.
The remainder, to first order in the field variables, can then be expanded and integrated by parts

∫
d4xaµ∂µ

(
∂L

∂Aβ
Aβ +

∂L

∂(∂αAβ)
∂αAβ

)
=

∫
d4xaµ

((
∂µ
∂L

∂Aβ

)
Aβ +

∂L

∂Aβ
(
∂µAβ

)
+

(
∂µ

∂L

∂(∂αAβ)

)
∂αAβ +

∂L

∂(∂αAβ)

(
∂µ∂αAβ

))
=

∫
d4x

((
aµ∂µ

∂L

∂Aβ

)
Aβ −

(
∂µaµ

∂L

∂Aβ

)
Aβ +

(
∂µ

∂L

∂(∂αAβ)

)
∂αAβ −

(
∂µaµ

∂L

∂(∂αAβ)

)
∂αAβ

)
(27.29)

Since aµ are constants, this is zero, so there can be no contribution to the field equations by
the addition of the translation increment to the Lagrangian.

27.4.3 Noether current derivation

With the assumption that the Lagrangian translation induces a symmetry, we can proceed with
the calculation of the Noether current. This procedure for deriving the Noether current for an
incremental spacetime translation follows along similar lines as the scalar alteration considered
previously.

We start with the calculation of the first order alteration, expanding the derivatives. Let us
work with a multiple field Lagrangian L = L(Aβ, ∂αAβ) right from the start

a · ∇L = aµ∂µL

= aµ
(
∂L

∂Aσ
∂Aσ

∂xµ
+

∂L

∂(∂αAβ)
∂(∂αAβ)
∂xµ

) (27.30)

Using the Euler-Lagrange field equations in the first term, and switching integration order in
the second this can be written as a single derivative

a · ∇L = aµ
(
∂α

∂L

∂(∂αAβ)
∂Aβ

∂xµ
+

∂L

∂(∂αAβ)
∂α
∂Aβ

∂xµ

)
= aµ∂α

(
∂L

∂(∂αAβ)
∂Aβ

∂xµ

) (27.31)
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In the scalar Noether current we were able to form an similar expression, but one that was a
first order derivative that could be set to zero, to fix the conservation relationship. Here there is
no such freedom, but we can sneakily subtract a · ∇L from itself to calculate such a zero

0 = ∂α

(
∂L

∂(∂αAβ)
aµ
∂Aβ

∂xµ
− aαL

)
(27.32)

Since this must hold for any vector a, we have the freedom to choose the simplest such vector,
a unit vector a = γν, for which aµ = δµν. Our current and its zero divergence relationship then
becomes

Tα
ν =

∂L

∂(∂αAβ)
∂νAβ − δανL

0 = ∂αTα
ν

(27.33)

This is not the symmetric energy momentum tensor that we want in the electrodynamics
context although it can be obtained from it by adding just the right zero.

27.4.4 Relating the canonical energy momentum tensor to the Lagrangian gradient

In [3] many tensor quantities are not written in index form, but instead using a vector notation.
In particular, the symmetric energy momentum tensor is expressed as

T (a) = −
ε0

2
FaF (27.34)

where the usual tensor form following by taking dot products with γµ and substituting a = γν.
The conservation equation for the canonical energy momentum tensor of eq. (27.33) can be put
into a similar vector form

T (a) = γα
∂L

∂(∂αAβ)
(a · ∇)Aβ − aL

0 = ∇ · T (a)
(27.35)

The adjoint T of the tensor can be calculated from the definition

∇ · T (a) = a · T (∇) (27.36)
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Somewhat unintuitively, this is a function of the gradient. Playing around with factoring
out the displacement vector a from eq. (27.35) that the energy momentum adjoint essentially
provides an expansion of the gradient of the Lagrangian. To prepare, let us introduce some
helper notation

Πβ ≡ γα
∂L

∂(∂αAβ)
(27.37)

With this our Noether current equation becomes

∇ · T (a) = 〈∇T (a)〉

=
〈
∇(Πβ(a · ∇)Aβ − a∇L)

〉
=

〈
∇

(
1
2

Πβ(a(∇Aβ) + (∇Aβ)a) − aL
)〉 (27.38)

Cyclic permutation of the vector products 〈abc〉 = 〈cab〉 can be used in the scalar selection.
This is a little more tractable with some helper notation for the Aβ gradients, say vβ = ∇Aβ.
Because of the operator nature of the gradient once the vector order is permuted we have to
allow for the gradient to act left or right or both, so arrows are used to disambiguate this where
appropriate.

∇ · T (a) =

〈
∇

(
1
2

Πβavβ + Πβvβa
)
−∇La

〉
=

〈(
1
2

vβ
↔

∇Πβ
1
2
∇(Πβvβ) −∇L

)
a
〉

= a ·
(
1
2

〈
vβ
↔

∇Πβ +∇(Πβvβ)
〉

1
−∇L

) (27.39)

This dotted with quantity is the adjoint of the canonical energy momentum tensor

T (∇) =
1
2

〈
vβ
↔

∇Πβ +∇(Πβvβ)
〉

1
−∇L (27.40)

This can however, be expanded further. First tackling the bidirectional gradient vector term
we can utilize the property that the reverse of a vector leaves the vector unchanged. This gives
us

〈
vβ
↔

∇Πβ

〉
1

=

〈
vβ(
→

∇Πβ)
〉

1
+

〈
(vβ
←

∇)Πβ

〉
1

=

〈
vβ(
→

∇Πβ)
〉

1
+

〈
Πβ(

→

∇vβ)
〉

1

(27.41)
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In the remaining term, using the Hestenes overdot notation clarify the scope of the operator,
we have

T (∇) =
1
2

(〈
vβ(∇Πβ)

〉
1

+
〈
Πβ(∇vβ)

〉
1

+
〈
(∇Πβ)vβ

〉
1

+
〈
∇′Πβvβ

′
〉

1

)
−∇L (27.42)

The grouping of the first and third terms above simplifies nicely

1
2

〈
vβ(∇Πβ)

〉
1

+
1
2

〈
(∇Πβ)vβ

〉
1

= vβ(∇ ·Πβ) +
1
2

〈
vβ(∇∧Πβ)

〉
1

+
〈
(∇∧Πβ)vβ

〉
1

(27.43)

Since a(b ∧ c) + (b ∧ c)a = 2a ∧ b ∧ c, which is purely a trivector, the vector grade selection
above is zero. This leaves the adjoint reduced to

T (∇) = vβ(∇ ·Πβ) +
1
2

(〈
Πβ(∇vβ)

〉
1

+
〈
∇′Πβvβ

′
〉

1

)
−∇L (27.44)

For the remainder vector grade selection operators we have something that is of the following
form

1
2
〈abc + bac〉1 = (a · b)c (27.45)

And we are finally able to put the adjoint into a form that has no remaining grade selection
operators

T (∇) = (∇Aβ)(∇ ·Πβ) + (Πβ · ∇)(∇Aβ) −∇L

= (∇Aβ)(
→

∇ ·Πβ) + (∇Aβ)(
←

∇ ·Πβ) −∇L

= (∇Aβ)(
↔

∇ ·Πβ) −∇L

(27.46)

Recapping, we have for the tensor and its adjoint

0 = ∇ · T (a) = a · T (∇)

Πβ ≡ γα
∂L

∂(∂αAβ)
T (a) = Πβ(a · ∇)Aβ − a∇L

T (∇) = (∇Aβ)(
↔

∇ ·Πβ) −∇L

(27.47)
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For the adjoint, since a · T (∇) = 0 for all a, we must also have T (∇) = 0, which means the
adjoint of the canonical energy momentum tensor really provides not much more than a recipe
for computing the Lagrangian gradient

∇L = (∇Aβ)(
↔

∇ ·Πβ) (27.48)

Having seen the adjoint notation, it was natural to see what this was for a multiple scalar field
variable Lagrangian, even if it is not intrinsically useful. Observe that the identity eq. (27.48),
obtained so laboriously, is not more than syntactic sugar for the chain rule expansion of the
Lagrangian partials (plus application of the Euler-Lagrange field equations). We could obtain
this directly if desired much more easily than by factoring out a from ∇ · T (a) = 0.

∂µL =
∂L

∂Aβ
∂µAβ +

∂L

∂(∂αAβ)
∂µ∂αAβ

=

(
∂α

∂L

∂(∂αAβ)

)
∂µAβ +

∂L

∂(∂αAβ)
∂α∂µAβ

= ∂α

((
∂L

∂(∂αAβ)

)
∂µAβ

) (27.49)

Summing over µ for the gradient, this reproduces eq. (27.48), with much less work

∇L = γµ∂µL

= ∂α

((
∂L

∂(∂αAβ)

)
(∇Aβ)

)
= (Πβ ·

↔

∇)(∇Aβ)

(27.50)

Observe that the Euler-Lagrange field equations are implied in this relationship, so perhaps
it has some utility. Also note that while it is simpler to directly compute this, without having
started with the canonical energy momentum tensor, we would not know how the two of these
were related.

27.5 noether current for incremental lorentz transformation

Let us assume that we can use the exponential generator of rotations

e(i·x)·∇ = 1 + (i · x) · ∇ + · · · (27.51)
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to alter a Lagrangian density.
In particular, that we can use the first order approximation of this Taylor series, applying the

incremental rotation operator (i · x) · ∇ = i · (x ∧∇) to transform the Lagrangian.

L → L + (i · x) · ∇L (27.52)

Suppose that we parametrize the rotation bivector i using two perpendicular unit vectors u,
and v. Here perpendicular is in the sense uv = −vu so that i = u ∧ v = uv. For the bivector
expressed this way our incremental rotation operator takes the form

(i · x) · ∇ = ((u∧ v) · x) · ∇

= (u(v · x) − v(u · x)) · ∇

= (v · x)u · ∇ − (u · x))v · ∇

(27.53)

The operator is reduced to a pair of torque-like scaled directional derivatives, and we have
already examined the Noether currents for the translations induced by the directional derivatives.
It is not unreasonable to take exactly the same approach to consider rotation symmetries as we
did for translation. We found for incremental translations

a · ∇L = ∂α

(
∂L

∂(∂αAβ)
(a · ∇)Aβ

)
(27.54)

So for incremental rotations the change to the Lagrangian is

(i · x) · ∇L = (v · x)∂α

(
∂L

∂(∂αAβ)
(u · ∇)Aβ

)
− (u · x)∂α

(
∂L

∂(∂αAβ)
(v · ∇)Aβ

)
(27.55)

Since the choice to make u and v both unit vectors and perpendicular has been made, there is
really no loss in generality to align these with a pair of the basis vectors, say u = γµ and v = γν.

The incremental rotation operator is reduced to

(i · x) · ∇ = (γν · x)γµ · ∇ − (γµ · x))γν · ∇

= xν∂µ − xµ∂ν
(27.56)

Similarly the change to the Lagrangian is

(i · x) · ∇L = xν∂α

(
∂L

∂(∂αAβ)
∂µAβ

)
− xµ∂α

(
∂L

∂(∂αAβ)
∂νAβ

)
(27.57)
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Subtracting the two, essentially forming (i · x) · ∇L − (i · x) · ∇L = 0, we have

0 = xν∂α

(
∂L

∂(∂αAβ)
∂µAβ − δαµL

)
− xµ∂α

(
∂L

∂(∂αAβ)
∂νAβ − δανL

)
(27.58)

We previously wrote

Tα
ν =

∂L

∂(∂αAβ)
∂νAβ − δανL (27.59)

for the Noether current of spacetime translation, and with that our conservation equation
becomes

0 = xν∂αTα
µ − xµ∂αTα

ν (27.60)

As is, this does not really appear to say much, since we previously also found ∂αTα
ν =

0. We appear to need a way to pull the x coordinates into the derivatives to come up with a
more interesting statement. A test expansion of ∇ · (i · x)L to see what is left over compared to
(i · x) · ∇L shows that there is in fact no difference, and we actually have the identity

i · (x ∧∇)L = (i · x) · ∇L = ∇ · (i · x)L (27.61)

This suggests that we can pull the x coordinates into the derivatives of eq. (27.60) as in

0 = ∂α (Tα
µxν − Tα

νxµ) (27.62)

However, expanding this derivative shows that this is fact not the case. Instead we have

∂α (Tα
µxν − Tα

νxµ) = Tα
µ∂αxν − Tα

ν∂αxµ
= Tα

µηαν − Tα
νηαµ

= Tνµ − Tµν

(27.63)

So instead of a Noether current, following the procedure used to calculate the spacetime
translation current, we have only a mediocre compromise

Mα
µν ≡ Tα

µxν − Tα
νxµ

∂αMα
µν = Tνµ − Tµν

(27.64)
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Jackson [8] ends up with a similar index upper expression

Mαβγ ≡ Tαβxγ − Tαγxβ (27.65)

and then uses a requirement for vanishing 4-divergence of this quantity

0 = ∂αMαβγ (27.66)

to symmetries this tensor by subtracting off all the antisymmetric portions. The differences
compared to Jackson with upper verses lower indices are minor for we can follow the same
arguments and arrive at the same sort of 0 − 0 = 0 result as we had in eq. (27.60)

0 = xν∂αTαµ − xµ∂αTαν (27.67)

The only difference is that our not-really-a-conservation equation becomes

∂αMαµν = T νµ − T µν (27.68)

27.5.1 An example of the symmetry

While not a proof that application of the incremental rotation operator is a symmetry, an example
at least provides some comfort that this is a reasonable thing to attempt. Again, let us consider
the Coulomb Lagrangian

L =
1
2

(∇φ)2 −
1
ε0
ρφ (27.69)

For this we have

L′ = L + (i · x) ·∇L

= L− (i · x) ·
1
ε0

(ρ∇φ + φ∇ρ)
(27.70)
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If the variational derivative of the incremental rotation contribution is zero, then we have a
symmetry.

δ

δφ
(i · x) ·∇L

= (i · x) ·
1
ε0
∇ρ −

∑
m

∂m

(
(i · x) ·

1
ε0
ρem

)
= (i · x) ·

1
ε0
∇ρ −∇ ·

(
(i · x)

1
ε0
ρ

) (27.71)

As found in eq. (27.61), we have (i · x) ·∇ = ∇ · (i · x), so we have

δ

δφ
(i · x) ·∇L = 0 (27.72)

for this specific Lagrangian as expected.
Note that the test expansion I used to state eq. (27.61) was done using only the bivector

i = γµ ∧ γν. An expansion with i = uαuβγα ∧ γβ shows that this is also the case in shows that
this is true more generally. Specifically, this expansion gives

∇ · (i · x)L = (i · x) · ∇L + (ηαβ − ηβα)uαvβL

= (i · x) · ∇L
(27.73)

(since the metric tensor is symmetric).
Loosely speaking, the geometric reason for this is that ∇ · f (x) takes its maximum (or mini-

mum) when f (x) is colinear with x and is zero when f (x) is perpendicular to x. The vector i · x
is a combined projection and 90 degree rotation in the plane of the bivector, and the divergence
is left with no colinear components to operate on.

While this commutation of the i · x with the divergence operator did not help with finding the
Noether current, it does at least show that we have a symmetry. Demonstrating the invariance for
the general Lagrangian (at least the single field variable case) likely follows the same procedure
as in this specific example above.

27.5.2 General existence of the rotational symmetry

The example above hints at a general method to demonstrate that the incremental Lorentz trans-
form produces a symmetry. It will be sufficient to consider the variation around the stationary
field variables for the change due to the action from the incremental rotation operator. That is

δS =

∫
d4x(i · x) · ∇L(Aβ + Aβ, ∂αAβ + ∂αAβ) (27.74)
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Performing a first order Taylor expansion of the Lagrangian around the stationary field vari-
ables we have

δS =

∫
d4x(i · x) · γµ∂µL(Aβ + Aβ, ∂αAβ + ∂αAβ)

=

∫
d4x(i · x) · γµ∂µ

(
∂L

∂Aβ
Aβ +

∂L

∂(∂αAβ)
(∂αAβ)

)
=

∫
d4x(i · x) · γµ((
∂µ
∂L

∂Aβ

)
Aβ +

∂L

∂Aβ
∂µAβ +

(
∂µ

∂L

∂(∂αAβ)

)
(∂αAβ) +

∂L

∂(∂αAβ)
∂µ(∂αAβ)

)
(27.75)

Doing the integration by parts we have

δS =

∫
d4xAβγµ ·

(
(i · x)

(
∂µ
∂L

∂Aβ

)
− ∂µ

(
∂L

∂Aβ
(i · x)

))
+

∫
d4x(∂αAβ)γµ ·

(
(i · x)

(
∂µ

∂L

∂(∂αAβ)

)
− ∂µ

(
∂L

∂(∂αAβ)
(i · x)

))
=

∫
d4xAβ

(
(i · x) · ∇

∂L

∂Aβ
−∇ · (i · x)

∂L

∂Aβ

)
+ (∂αAβ)

(
(i · x) · ∇

∂L

∂(∂αAβ)
−∇ · (i · x)

∂L

∂(∂αAβ)

)
(27.76)

Since (i · x) · ∇ f = ∇ · (i · x) f for any f , there is no change to the resulting field equations due
to this incremental rotation, so we have a symmetry for any Lagrangian that is first order in its
derivatives.
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L O R E N T Z F O R C E F RO M L AG R A N G I A N ( N O N - C OVA R I A N T )

28.1 motivation

Jackson [8] gives the Lorentz force non-covariant Lagrangian

L = −mc2
√

1 − u2/c2 +
e
c

u ·A − eφ (28.1)

and leaves it as an exercise for the reader to verify that this produces the Lorentz force law.
Felt like trying this anew since I recall having trouble the first time I tried it (the covariant
derivation was easier).

28.2 guts

Jackson gives a tip to use the convective derivative (yet another name for the chain rule), and
using this in the Euler Lagrange equations we have

∇L =
d
dt
∇uL =

(
∂

∂t
+ u ·∇

)
σa

∂L

∂ẋa (28.2)

where {σa} is the spatial basis. The first order of business is calculating the gradient and
conjugate momenta. For the latter we have

σa
∂L

∂ẋa = σa

(
−mc2γ

1
2

(−2)ẋa/c2 +
e
c

Aa
)

= mγu +
e
c

A

≡ p +
e
c

A

(28.3)

Applying the convective derivative we have

d
dt
σa

∂L

∂ẋa =
dp
dt

+
e
c
∂A
∂t

+
e
c

u ·∇A (28.4)
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For the gradient we have

σa
∂L

∂xa = e
(
1
c

ẋb
∇Ab −∇φ

)
(28.5)

Rearranging eq. (28.2) for this Lagrangian we have

dp
dt

= e
(
−∇φ −

1
c
∂A
∂t
−

1
c

u ·∇A +
1
c

ẋb
∇Ab

)
(28.6)

The first two terms are the electric field

E ≡ −∇φ −
1
c
∂A
∂t

(28.7)

So it remains to be shown that the remaining two equal (u/c) × B = (u/c) × (∇ ×A). Using
the Hestenes notation using primes to denote what the gradient is operating on, we have

ẋb
∇Ab − u ·∇A = ∇′u ·A′ − u ·∇A

= −u · (∇∧A)

=
1
2
((∇∧A)u − u(∇∧A))

=
I
2
((∇ ×A)u − u(∇ ×A))

= −I(u∧B)

= −II(u ×B)

= u ×B

(28.8)

I have used the Geometric Algebra identities I am familiar with to regroup things, but this
last bit can likely be done with index manipulation too. The exercise is complete, and we have
from the Lagrangian

dp
dt

= e
(
E +

1
c

u ×B
)

(28.9)



29
S P H E R I C A L P O L A R P E N D U L U M F O R O N E A N D M U LT I P L E
M A S S E S , A N D M U LT I V E C T O R E U L E R - L AG R A N G E F O R M U L AT I O N

29.1 motivation

The planar multiple pendulum problem proved somewhat tractable in the Hamiltonian formu-
lation. Generalizing this to allow for three dimensional motion is a logical next step. Here this
is attempted, using a Geometric Algebra scalar plus bivector parametrization of the spherical
position of each dangling mass relative to the position of what it is attached to, as in

z = le3e jθ (29.1)

The exponential is essentially a unit quaternion, rotating the vector le3 from the polar axis
to its θ, φ angle dependent position. Two sided rotation operators are avoided here by requiring
of the unit bivector j = e3 ∧m, where m is a vector in the plane of rotation passing through
the great circle from e3 through z. Note that we are free to pick m = e1ee1e2φ, the unit vector
in the x, y plane at angle φ from the x-axis. When that is done j = e3m since these are per-
pendicular. Setting up the Lagrangian in terms of the bivector j instead of the scalar angle φ
will be attempted, since this is expected to have some elegance and will be a fun way to try the
problem. This should also provide a concrete example of a multivector Lagrangian in a context
much simpler than electromagnetic fields or quantum mechanics.

Note finally that a number of simplifying assumptions will be made. These include use of
point masses, zero friction at the pivots and rigid nonspringy massless connecting rods between
the masses.

29.2 kinetic energy for the single pendulum case

Let us compute derivatives of the unit vector

ẑ = e3e jθ = e− jθe3 (29.2)
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This can be done with both the left and right factorization of e3, and are respectively

˙̂z = e3

(
jθ̇e jθ +

d j
dt

sin θ
)

= e3
[
je jθ sin θ

] d
dt

θj
 (29.3)

˙̂z =

(
− jθ̇e− jθ −

d j
dt

sin θ
)

e3

=

(
d
dt

[
θ − j

]) − je− jθ

sin θ

 e3

(29.4)

These derivatives have been grouped into a matrix factors that allow a natural seeming con-
jugate operation to be defined. That is for a matrix of multivector elements ai j

A =
[
ai j

]
(29.5)

define a conjugate matrix, as the transpose of the reversed elements

A† ≡
[
ã ji

]
(29.6)

With this definition, plus two helpers

Θ ≡

θj


R =
[
je jθ sin θ

] (29.7)

Our velocity becomes

˙̂z2
= Θ̇

†R†RΘ̇ (29.8)

Explicitly, expanding the inner matrix product we can write

Q ≡ R†R

=

 1 − je− jθ sin θ

je jθ sin θ sin2 θ


˙̂z2

= Θ̇
†QΘ̇

(29.9)
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This is a slightly unholy mix of geometric and matrix algebra, but it works to compactly
express the velocity dependence. Observe that this inner matrix Q = Q†, so it is Hermitian with
this definition of conjugation.

Our Lagrangian for the one particle pendulum, measuring potential energy from the horizon-
tal, is then

L = Θ̇
† 1

2
ml2QΘ̇ −mgl cos θ (29.10)

We also have a mechanism that should generalize fairly easily to the two or many pendulum
cases too.

Before continuing, it should be noted that there were assumptions made in this energy ex-
pression derivation that are not reflected in the Lagrangian above. One of these was the unit
bivector assumption for j, as well as a e3 containment assumption for the plane this represents
(e3 ∧ j = 0). So for completeness we should probably add to the Lagrangian above some La-
grange multiplier enforced constraints

λ( j2 + 1) + α · (e3 ∧ j) (29.11)

Here α has got to be a trivector multiplier for the Lagrangian to be a scalar. Can we get away
with omitting these constraints?

29.3 two and multi particle case

Having constructed a way that can express the velocity of a single spherical pendulum in a tidy
way, we can move on to consider the multiple pendulum case as shown in fig. 29.1

There are two bivectors depicted, j1 and j2 representing oriented planes passing through great
circles from a local polar axis (in direction e3). Let the positions of the respective masses be z1

and z2, where each mass is connected by a rigid massless rod of length l1 and l2 respectively.
The masses are rotated by angles θ1 and θ2 in the planes j1 and j2 from an initial direction of
e3. We can express the position of the second mass as

z2 = z1 + e3e j2θ2 (29.12)
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Figure 29.1: Double spherical pendulum

We can use the same factorization as previously used for the single mass case and write for
our collection of angular velocities

Θ ≡


θ1

j1
θ2

j2


(29.13)

Using this the total Kinetic energy is

K = Θ̇
† 1

2
QΘ̇

R1 =
[
l1 j1e j1θ1 l1 sin θ1 0 0

]
R2 =

[
l1 j1e j1θ1 l1 sin θ1 l2 j2e j2θ2 l2 sin θ2

]
Q = m1R1

†R1 + m2R2
†R2

(29.14)

Notation has been switched slightly from the single mass case, and the ml2 factor is now
incorporated directly into Q for convenience.
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An expansion of Q is essentially one of block matrix multiplication (where we already have
to be careful with order of operations as we do for the geometric product elements themselves).
We have something like

R1 =
[
A1 0

]
R1
† =

A1
†

0


R2 =

[
A1 A2

]
R2
† =

A1
†

A2
†


(29.15)

We have for the products

R1
†R1 =

A1
†A1 0

0 0


R2
†R2 =

A1
†A1 A1

†A2

A2
†A1 A2

†A2


(29.16)

So our quadratic form matrix is

Q =

(m1 + m2)A1
†A1 m2A1

†A2

m2A2
†A1 m2A2

†A2

 (29.17)

In general for the multiple particle case this is

Q =

[(∑N
k=max(r,c) mk

)
Ar
†Ac

]
rc

Ak = lk
[
jke jkθk sin θk

] (29.18)

Expanded explicitly this is

Q =

(∑N
k=max(r,c) mk

)
lrlc

− jre− jrθr jce jcθc − jre− jrθr sin θc

jce jcθc sin θr sin θr sin θc



rc

(29.19)

Observe that the order of products in this expansion is specifically ordered, since the jc and
jr bivectors do not necessarily commute.



274 spherical polar pendulum for one and multiple masses , and multivector euler-lagrange formulation

The potential in the multiple particle case is also fairly straightforward to compute. Consider
the two particle case to illustrate the pattern. Using the lowest point as the potential reference
we have

φ′ = g
∑

mihi = m1r1(1 + cos θ1) + m2 (r1(1 + cos θ1) + r2(1 + cos θ2)) (29.20)

Alternately, dropping all the constant terms (using the horizon as the potential reference) we
have for the general case

φ = g
∑

i

 N∑
k=i

mk

 ri cos θi (29.21)

Lets collect all the bits and pieces now for the multiple pendulum Lagrangian now, repeating
for coherency, and introducing a tiny bit more notation (mass sums and block angular velocity
matrices) for convenience

L = K − φ +
∑

k

λk( jk2 + 1)

Θi =

θi

ji


Θ =

[
Θr

]
r

µi =

N∑
k=i

mk

Q =

µmax(r,c)lrlc

− jre− jrθr jce jcθc − jre− jrθr sin θc

jce jcθc sin θr sin θr sin θc



rc

K =
1
2

Θ̇
†QΘ̇

φ = g
N∑

i=1

µiri cos θi

(29.22)

29.4 building up to the multivector euler-lagrange equations

Rather than diving right into any abstract math, lets consider a few specific examples of mul-
tivector Lagrangians to develop some comfort with non-scalar Lagrangian functions. The gen-
eralized “coordinates” in the Lagrangian for the spherical pendulum problem being considered
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include include bivectors, and we do not know how to evaluate the Euler Lagrange equations
for anything but scalar generalized coordinates.

The goal is to develop Euler-Lagrange equations that can handle a Lagrangian for these more
general functions, but until we figure out how to do that, we can at least tackle the problem
using variation of the action around a stationary solution.

29.4.1 A first example to build intuition

To help understand what we have to do, lets consider the very simplest bivector parametrized
Lagrangian, that of a spherical pendulum constrained (perhaps by a track or a surface) of moving
only in a ring. This is shown pictorially in fig. 29.2

Figure 29.2: Circularly constrained spherical pendulum

The potential energy is fixed on this surface, so our Lagrangian is purely kinetic

L = −
1
2

ml2 sin2 θ0 j′2 (29.23)

We would like to directly vary the action for the Lagrangian around a stationary solution

S =

∫
Ldt (29.24)
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Introducing a bivector variation j = j + ε, and writing I = ml2 sin2 θ0 we have

S + δS = −
1
2

I
∫

( j′ + ε′)2dt

= −
1
2

I
∫

( j′)2dt −
1
2

I
∫ (

j
′
ε′ + ε′ j

′)
dt −

1
2

I
∫

(ε′)2dt
(29.25)

The first term is just S . Setting the variation δS = 0 (neglecting the quadratic ε′ term) and
integrating by parts we have

0 = δS

=

∫
dt

(
d
dt

(
1
2

I j
′
)
ε + ε

d
dt

(
1
2

I j
′
))

=

∫ (
d
dt

I j
′
)
· εdt

(29.26)

With ε arbitrary it appears that the solutions of the variation problem are given by

d
dt

(I j′) = 0 (29.27)

Has anything been lost by requiring that this is zero identically when all we had originally was
the dot product of this with the variation bivector was zero? If this zero describes the solution
set, then we should be able to integrate this, yielding a constant. However, following this to its
logical conclusion leads to inconsistency. Integrating eq. (29.27), producing a bivector constant
κ we have

I j′ = κ (29.28)

The original constraint on j was the bivector spanning the plane from the polar axis to the
azimuthal unit vector in the x, y plane at angle a φ. The φ dependence was not specified, and left
encoded in the bivector representation. Without words that was

j = e3e1ee12φ (29.29)

Inserting back into eq. (29.28) this gives

d
dt

ee12φ =
e1e3κ

I
(29.30)
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One more integration is trivially possible yielding

ee12φ(t) = ee12φ0 +
e1e3κt

I
(29.31)

There are two possibilities for the grades of κ, one is κ ∝ e3e1, so that the time dependence is
a scalar, and the other is κ ∝ e3e2 so that we have an x, y plane bivector component. Allowing
for both, and separating into real and imaginary parts we have

cos φ − cos φ0 =
1
I
κrt

sin φ − sin φ0 =
1
I
κit

(29.32)

This is not anything close to the solution that is expected if we were to start with the scalar
Lagrangian for the same problem. That Lagrangian is

L =
1
2

Iφ̇2 (29.33)

and the Euler Lagrange equations give us, for a scalar constant µ

Iφ̇ = µ (29.34)

So the solution for φ is just

φ − φ0 =
µt
I

(29.35)

In the absence of friction this makes sense. Our angle increases monotonically, and we have
circular motion with constant angular velocity. Compare this to the messier eq. (29.32) derived
from the bivector “solution” to the variational problem. There is definitely something wrong
with the variational approach (or conclusion) when the variable is a bivector.

Does it help to include the constraints explicitly? The bivector parametrized Lagrangian with
the unit bivector multiplier constraint for this system is

L = −
1
2

I( j′)2 + λ( j2 + 1) (29.36)

Doing the variation we get a set of two equations

−I j′′ = 2λ j

j2 = −1
(29.37)
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Once again re-inserting j = e31ee12φ one gets

eiφ = A sin(
√

I/2λt) + B cos(
√

I/2λt) (29.38)

Setting λ = 1, A = i, B = 1, we have

φ ∝ t (29.39)

This is now consistent with the scalar Lagrangian treatment. In both cases we have the an-
gle linearly proportional to time, and have a single parameter to adjust the angular velocity
(used µ in the scalar treatment above and have λ this time (although it was set to one here for
convenience). The conclusion has to be that the requirement to include the multipliers for the
constraints is absolutely necessary to get the right physics out of this bivector parametrized La-
grangian. The good news is that we can get the right physics out of a non-scalar treatment. What
is a bit disturbing is that it was fairly difficult in the end to get from the results of the variation
to a solution, and that this will not likely get any easier with a more complex system.

29.4.2 A second example

The scalar expansion eq. (29.80) of the kinetic term in our spherical polar Lagrangian shows a
couple of other specific multivector functions we can consider the variation of.

We have considered an specific example of a Lagrangian function L = f ( j′ · j′) without (yet)
utilizing or deriving a multivector form of the Euler-Lagrange equations. Let us consider a few
more specific simple examples motivated by the expansion of the kinetic energy in eq. (29.80).
Lets start with

L = θ′a · j′ (29.40)

where a is a bivector constant, θ a scalar, and j a bivector variable for the system. Expanding
this around stationary points j = j + ε, and θ = θ + φ we have to first order

∫
δLdt ≈

∫ (
φ′a · j′ + θ′a · ε′

)
dt

=

∫ (
φ

d
dt

(−a · j′) +
d
dt

(−θ′a) · ε
)

dt
(29.41)
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In this simple system where both scalar variable θ and bivector variable j are cyclic “coordi-
nates”, we have solutions to the variational problem given by the pair of equations

−a · j′ = constant

−θ′a = constant
(29.42)

As to what, if anything, this particular Lagrangian (a fragment picked out of a real Kinetic
energy function) represents physically that does not matter so much, since the point of this
example was to build up to treating the more general case where we are representing something
physical.

29.4.3 A third example

If we throw a small additional wrench into the problem above and allow a to be one of the
variables our system is dependent on.

L(θ, θ′, a, a′, j, j′) = θ′a · j′ (29.43)

It is less obvious how to do a first order Taylor expansion of this Lagrangian required for the
variation around the stationary solution. If all the coordinates in the Lagrangian were scalars as
in

L(θ, θ′, a, a′, j, j′) = θ′a j′ (29.44)

(dropping dot products now that these are all scalar variables), then the variation requires
nothing abnormal. Suppose our stationary point has coordinates θ, a, j, with variations α, β, γ
that vanish at the extremes of the integral as usual.

With scalar variables our path is clear, and we just form

δS =

∫
δL

=

∫ (
α
∂L

∂θ
+ α′

∂L

∂θ′
+ β

∂L

∂a
+ β′

∂L

∂a′
+ γ

∂L

∂ j
+ γ′

∂L

∂ j′

) (29.45)

Here is it implied that all the partials are evaluated at the stationary points θ, a, j. Doing the
integration by parts we have

δS =

∫ (
α

(
∂L

∂θ
−

d
dt
∂L

∂θ′

)
+ β

(
∂L

∂a
−

d
dt
∂L

∂a′

)
+ γ

(
∂L

∂ j
−

d
dt
∂L

∂ j′

))
(29.46)
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Setting δS = 0 this produces the Euler-Lagrange equations for the system. For our specific
Lagrangian this procedure gives

∫
δL =

∫
α′a j′ + θ′β j′ + θ′aγ′

=

∫
α

d
dt

(
−a j′

)
+ θ′β j′ +

d
dt

(
−θ′a

)
γ

(29.47)

Each time we do the first order expansion we are varying just one of the coordinates. It seems
likely that the correct answer for the multivariable case will be

∫
δL =

∫
α

d
dt

(
−a · j′

)
+ β · (θ′ j′) +

d
dt

(
−θ′a

)
· γ (29.48)

Thus the variational problem produces solutions (the coupled equations we still have to solve)
of

−a · j′ = constant

θ′ j′ = 0

−θ′a = constant

(29.49)

29.5 multivector euler-lagrange equations

29.5.1 Derivation

Having considered a few specific Lagrangians dependent on multivector generalized “coordi-
nates”, some basic comfort that it is at least possible has been gained. Let us now move on to
the general case. It is sufficient to consider Lagrangian functions that only depend on blades,
since we can write any more general multivector as a sum of such blades

Write

L = L(Xk, X′k) (29.50)

where Xk ∈
∧mk is a blade of grade mk. We can do a regular old chain rule expansion of this

Lagrangian if coordinates are (temporarily) introduced for each of the blades Xk. For example,
if X is a bivector in R3, we can write

X = e12a12 + e13a13 + e23a23 (29.51)
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and then we can do a first order Taylor series expansion of L(X + ε) in terms of these co-
ordinates. With ε = e12ε

12 + e13ε
13 + e23ε

23, for this specific single variable Lagrangian we
have

δL = L(X + ε) −L(X)

≈ ε12 ∂L

∂a12

∣∣∣∣∣
X

+ ε23 ∂L

∂a23

∣∣∣∣∣
X

+ ε13 ∂L

∂a13

∣∣∣∣∣
X

(29.52)

If we write the coordinate expansion of our blades Xk as

Xk =
∑
bk

xk
bkσbk (29.53)

where bk is some set of indices like {12, 23, 13} from the R3 bivector example, then our chain
rule expansion of the Lagrangian to first order about a stationary point becomes

δL =
∑
bk

εk
bk

∂L

∂xk
bk

∣∣∣∣∣
Xk ,X′k

+
∑
bk

(εk
bk )′

∂L

∂(xk
bk )′

∣∣∣∣∣
Xk ,X′k

(29.54)

Trying to write this beastie down with abstract indexing variables is a bit ugly. There is
something to be said for not trying to be general since writing this for the single variable bivec-
tor example was much clearer. However, having written down the ugly beastie, it can now be
cleaned up nicely by introducing position and velocity gradient operators for each of the grades

∇Xk ≡ σ
bk

∂

∂xk
bk

∇X′k
≡ σbk

∂

∂(xk
bk )′

(29.55)

Utilizing this (assumed) orthonormal basis pair σbk ·σb j = δk
j we have

δS =

∫
δL

=

∫ ∑
k

εk · ∇XkL
∣∣∣
Xk ,X′k

+ εk
′ · ∇X′k

L

∣∣∣∣
Xk ,X′k

=

∫ ∑
k

εk ·

(
∇XkL

∣∣∣
Xk ,X′k

−
d
dt
∇X′k
L

∣∣∣∣
Xk ,X′k

) (29.56)



282 spherical polar pendulum for one and multiple masses , and multivector euler-lagrange formulation

Setting δS = 0 we have a set of equations for each of the blade variables, and the Euler-
Lagrange equations take the form

∇XkL =
d
dt
∇X′k
L (29.57)

29.5.2 Work some examples

For the pendulum problem we are really only interested in applying eq. (29.57) for scalar and
bivector variables. Let us revisit some of the example Lagrangians, functions of bivectors, al-
ready considered and see how we can evaluate the position and velocity gradients. This gener-
alized Euler-Lagrange formulation does not do much good if we can not work with it.

Let us take the bivector gradient of a couple bivector functions (all the ones considered pre-
viously leading up to the multivector Euler-Lagrange equations).

f (B) = A · B

g(B) = B2 (29.58)

It is actually sufficient (in a less than 4D space) to consider only the first,

∇B f = ∇B〈AB〉

=
∑
a<b

σab ∂

∂bab

〈
Aba′b′σa′b′

〉
=

∑
a<b

σab〈Aσab〉

=
∑
a<b

σabA ·σab

= A

(29.59)

For g we then have

∇Bg = ∇BBB

= ∇B〈BB〉

= 2B

(29.60)
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This is now enough to evaluate our bivector parametrized Lagrangian from the first example,
eq. (29.36), reproducing the result obtained by direct variation (as in Feynman’s lectures)

d
dt
∇ j′L = ∇ jL

−I j′′ =

= 2λ j

(29.61)

By inspection we can see that this works for the remaining two motivational examples too.

29.6 evaluating the pendulum euler-lagrange equations (scalar , bivector parametrized
ke)

We now have the tools to evaluate the Euler-Lagrange equations for the pendulum problem
eq. (29.22). Since all the dθa/dt and d ja/dt dependence is in the kinetic energy we can start
with that. For

K =
1
2

Θ̇
†QΘ̇ (29.62)

We want each of ∂K
∂θ̇a

and ∇ j′a K. Of these the θ̇ derivative is easier, so lets start with that

∂K
∂θa

=
1
2

∂Θ̇

∂θ̇a

†
 QΘ̇ +

1
2

Θ̇
†Q

(
∂Θ̇

∂θ̇a

)
(29.63)

Each of these are scalars and thus equal their Hermitian conjugate. This leaves us with just
one term doubled

∂K
∂θa

= Θ̇
†Q

(
∂Θ̇

∂θ̇a

)
(29.64)

A final evaluation of the derivatives, in block matrix form over rows r, gives us

∂K
∂θa

= Θ̇
†Q

δar

10


r

(29.65)

For the bivector velocity gradients, we can do the same,

∇ j′a K =
1
2

(
→

∇ j′a Θ̇
†
)

QΘ̇ +
1
2

Θ̇
†Q

(
Θ̇
←

∇ j′a

)
(29.66)
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Only the j′a parts of Θ̇ contribute to the velocity gradients, so we need to know how to
evaluate a bivector gradient (as opposed to the square which was done earlier). Expanding in
coordinates

∇ j j =
1
2

∑
ab

σab ∂

∂ jab

1
2

∑
a′b′

σa′b′ ja
′b′

=
1
2

∑
ab

σabσab

= 3

(29.67)

(three here because we are in R3, and our bivectors have three independent coordinates).

∇ j′a K =
3
2

[
δac

[
0 −1

]]
c
QΘ̇ +

3
2

Θ̇
†Q

δar

01


r

(29.68)

These terms are both one-by-one bivector matrices, and negate with Hermitian conjugation,
so we can again double up and eliminate one of the two terms, producing

∇ j′a K = 3Θ̇
†Q

δar

01


r

(29.69)

Completing the Euler-Lagrange equation evaluation we have for the θa coordinates

d
dt

Θ̇
†Q

δar

10


r

 =
1
2

Θ̇
† ∂Q
∂θa

Θ̇ −
∂φ

∂θa
(29.70)

plus one equation for each of the bivectors ja

3
d
dt

Θ̇
†Q

δar

01


r

 =
1
2

∑
e< f

e f eeΘ̇
† ∂Q
∂ jae f Θ̇ + 2λa ja (29.71)

Because the bivector e f ee does not (necessarily) commute with bivectors j′a that are part of
Θ̇ there does not look like there is much hope of assembling the left hand ja gradients into a
nice non-coordinate form. Additionally, looking back at this approach, and the troubles with
producing meaningful equations of motion even in the constrained single pendulum case, it
appears that a bivector parametrization of the kinetic energy is generally not a good approach.
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This is an unfortunate conclusion after going through all the effort to develop intuition that led
to the multivector Euler-Lagrange formulation for this problem.

Oh well.
The Hermitian formulation used here should still provide a nice compact way of expressing

the kinetic energy, even if we work with plain old scalar spherical polar angles θ, and φ. Will
try this another day, since adding that to these notes will only make them that much more
intractable.

29.7 appendix calculation . a verification that the kinetic matrix product is a
real scalar

In the kinetic term of the rather scary looking Lagrangian of eq. (29.22) we have what should
be a real scalar, but it is not obvious that this is the case. As a validation that nothing very bad
went wrong, it seems worthwhile to do a check that this is in fact the case, expanding this out
explicitly in gory detail.

One way to try this expansion is utilizing a block matrix summing over the diagonal and
paired skew terms separately. That is

K =
1
2

N∑
k=1

µklk2Θ̇
†

k

 1 − jke− jkθk sin θk

jke jkθk sin θk sin2 θk

 Θ̇k

+
1
2

∑
a<b

µblalbΘ̇
†

a

− jae− jaθa jbe jbθb − jae− jaθa sin θb

jbe jbθb sin θa sin θa sin θb

 Θ̇b + Θ̇
†

b

− jbe− jbθb jae jaθa − jbe− jbθb sin θa

jae jaθa sin θb sin θb sin θa

 Θ̇a


(29.72)

Examining the diagonal matrix products and expanding one of these (dropping the k suffix
for tidiness), we have

Θ̇
†

 1 − je− jθ sin θ

je jθ sin θ sin2 θ

 Θ̇ = θ̇2 − sin2 θ

(
d j
dt

)2

− θ̇ sin θ cos θ
(

j
d j
dt

+
d j
dt

j
)

(29.73)

Since we are working in 3D this symmetric sum is twice the dot product of the bivector j
with its derivative, which means that it is a scalar. We expect this to be zero though, and can
observe that this is the case since j was by definition a unit bivector

j
d j
dt

+
d j
dt

j =
d j2

dt
=

d(−1)
dt

= 0 (29.74)
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(thus j and its derivative represent orthogonal oriented planes rather like r̂ and its derivative
are orthogonal on a circle or sphere). The implication is that the diagonal subset of the kinetic
energy expansion contains just

1
2

N∑
k=1

µklk2

(dθk

dt

)2

− sin2 θk

(
d jk
dt

)2 (29.75)

If we are going to have any complex interaction terms then they will have to come from the
off diagonal products. Expanding the first of these

Θ̇
†

a

− jae− jaθa jbe jbθb − jae− jaθa sin θb

jbe jbθb sin θa sin θa sin θb

 Θ̇b

=
[
θ′a − j′a

] − jae− jaθa jbe jbθb − jae− jaθa sin θb

jbe jbθb sin θa sin θa sin θb


θ′bj′b


=

[
θ′a − j′a

] − jae− jaθa jbe jbθbθ′b − jae− jaθa sin θb j′b
jbe jbθb sin θaθ

′
b + sin θa sin θb j′b


= − jae− jaθa jbe jbθbθ′aθ

′
b − jae− jaθa sin θbθ

′
a j′b − j′a jbe jbθb sin θaθ

′
b − sin θa sin θb j′a j′b

(29.76)

Adding to this the a↔ b exchanged product and rearranging yields

−θ′aθ
′
b( jae− jaθa jbe jbθb + jbe− jbθb jae jaθa) − sin θa sin θb( j′a j′b + j′b j′a)

− sin θbθ
′
a( jae− jaθa j′b + j′b jae jaθa) − sin θaθ

′
b( jbe− jbθb j′a + j′a jbe jbθb)

(29.77)

Each of these multivector sums within the brackets is of the form A + Ã, a multivector plus
its reverse. There can therefore be no bivector or trivector terms since they negate on reversal,
and the resulting sum can have only scalar and vector grades. Of these the second term, j′a j′b +

j′b j′a = 2 j′a · j′b so it is unarguably a scalar as expected, but additional arguments are required to
show this of the other three terms. Of these remaining three, the last two have the same form.
Examining the first of these two

jbe− jbθb j′a + j′a jbe jbθb = ( jb cos θb + sin θb) j′a + j′a( jb cos θb − sin θb)

= cos θb( jb j′a + j′a jb)

= 2 cos θb( jb · j′a)

(29.78)

The first term actually expands in a similarly straightforward way. The vector terms all cancel,
and one is left with just

jae− jaθa jbe jbθb + jbe− jbθb jae jaθa = 2 cos θa cos θb ja · jb − 2 sin θa sin θb (29.79)



29.7 appendix calculation . a verification that the kinetic matrix product is a real scalar 287

Writing S θk = sin θk and Cθk = cos θk (for compactness to fit things all in since the expanded
result is messy), all of this KE terms can be assembled into the following explicit scalar expan-
sion

K = 1
2
∑N

k=1 µklk2
(
(θ′k)2 − (S θk j′k)2

)
−

∑
a<b µblalb(
θ′aθ
′
b(CθaCθb( ja · jb) − S θaS θb) + S θaS θb( j′a · j′b) + S θbCθbθ

′
a( jb · j′a) + S θaCθaθ

′
b( ja · j′b)

)
(29.80)

Noting that all the bivector, bivector dot products are scalars really completes the desired
verification. We can however, be more explicit using ja = e31ee12φa , which gives after a bit of
manipulation

ja · jb = − cos(φa − φb)

( j′a)2 = −(φ′a)2

ja · j′b = φ′b sin(φa − φb)

j′a · j′b = −φ′aφ
′
b cos(φa − φb)

(29.81)

These can then be inserted back into eq. (29.80) in a straightforward fashion, but it is not any
more illuminating to do so.





30
S P H E R I C A L P O L A R P E N D U L U M F O R O N E A N D M U LT I P L E
M A S S E S ( TA K E I I )

30.1 motivation

Attempting the multiple spherical pendulum problem with a bivector parametrized Lagrangian
has just been attempted 29, but did not turn out to be an effective approach. Here a variation
is used, employing regular plain old scalar spherical angle parametrized Kinetic energy, but
still employing Geometric Algebra to express the Hermitian quadratic form associated with this
energy term.

The same set of simplifying assumptions will be made. These are point masses, zero friction
at the pivots and rigid nonspringy massless connecting rods between the masses.

30.2 the lagrangian

A two particle spherical pendulum is depicted in fig. 30.1

Figure 30.1: Double spherical pendulum

289
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The position vector for each particle can be expressed relative to the mass it is connected to
(or the origin for the first particle), as in

zk = zk−1 + e3lke jkθk

jk = e3 ∧
(
e1eiφk

)
i = e1 ∧ e2

(30.1)

To express the Kinetic energy for any of the masses mk, we need the derivative of the incre-
mental difference in position

d
dt

(
e3e jkθk

)
= e3

(
jkθ̇ke jkθk +

d jk
dt

sin θk

)
= e3

(
jkθ̇ke jkθk + e3e2φ̇keiφk sin θk

)
=

(
d
dt

[
θk φk

])  e1eiφk e jkθk

e2eiφk sin θk


(30.2)

Introducing a Hermitian conjugation A† = ÃT, reversing and transposing the matrix, and
writing

Ak =

 e1eiφk e jkθk

e2eiφk sin θk


Θk =

θk

φk


(30.3)

We can now write the relative velocity differential as

(żk − żk−1)2 = l2kΘ̇
†

k AkA†kΘ̇k (30.4)

Observe that the inner product is Hermitian under this definition since (AkA†k)† = AkA†k . 1

1 Realized later, and being too lazy to adjust everything in these notes, the use of reversion here is not necessary. Since
the generalized coordinates are scalars we could use transposition instead of Hermitian conjugation. All the matrix
elements are vectors so reversal does not change anything.



30.2 the lagrangian 291

The total (squared) velocity of the kth particle is then

Θ =


Θ1

Θ2
...

ΘN



Bk =



l1A1

l2A2
...

lkAk

0


(żk)2 = Θ̇

†BkB†kΘ̇

(30.5)

(where the zero matrix in Bk is a N − k by one zero). Summing over all masses and adding in
the potential energy we have for the Lagrangian of the system

K =
1
2

N∑
k=1

mkΘ̇
†BkB†kΘ̇

µk =

N∑
j=k

m j

Φ = g
N∑

k=1

µklk cos θk

L = K −Φ

(30.6)

There is a few layers of equations involved and we still have an unholy mess of matrix and
geometric algebra in the kernel of the kinetic energy quadratic form, but at least this time all the
generalized coordinates of the system are scalars.



292 spherical polar pendulum for one and multiple masses (take ii)

30.3 some tidy up

Before continuing with evaluation of the Euler-Lagrange equations it is helpful to make a couple
of observations about the structure of the matrix products that make up our velocity quadratic
forms

Θ̇
†BkB†kΘ̇ = Θ̇

†




l21A1A†1 l1l2A1A†2 . . . l1lkA1A†k

l2l1A2A†1 l22A2A†2 . . . l2lkA2A†k
...

lkl1AkA†1 lkl2AkA†2 . . . l2k AkA†k


0

0 0


Θ̇ (30.7)

Specifically, consider the AaA†b products that make up the elements of the matrices Qk =

BkB†k . Without knowing anything about the grades that make up the elements of Qk, since it is
Hermitian (by this definition of Hermitian) there can be no elements of grade order two or three
in the final matrix. This is because reversion of such grades inverts the sign, and the matrix
elements in Qk all equal their reverse. Additionally, the elements of the multivector column
matrices Ak are vectors, so in the product AaA†b we can only have scalar and bivector (grade two)
elements. The resulting one by one scalar matrix is a sum over all the mixed angular velocities
θ̇aθ̇b, θ̇aφ̇b, and φ̇aφ̇b, so once this summation is complete any bivector grades of AaA†b must
cancel out. This is consistent with the expectation that we have a one by one scalar matrix result
out of this in the end (i.e. a number). The end result is a freedom to exploit the convenience
of explicitly using a scalar selection operator that filters out any vector, bivector, and trivector
grades in the products AaA†b. We will get the same result if we write

Θ̇
†BkB†kΘ̇ = Θ̇

†




l21
〈
A1A†1

〉
l1l2

〈
A1A†2

〉
. . . l1lk

〈
A1A†k

〉
l2l1

〈
A2A†1

〉
l22
〈
A2A†2

〉
. . . l2lk

〈
A2A†k

〉
...

lkl1
〈
AkA†1

〉
lkl2

〈
AkA†2

〉
. . . l2k

〈
AkA†k

〉


0

0 0


Θ̇ (30.8)

Pulling in the summation over mk we have

∑
k

mkΘ̇
†BkB†kΘ̇ = Θ̇

†
[
µmax(r,c)lrlc

〈
ArA†c

〉]
rc

Θ̇ (30.9)
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It appears justifiable to label the µmax(r,c)lrlc factors of the angular velocity matrices as mo-
ments of inertia in a generalized sense. Using this block matrix form, and scalar selection, we
can now write the Lagrangian in a slightly tidier form

µk =

N∑
j=k

m j

Q =
[
µmax(r,c)lrlcArA†c

]
rc

K =
1
2

Θ̇
†QΘ̇ =

1
2

Θ̇
T
〈Q〉Θ̇

Φ = g
N∑

k=1

µklk cos θk

L = K −Φ

(30.10)

After some expansion, writing S θ = sin θ, Cφ = cos φ and so forth, one can find that the scalar
parts of the block matrices ArA†c contained in Q are

〈
ArA†c

〉
=

Cφc−φrCθrCθc + S θr S θc −S φc−φrCθr S θc

S φc−φrCθcS θr Cφc−φr S θr S θc

 (30.11)

The diagonal blocks are particularly simple and have no φ dependence

〈
ArA†r

〉
=

1 0

0 sin2 θr

 (30.12)

Observe also that
〈
ArA†c

〉T
=

〈
AcA†r

〉
, so the scalar matrix

〈Q〉 =

[
µmax(r,c)lrlc

〈
ArA†c

〉]
rc

(30.13)

is a real symmetric matrix. We have the option of using this explicit scalar expansion if de-
sired for further computations associated with this problem. That completely eliminates the
Geometric algebra from the problem, and is probably a logical way to formulate things for nu-
merical work since one can then exploit any pre existing matrix algebra system without having
to create one that understands non-commuting variables and vector products.
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30.4 evaluating the euler-lagrange equations

For the acceleration terms of the Euler-Lagrange equations our computation reduces nicely to a
function of only 〈Q〉

d
dt
∂L

∂θ̇a
=

1
2

d
dt

∂Θ̇

∂θ̇a

T

〈Q〉Θ̇ + Θ̇
T
〈Q〉

∂Θ̇

∂θ̇a


=

d
dt

([
δac

[
1 0

]]
c
〈Q〉Θ̇

) (30.14)

and

d
dt
∂L

∂φ̇a
=

1
2

d
dt

 ∂Θ̇

∂φ̇a

T

〈Q〉Θ̇ + Θ̇
T
〈Q〉

∂Θ̇

∂φ̇a


=

d
dt

([
δac

[
0 1

]]
c
〈Q〉Θ̇

) (30.15)

The last groupings above made use of 〈Q〉 = 〈Q〉T, and in particular (〈Q〉 + 〈Q〉T)/2 = 〈Q〉.
We can now form a column matrix putting all the angular velocity gradient in a tidy block matrix
representation

∇Θ̇L =


 ∂L∂θ̇r
∂L
∂φ̇r



r

= 〈Q〉Θ̇ (30.16)

A small aside on Hamiltonian form. This velocity gradient is also the conjugate momentum
of the Hamiltonian, so if we wish to express the Hamiltonian in terms of conjugate momenta,
we require invertability of 〈Q〉 at the point in time that we evaluate things. Writing

PΘ = ∇Θ̇L (30.17)

and noting that (〈Q〉−1)T = 〈Q〉−1, we get for the kinetic energy portion of the Hamiltonian

K =
1
2

PΘ
T〈Q〉−1PΘ (30.18)

Now, the invertability of 〈Q〉 cannot be taken for granted. Even in the single particle case we
do not have invertability. For the single particle case we have

〈Q〉 = ml2
1 0

0 sin2 θ

 (30.19)
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so at θ = ±π/2 this quadratic form is singular, and the planar angular momentum becomes a
constant of motion.

Returning to the evaluation of the Euler-Lagrange equations, the problem is now reduced to
calculating the right hand side of the following system

d
dt

(
〈Q〉Θ̇

)
=


 ∂L∂θr
∂L
∂φr



r

(30.20)

With back substitution of eq. (30.11), and eq. (30.13) we have a complete non-multivector ex-
pansion of the left hand side. For the right hand side taking the θa and φa derivatives respectively
we get

∂L

∂θa
=

1
2

Θ̇
†
[
µmax(r,c)lrlc

〈
∂Ar
∂θa

A†c + Ar
∂Ac
∂θa

†
〉]

rc
Θ̇ − gµala sin θa (30.21)

∂L

∂φa
=

1
2

Θ̇
†
[
µmax(r,c)lrlc

〈
∂Ar
∂φa

A†c + Ar
∂Ac
∂φa

†
〉]

rc
Θ̇ (30.22)

So to proceed we must consider the
〈
ArA†c

〉
partials. A bit of thought shows that the matrices

of partials above are mostly zeros. Illustrating by example, consider ∂〈Q〉/∂θ2, which in block
matrix form is

∂〈Q〉
∂θ2

=



0 1
2µ2l1l2

〈
A1

∂A2
∂θ2

†
〉

0 . . . 0

1
2µ2l2l1

〈
∂A2
∂θ2

A†1
〉

1
2µ2l2l2

〈
A2

∂A2
∂θ2

†
+

∂A2
∂θ2

A†2

〉
1
2µ3l2l3

〈
∂A2
∂θ2

A†3
〉

. . . 1
2µN l2lN

〈
∂A2
∂θ2

A†N
〉

0 1
2µ3l3l2

〈
A3

∂A2
∂θ2

†
〉

0 . . . 0

0
... 0 . . . 0

0 1
2µN lN l2

〈
AN

∂A2
∂θ2

†
〉

0 . . . 0


(30.23)

Observe that the diagonal term has a scalar plus its reverse, so we can drop the one half factor
and one of the summands for a total contribution to ∂L/∂θ2 of just

µ2l22Θ̇
T
2

〈
∂A2

∂θ2
A†2

〉
Θ̇2 (30.24)
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Now consider one of the pairs of off diagonal terms. Adding these we contributions to ∂L/∂θ2

of

1
2
µ2l1l2Θ̇

T
1

〈
A1
∂A2

∂θ2

†
〉

Θ̇2 +
1
2
µ2l2l1Θ̇

T
2

〈
∂A2

∂θ2
A†1

〉
Θ̇1

=
1
2
µ2l1l2Θ̇

T
1

〈
A1
∂A2

∂θ2

†

+ A1
∂A2

∂θ2

†
〉

Θ̇2

= µ2l1l2Θ̇
T
1

〈
A1
∂A2

∂θ2

†
〉

Θ̇2

(30.25)

This has exactly the same form as the diagonal term, so summing over all terms we get for
the position gradient components of the Euler-Lagrange equation just

∂L

∂θa
=

∑
k

µmax(k,a)lklaΘ̇
T
k

〈
Ak
∂Aa

∂θa

†
〉

Θ̇a − gµala sin θa (30.26)

∂L

∂φa
=

∑
k

µmax(k,a)lklaΘ̇
T
k

〈
Ak
∂Aa

∂φa

†
〉

Θ̇a (30.27)

The only thing that remains to do is evaluate the
〈
Ak∂Aa/∂φa

†
〉

matrices.
It should be possible but it is tedious to calculate the block matrix derivative terms from the

Aa partials using

∂Aa

∂θa
=

−e3e jaθa

e2eiφaCθa

 (30.28)

∂Aa

∂φa
=

 e2eiφaCθa

−e1eiφaS θa

 (30.29)

However multiplying this out and reducing is a bit tedious and would be a better job for a
symbolic algebra package. With eq. (30.11) available to use, one gets easily

〈
Ak
∂Aa

∂θa

†
〉

=

−Cφa−φkCθk S θa + S θkCθa −S φa−φkCθkCθa

−S φa−φk S θaS θk Cφa−φk S θkCθa

 (30.30)
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〈
Ak
∂Aa

∂φa

†
〉

=

−S φa−φkCθkCθa −Cφa−φkCθk S θa

Cφa−φkCθaS θk −S φa−φk S θk S θa

 (30.31)

The right hand side of the Euler-Lagrange equations now becomes

∇ΘL =
∑

k


µmax(k,r)lklrΘ̇

T
k

〈
Ak

∂Ar
∂θr

†
〉
Θ̇r

µmax(k,r)lklrΘ̇
T
k

〈
Ak

∂Ar
∂φr

†
〉
Θ̇r



r

− g

µrlr sin θr

10


r

(30.32)

Can the Θ̇a matrices be factored out, perhaps allowing for expression as a function of Θ̇?
How to do that if it is possible is not obvious. The driving reason to do so would be to put things
into a tidy form where things are a function of the system angular velocity vector Θ, but this is
not possible anyways since the gradient is non-linear.

30.5 hamiltonian form and linearization

Having calculated the Hamiltonian equations for the multiple mass planar pendulum in 34 ,
doing so for the spherical pendulum can now be done by inspection. With the introduction
of a phase space vector for the system using the conjugate momenta (for angles where these
conjugate momenta are non-singular)

z =

PΘ

Θ

 (30.33)

we can write the Hamiltonian equations

dz
dt

=

 ∇ΘL

〈Q〉−1PΘ

 (30.34)

The position gradient is given explicitly in eq. (30.32), and that can be substituted here. That
gradient is expressed in terms of Θ̇k and not the conjugate momenta, but the mapping required
to express the whole system in terms of the conjugate momenta is simple enough

Θ̇k =
[
δkcI22

]
c
〈Q〉−1PΘ (30.35)
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It is apparent that for any sort of numerical treatment use of a angular momentum and angular
position phase space vector is not prudent. If the aim is nothing more than working with a first
order system instead of second order, then we are probably better off with an angular velocity
plus angular position phase space system.

d
dt

〈Q〉Θ̇
Θ

 =

∇ΘL

Θ̇

 (30.36)

This eliminates the requirement for inverting the sometimes singular matrix 〈Q〉, but one is
still left with something that is perhaps tricky to work with since we have the possibility of
zeros on the left hand side. The resulting equation is of the form

Mx′ = f (x) (30.37)

where M =
[
〈Q〉 0

0 I

]
is a possibly singular matrix, and f is a non-linear function of the compo-

nents of Θ, and Θ̇. This is conceivably linearizable in the neighborhood of a particular phase
space point x0. If that is done, resulting in an equation of the form

My′ = f (x0) + By (30.38)

where x = y + x0 and B is an appropriate matrix of partials (the specifics of which do not
really have to be spelled out here). Because of the possible singularities of M the exponentiation
techniques applied to the linearized planar pendulum may not be possible with such a lineariza-
tion. Study of this less well formed system of LDEs probably has interesting aspects, but is also
likely best tackled independently of the specifics of the spherical pendulum problem.

30.5.1 Thoughts about the Hamiltonian singularity

The fact that the Hamiltonian goes singular on the horizontal in this spherical polar represen-
tation is actually what I think is the most interesting bit in the problem (the rest being a lot
mechanical details). On the horizontal φ = 0 or φ̇ = 37000 radians/sec makes no difference to
the dynamics. All you can say is that the horizontal plane angular momentum is a constant of
the system. It seems very much like the increasing uncertainty that you get in the corresponding
radial QM equation. Once you start pinning down the θ angle, you loose the ability to say much
about φ.

It is also kind of curious how the energy of the system is never ill defined but a choice of
a particular orientation to use as a reference for observations of the momenta introduces the
singularity as the system approaches the horizontal in that reference frame.



30.6 a summary 299

Perhaps there are some deeper connections relating these classical and QM similarity. Would
learning about symplectic flows and phase space volume invariance shed some light on this?

30.6 a summary

A fair amount of notation was introduced along the way in the process of formulating the spher-
ical pendulum equations. It is worthwhile to do a final concise summary of notation and results
before moving on for future reference.

The positions of the masses are given by

zk = zk−1 + e3lke jkθk

jk = e3 ∧
(
e1eiφk

)
i = e1 ∧ e2

(30.39)

With the introduction of a column vector of vectors (where we multiply matrices using the
Geometric vector product),

Θk =

θk

φk

 (30.40)

Θ =
[
Θ1 Θ2 . . . ΘN

]T
(30.41)

and a matrix of velocity components (with matrix multiplication of the vector elements using
the Geometric vector product), we can form the Lagrangian

Ak =

e1eiφk e jkθk

e2eiφk S θk

 (30.42)

µk =

N∑
j=k

m j

〈Q〉 =

[
µmax(r,c)lrlc

〈
ArAT

c

〉]
rc

K =
1
2

Θ̇
T
〈Q〉Θ̇

Φ = g
N∑

k=1

µklkCθk

L = K −Φ

(30.43)
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An explicit scalar matrix evaluation of the (symmetric) block matrix components of 〈Q〉 was
evaluated and found to be

〈
ArAT

c

〉
=

Cφc−φrCθrCθc + S θr S θc −S φc−φrCθr S θc

S φc−φrCθcS θr Cφc−φr S θr S θc

 (30.44)

These can be used if explicit evaluation of the Kinetic energy is desired, avoiding redundant
summation over the pairs of skew entries in the quadratic form matrix 〈Q〉

K =
1
2

∑
k

µkl2kΘ̇
T
k

〈
AkAT

k

〉
Θ̇k +

∑
r<c

µmax(r,c)lrlcΘ̇
T
r

〈
ArAT

c

〉
Θ̇c (30.45)

We utilize angular position and velocity gradients

∇Θk =

 ∂
∂θk
∂
∂φk


∇Θ̇k

=

 ∂
∂θ̇k
∂
∂φ̇k


∇Θ =

[
∇T

Θ1
∇T

Θ2
. . . ∇T

ΘN

]T

∇Θ̇ =
[
∇Θ̇1

T ∇Θ̇2
T . . . ∇Θ̇N

T
]T

(30.46)

and use these to form the Euler-Lagrange equations for the system in column vector form

d
dt
∇Θ̇L = ∇ΘL (30.47)

For the canonical momenta we found the simple result

∇Θ̇L = 〈Q〉Θ̇ (30.48)

For the position gradient portion of the Euler-Lagrange equations eq. (30.47) we found in
block matrix form

∇ΘL =
∑

k


µmax(k,r)lklrΘ̇

T
k

〈
Ak

∂Ar
∂θr

†
〉
Θ̇r

µmax(k,r)lklrΘ̇
T
k

〈
Ak

∂Ar
∂φr

†
〉
Θ̇r



r

− g

µrlrS θr

10


r

(30.49)
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〈
Ak
∂Aa

∂θa

†
〉

=

−Cφa−φkCθk S θa + S θkCθa −S φa−φkCθkCθa

−S φa−φk S θaS θk Cφa−φk S θkCθa

 (30.50)

〈
Ak
∂Aa

∂φa

†
〉

=

−S φa−φkCθkCθa −Cφa−φkCθk S θa

Cφa−φkCθaS θk −S φa−φk S θk S θa

 (30.51)

A set of Hamiltonian equations for the system could also be formed. However, this requires
that one somehow restrict attention to the subset of phase space where the canonical momenta
matrix 〈Q〉 is non-singular, something not generally possible.





Part IV

R A N D O M I N D E P E N D E N T S T U DY N OT E S





31
P OT E N T I A L A N D K I N E T I C E N E R G Y

31.1

Attempting some Lagrangian calculation problems I found I got all the signs of my potential
energy terms wrong. Here is a quick step back to basics to clarify for myself what the definition
of potential energy is, and thus implicitly determine the correct signs.

Starting with kinetic energy, expressed in vector form:

K =
1
2

mr′ · r′ =
1
2

p · r′,

one can calculate the rate of change of that energy:

dK
dt

=
1
2
(p′ · r′ + p · r′′)

=
1
2
(p′ · r′ + r′ · p′)

= p′ · r′.

(31.1)

Note that the mass has been assumed constant above.
Integrating this time rate of change of kinetic energy produces a force line integral:

K2 − K1 =

∫ t2

t1

dK
dt

dt

=

∫ t2

t1
p′ · r′dt

=

∫ t2

t1
p′ ·

dr′

dt
dt

=

∫ r2

r1

F · dr

(31.2)
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For the path integral to depend on only the end points or the corresponding end times requires
a conservative force that can be expressed as a gradient. Let us say that F = ∇ f , then integrating:

K2 − K1 =

∫ r2

r1

F · dr

=

∫ r2

r1

∇ f · dr

= limitε→0

∫ r1+εr̂

r1

(
r̂

f (r + εr̂)
ε

)
· dr

= handwaving

= f (r2) − f (r1).

(31.3)

Assembling the quantities for times 1, and 2, we have

K2 − f (r2) = K1 − f (r1) = constant. (31.4)

This constant is what we give the name Energy. The quantities − f (ri) we label potential
energy Vi, and finally write the total energy as the sum of the kinetic and potential energies for
a particle at a point in time and space:

K2 + V2 = K1 + V1 = E (31.5)

F = −∇V (31.6)

31.1.1 Work with a specific example. Newtonian gravitational force

Take the gravitational force:

F = −
GmM

r2 r̂ (31.7)



31.1 307

The rate of change of kinetic energy with respect to such a force (FIXME: think though signs
... with or against?), is:

dK
dt

= p′ · r′

= −
GmM

r2 r̂ ·
dr
dt

= −
GmM

r3 r ·
dr
dt
.

(31.8)

The vector dot products above can be eliminated with the standard trick:

dr2

dt
=

r · r
dt

= 2
dr
dt
· r.

(31.9)

Thus,

dK
dt

= −
GmM

2r3

dr2

dt

= −
GmM

r2

dr
dt

=
d
dt

(GmM
r

)
.

(31.10)

This can be integrated to find the kinetic energy difference associated with a change of posi-
tion in a gravitational field:

K2 − K1 =

∫ t2

t1

d
dt

(GmM
r

)
dt

= GmM
(

1
r2
−

1
r1

)
.

(31.11)

Or,

K2 −
GmM

r2
= K1 −

GmM
r1

= E. (31.12)

Taking gradients of this negative term:

∇

(
−

GmM
r

)
= r̂

∂

∂r

(
−

GmM
r

)
= r̂

GmM
r2 ,

(31.13)
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returns the negation of the original force, so if we write V = −GmM/r, it implies the force is:

F = −∇V. (31.14)

By this example we see how one arrives at the negative sign convention for the potential
energy. Our Lagrangian in a gravitational field is thus:

L =
1
2

mv2 +
GmM

r
. (31.15)

Now, we have seen strictly positive terms mgh in the Lagrangian in the Tong and Goldstein
examples. We can account for this by Taylor expanding this potential in the vicinity of the
surface R of the Earth:

GmM
r

=
GmM
R + h

=
GmM

R(1 + h/R)

≈
GmM

R
(1 − h/R)

(31.16)

The Lagrangian is thus:

L ≈
1
2

mv2 +
GmM

R
−

GmM
R2 h

but the constant term will not change the EOM, so can be dropped from the Lagrangian, and
with g = GM

R2 we have:

L′ =
1
2

mv2 − gmh (31.17)

Here the potential term of the Lagrangian is negative, but in the Goldstein and Tong examples
the reference point is up, and the height is measured down from that point. Put another way, if
the total energy is

E = V0

when the mass is unmoving in the air, and then drops gaining Kinetic energy, an unchanged
total energy means that potential energy must be counted as lost, in proportion to the distance
fallen:
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E = V0 = K1 + V1 =
1
2

mv2 −mgh.

So, one can write

V = −mgh

and

L′ =
1
2

mv2 + gmh (31.18)

BUT. Here the height h is the distance fallen from the reference point, compared to eq. (31.17),
where h was the distance measured up from the surface of the Earth (or other convenient local
point where the gravitational field can be linearly approximated)!

Care must be taken here because it is all too easy to get the signs wrong blindly plugging into
the equations without considering where they come from and how exactly they are defined.





32
C O M PA R E S O M E WAV E E Q UAT I O N ’ S A N D T H E I R L AG R A N G I A N S

32.1 motivation

Compare the Lagrangians for the classical wave equation of a vibrating string/film with the
wave equation Lagrangian for electromagnetism and Quantum mechanics.

Observe the similarities and differences, and come back to this later after grasping some of
the concepts of Field energy and momentum (energy in vibration and electromagnetism and
momentum in quantum mechanics). Do the ideas of field momentum carry in quantum have
equivalents in electromagnetism?

32.2 vibrating object equations

32.2.1 One dimensional wave equation

[5] does a nice derivation of the one dimensional wave equation Lagrangian, using a limiting
argument applied to an infinite sequence of connected masses on springs.

L =
1
2

µ (
∂η

∂t

)2

− Y
(
∂η

∂x

)2 (32.1)

here η was the displacement from the equilibrium position, µ is the mass line density and Y
is Young’s modulus.

Taking derivatives confirms that this is the correct form. The Euler-Lagrange equations for
this equation are:

∂L

∂η
=
∂

∂t
∂L

∂
∂η
∂t

+
∂

∂x
∂L

∂
∂η
∂x

0 =
∂

∂t
µ
∂η

∂t
−
∂

∂x
Y
∂η

∂x

(32.2)

Which has the expected form

µ
∂2η

(∂t)2 − Y
∂2η

(∂x)2 = 0 (32.3)
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32.2.2 Higher dimension wave equation

For a string or film or other wavy material with more degrees of freedom than a string with back
and forth motion one can guess the Lagrangian from eq. (32.1).

L =
1
2

µ (
∂η

∂t

)2

− Y
∑

i

(
∂η

∂xi

)2 (32.4)

Calculating the Euler-Lagrange equations gives

∂L

∂η
=
∂

∂t
∂L

∂
∂η
∂t

+
∑

i

∂

∂xi

∂L

∂
∂η
∂xi

0 =
∂

∂t
µ
∂η

∂t
−

∑
i

∂

∂xi Y
∂η

∂xi

(32.5)

Which also has the expected form

µ
∂2η

(∂t)2 − Y
∑

i

∂2η

(∂xi)2 = 0 (32.6)

32.3 electrodynamics wave equation

From eq. (32.4) one can guess the Lagrangian for the electrodynamic potential wave equations.
Maxwell’s equation in potential form are:

∇2A = J/ε0c (32.7)

Which has the following split into four scalar equations

∇2Aµγµ = Jµγµ/ε0c

∇2Aµ = Jµ/ε0c
(32.8)

For the Aµ coordinate try the Lagrangian

L =
∑
ν

1
2

(γν)2
(
∂Aµ

∂xν

)2

+ JνAν/ε0c

=
∑
ν

1
2

(γν)2 (∂νAµ)
2

+ JνAν/ε0c
(32.9)



32.3 electrodynamics wave equation 313

With evaluation of the Euler-Lagrange equations we have

∂L

∂Aµ
=

∑
α

∂α
∂L

∂(∂αAµ)

=⇒

Jµ/ε0c =
∑

∂α(γα)2∂αAµ

= ∂α∂αAµ

= ∇2Aµ

(32.10)

Which recovers Maxwell’s equation. Having done that the Lagrangian can be tidied slightly
introducing the spacetime gradient:

L =
1
2
(∇Aα)2

+ JαAα/ε0c (32.11)

32.3.1 Comparing with complex (bivector) version of Maxwell Lagrangian

Previously, in 15 and 15, Maxwell’s equation

∇(∇∧ A) = J/ε0c (32.12)

was seen as the result of evaluating the Lagrangian

L = −
ε0c
2

(∇∧ A)2 + J · A (32.13)

Equation (32.12) with the gauge condition ∇ · A = 0 is where we get the potential form
eq. (32.7) from.

For comparison it should be possible to reconcile this with eq. (32.11). We can multiply by
(γα)2, which is (±1) dependent on α, as well as multiply by ε0c

L =
ε0c
2
∇Aα∇Aα + JαAα (32.14)

No sum need be implied here, but since the field variables are independent we can sum them
without changing the field equations. So, instead of having four independent Lagrangians, we
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are now left with a (sums now implied) single density that can be evaluated for each of the
potential coordinate variables:

L =
ε0c
2
∇Aα∇Aα + J · A (32.15)

This is looking more like eq. (32.13) now. It is expected that the gauge condition can be used
to complete the reconciliation. However, I have had trouble actually doing this, despite the fact
that both Lagrangians appear to correctly lead to equivalent results.

Also notable perhaps is a comparison to the four potential Lagrangian in Goldstein:

L = −
1

16π

∑
µ,ν

(
∂Aµ
∂xν
−
∂Aν
∂xµ

)2

−
1

8π

∑
µ

(
∂Aµ
∂xµ

)2

+
∑
µ

jµAµ
c (32.16)

This one is considerably more complex looking, and it should be possible to see how exactly
this is related to the wave equation guessed by comparison to the vibrating string.

32.4 quantum mechanics

32.4.1 Non-relativistic case

The non-relativistic Lagrangian given by Goldstein (problem 11.3) is

L =
h̄2

2m
(∇ψ) · (∇ψ∗) + Vψψ∗ + i h̄ (ψ∂tψ

∗ − ψ∗∂tψ) (32.17)

Again we see the square of the spatial gradient so we expect a (spatial) Laplacian in the field
equation, which one has:

(
− h̄2

2m
∇

2 + V
)
ψ = i h̄

∂ψ

∂t
(32.18)

32.4.2 Relativistic case. Klein-Gordon

The Klein-Gordon Lagrangian is

L = −(∇ψ) · (∇ψ∗) +
m2c2

h̄2 ψψ∗ (32.19)
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from which we can recover the Klein-Gordon scalar wave equation which applies to a specific
subset of quantum phenomena (what exactly?)

(
h̄2

2m
∇2 +

1
2

mc2
)
ψ = 0 (32.20)

32.4.3 Dirac wave equation

The Dirac wave equation, for vector wave function ψ can be formally obtained by taking vector
roots of the scalar operators in the Klein-Gordon equation to yield:

i h̄∇ψ = ±mcψ (32.21)

The Lagrangian for this field equation is

L = mcψψ −
1
2

i h̄(ψγµ(∂µψ) − (∂µψ)γµψ) (32.22)

Where ψ = γ0ψ̃, and ψ̃ is the reversed field spinor.

32.5 summary comparison of all the second order wave equations

• Vibration wave equation.

L = µ

(
∂η

∂t

)2

− Y (∇η)2

0 = µ
∂2η

(∂t)2 − Y∇2η

(32.23)

• Maxwell wave equation.

L =
1
2
(∇Aα)2

+ JαAα/ε0c

∇2Aα = Jα/ε0c
(32.24)
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• Schrödinger non-relativistic wave equation.

L =
h̄2

2m
(∇ψ) · (∇ψ∗) + Vψψ∗ + i h̄ (ψ∂tψ

∗ − ψ∗∂tψ)(
− h̄
2m
∇

2 + V
)
ψ = h̄i

∂ψ

∂t

(32.25)

• Klein-Gordon wave equation.

L = −(∇ψ) · (∇ψ∗) +
m2c2

h̄2 ψψ∗

−∇2ψ =
m2c2

h̄2 ψ

(32.26)



33
S H O RT M E T R I C T E N S O R E X P L A NAT I O N

33.1

PF thread.
I have found it helpful to think about the metric tensor in terms of vector dot products, and a

corresponding basis.
You can cut relativity completely out of the question, and ask the same question for Euclidean

space, where the metric tensor it the identity matrix when you pick an orthonormal basis.
That diagonality is due to orthogonality conditions of the basis chosen. For, example, in 3D

we can express vectors in terms of an orthonormal frame, but if we choose not to, say picking
e1 + e2, e1 − e2, and e1 + e3 as our basis vectors then how do we calculate the coordinates?

The trick is to calculate, or assume calculated, an alternate set of basis vectors, called the
reciprocal frame. Provided the initial set of vectors spans the space, one can always calculate
(and that part is a linear algebra exercise) this second pair such that they meet the following
relationships:

ei · e j = δi
j

So, if a vector is specified in terms of the ei

x =
∑

e ja j

Dotting with ei one has:

x · ei =
∑

(e ja j) · ei =
∑

δ j
ia j = ai

It is customary to write ai = xi, which allows for the entire vector to be written in the mixed
upper and lower index method where sums are assumed:

x =
∑

e jx j = e jx j

Now, if one calculates dot product here, say with x, and a second vector
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y =
∑

e jy j

you have:

x · y =
∑

(e j · ek)x jyk

The coefficient of this x jyk term is symmetric, and if you choose, you can write g jk = e j · ek,
and you have the dot product in tensor form:

x · y =
∑

g jkx jyk = g jkx jyk

Now, for relativity, you have four instead of three basis vectors, so if you choose your spatial
basis vectors orthonormally, and a timelike basis vector normal to all of those (ie: no mixing
of space and time vectors in anything but a Lorentz fashion), then you get a diagonal metric
tensor. You can choose not to work in an "orthonormal" spacetime basis, and a non-diagonal
metric tensor will show up in all your dot products. That decision is perfectly valid, just makes
everything harder. When it comes down to why, it all boils down to your choice of basis.

Now, just like you can think of a rotation as a linear transformation that preserves angles
in Euclidean space, the Lorentz transformation preserves the spacetime relationships appropri-
ately. So, if one transforms from a "orthonormal" spacetime frame to an alternate "orthonormal"
spacetime frame (and a Lorentz transformation is just that) you still have the same "angles" (ie:
dot products) between an event coordinates, and the metric will still be diagonal as described.
This could be viewed as just a rather long winded way of saying exactly what jdstokes said, but
its the explanation coming from somebody who is also just learning this (so I had need such a
longer explanation if I was explaining to myself).



34
H A M I LT O N I A N N OT E S

34.1 motivation

I have now seen Hamiltonian’s used, mostly in a Quantum context, and think that I understand
at least some of the math associated with the Hamiltonian and the Hamiltonian principle. I have,
however, not used either of these enough that it seems natural to do so.

Here I attempt to summarize for myself what I know about Hamiltonian’s, and work through
a number of examples. Some of the examples considered will be ones already treated with the
Lagrangian formalism 9.1.

Some notation will be invented along the way as reasonable, since I had like to try to also
relate the usual coordinate representation of the Hamiltonian, the Hamiltonian principle, and
the Poisson bracket, with the bivector representation of the 2N complex configuration space
introduced in [3]. (NOT YET DONE).

34.2 hamiltonian as a conserved quantity

Starting with the Lagrangian formalism the Hamiltonian can be found as a conserved quantity
associated with time translation when the Lagrangian has no explicit time dependence. This
follows directly by considering the time derivative of the Lagrangian L = L(qi, q̇i).

dL
dt

=
∂L

∂qi

dqi

dt
+
∂L

∂q̇i

dq̇i

dt

= q̇i d
dt
∂L

∂q̇i +
∂L

∂q̇i

dq̇i

dt

=
d
dt

(
q̇i ∂L

∂q̇i

) (34.1)

We can therefore form the difference

d
dt

(
q̇i ∂L

∂q̇i −L

)
= 0 (34.2)
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and find that this quantity, labeled H, is a constant of motion for the system

H ≡ q̇i ∂L

∂q̇i −L = constant (34.3)

We will see later that this constant is sometimes the total energy of the system.
The q̇i partials of the Lagrangian are called the canonical momentum conjugate to qi. Quite a

mouthful, so just canonical momenta seems like a good compromise. We will write (reserving
pi = mqi for the non-canonical momenta)

Pi ≡
∂L

∂q̇i (34.4)

and note that these are the coordinates of a sort of velocity gradient of the Lagrangian. We
have seen these canonical momenta in velocity gradient form previously where it was noted that
we could write the Euler-Lagrange equations in vector form in an orthonormal reciprocal frame
space as

∇L =
d
dt
∇vL (34.5)

where ∇v = ei∂L/∂ẋi = eiPi, ∇ = ei∂/∂xi, and x = eixi.

34.3 some syntactic sugar . in vector form

Following Jackson [8] (section 12.1, relativistic Lorentz force Hamiltonian), this can be written
in vector form if the velocity gradient, the vector sum of the momenta conjugate to the qi’s is
given its own symbol P. He writes

H = v · P −L (34.6)

This makes most sense when working in orthonormal coordinates, but can be generalized.
Suppose we introduce a pair of reciprocal frame basis for the generalized position and velocity
coordinates, writing as vectors in configuration space

q = eiqi

v = fiq̇i (34.7)
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Following [3] (who use this for their bivector complexification of the configuration space),
we have the freedom to impose orthonormal constraints on this configuration space basis

ei · e j = δi
j

f i · f j = δi
j

ei · f j = δi
j

(34.8)

We can now define configuration space position and velocity gradients

∇ ≡ ei ∂

∂qi

∇v ≡ f i ∂

∂q̇i

(34.9)

so the conjugate momenta in vector form is now

P ≡ ∇vL = f i ∂L

∂q̇i (34.10)

Our Hamiltonian takes the form

H = v · P −L (34.11)

34.4 the hamiltonian principle

We want to take partials of eq. (34.3) with respect to Pi and qi. In terms of the canonical mo-
menta we want to differentiate

H ≡ q̇iPi −L(qi, q̇i, t) (34.12)

for the Pi partial we have

∂H
∂Pi

= q̇i (34.13)

and for the qi partial

∂H
∂qi = −

∂L

∂qi

= −
d
dt
∂L

∂q̇i

(34.14)



322 hamiltonian notes

These two results taken together form what I believe is called the Hamiltonian principle

∂H
∂Pi

= q̇i

∂H
∂qi = −Ṗi

Pi =
∂L

∂q̇i

(34.15)

A set of 2N first order equations equivalent to the second order Euler-Lagrange equations.
These appear to follow straight from the definitions. Given that I am curious why the more
complex method of derivation is chosen in [5]. There the total differential of the Hamiltonian is
computed

dH = q̇idPi + dq̇iPi − dqi ∂L

∂qi − dq̇i ∂L

∂q̇i − dt
∂L

∂t

= q̇idPi + dq̇i
(
Pi −

∂L

∂q̇i

)
− dqi ∂L

∂qi − dt
∂L

∂t

= q̇idPi − dqi ∂L

∂qi

= dPi/dt

− dt
∂L

∂t

(34.16)

A term by term comparison to the total differential written out explicitly

dH =
∂H
∂qi dqi +

∂H
∂Pi

dPi +
∂H
∂t

dt (34.17)

allows the Hamiltonian equations to be picked off.

∂H
∂Pi

= q̇i

∂H
∂qi = −Ṗi

∂H
∂t

= −
∂L

∂t

(34.18)

I guess that is not that much more complicated and it does yield a relation between the
Hamiltonian and Lagrangian time derivatives.
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34.5 examples

Now, that is just about the most abstract way we can start things off is not it? Getting some
initial feel for this constant of motion can be had by considering a sequence of Lagrangians,
starting with the very simplest.

34.5.1 Force free motion

Our very simplest Lagrangian is that of one dimensional purely kinetic motion

L =
1
2

mv2 =
1
2

mẋ2 (34.19)

Our Hamiltonian is in this case just

H = ẋmẋ −
1
2

mẋ =
1
2

mv2 (34.20)

The Hamiltonian is just the kinetic energy. The canonical momentum in this case is also equal
to the momentum, so eliminating v to apply the Hamiltonian equations we have

H =
1

2m
p2 (34.21)

We have then

∂H
∂p

=
p
m

= ẋ

∂H
∂x

= 0 = −ṗ
(34.22)

Just for fun we can put this simple linear system in matrix form

d
dt

p

x

 =
1
m

0 0

1 0


p

x

 (34.23)

A linear system of this form y′ = Ay can be solved by exponentiation with solution

y = eAty0 (34.24)
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In this case our matrix is nilpotent degree 2 so we can exponentiate only requiring up to the
first order power

eAt = I + At (34.25)

specifically

p

x

 =

1 0
t
m 1


p0

x0

 (34.26)

Written out in full this is just

p = p0

x =
p0

m
t + x0

(34.27)

Since the canonical momentum is the regular momentum p = mv in this case, we have the
usual constant rate change of position x = v0t + x0 that we could have gotten in many easier
ways. I had hazard a guess that any single variable Lagrangian that is at most quadratic in
position or velocity will yield a linear system.

The generalization of this Hamiltonian to three dimensions is straightforward, and we get

H =
1
m

p2 (34.28)

d
dt



px

x

py

y

pz

z


=

1
m



0 0

1 0

0 0

1 0

0 0

1 0





px

x

py

y

pz

z


(34.29)

Since there is no coupling (nilpotent matrices down the diagonal) between the coordinates
this can be treated as three independent sets of equations of the form eq. (34.23), and we have

pi(t) = pi(0)

xi(t) =
pi(0)

m
t + xi(0)

(34.30)
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Or just

p(t) = p(0)

x(t) =
p(0)

m
t + x(0)

(34.31)

34.5.2 Linear potential (surface gravitation)

For the gravitational force F = −mgẑ = −∇φ, we have φ = mgz, and a Lagrangian of

L =
1
2

mv2 − φ =
1
2

mv2 −mgz (34.32)

Without velocity dependence the canonical momentum is the momentum mv, and our Hamil-
tonian is

H =
1

2m
p2 + mgz (34.33)

The Hamiltonian equations are

∂H
∂pi

= ẋi =
1
m

pi

σi
∂H
∂xi

= −σi ṗi =


0

0

mg


(34.34)

In matrix form we have

d
dt



px

x

py

y

pz

z


=

1
m



0 0

1 0

0 0

1 0

0 0

1 0





px

x

py

y

pz

z


+



0

0

0

0

−mg

0


(34.35)
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So our problem is now reduced to solving a linear system of the form

y′ = Ay + b (34.36)

That extra little term b throws a wrench into things and I am no longer sure how to integrate
by inspection. What can be noted is that we really only have to consider the z components since
we have solved the problem for the x and y coordinates in the force free case. That leaves

d
dt

pz

z

 =
1
m

0 0

1 0


pz

z

 +

−mg

0

 (34.37)

Is there any reason that we have to solve in matrix form? Except for a coolness factor, not
really, and we can integrate each equation directly. For the momentum equation we have

pz = −mgt + pz(0) (34.38)

This can be substituted into the position equation for

ż =
1
m

(pz(0) −mgt) (34.39)

Direct integration is now possible for the final solution

z =
1
m

(pz(0)t −mgt2/2) + z0

=
pz(0)

m
t −

g
2

t2 + z0

(34.40)

Again something that we could have gotten in many easier ways. Using the result we see that

the solution to eq. (34.37) in matrix form, again with A = 1
m

0 0

1 0

 is

pz

z

 = eAt

pz(0)

z(0)

 −mg

 t
1

2m t2

 (34.41)

I thought if I wrote this out how to solve eq. (34.36) may be more obvious, but that path is
still unclear. If A were invertible, which it is not, then writing b = Ac would allow for a change
of variables. Does this matter for consideration of a physical problem. Not really, so I will fight
the urge to play with the math for a while and perhaps revisit this later separately.
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34.5.3 Harmonic oscillator (spring potential)

Like the free particle, the harmonic oscillator is very tractable in a phase space representation.
For a restoring force F = −kxx̂ = −∇φ, we have φ = kx2/2, and a Lagrangian of

L =
1
2

mv2 −
1
2

kx2 (34.42)

Our Hamiltonian is again just the total energy

H =
1

2m
p2 +

1
2

kx2 (34.43)

Evaluating the Hamiltonian equations we have

∂H
∂pi

= ẋi = pi/m

∂H
∂xi

= −ṗi = kxi

(34.44)

Considering just the x dimension (the others have the free particle behavior), our matrix phase
space representation is

d
dt

p

x

 =

 0 −k

1/m 0


p

x

 (34.45)

So with

A =

 0 −k

1/m 0

 (34.46)

Our solution is

p

x

 = eAt

p0

x0

 (34.47)

The stateful nature of the phase space solution is interesting. Provided we can make a simul-
taneous measurement of position and momentum, this initial state determines a next position
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and momentum state at a new time t = t0 + ∆t1, and we have a trajectory through phase space
of discrete transitions from one state to another

p

x


i+1

= eA∆ti+1

p

x


i

(34.48)

Or

p

x


i+1

= eA∆ti+1eA∆ti · · · eA∆t1

p

x


0

(34.49)

As for solving the system, we require again the exponential of our matrix. This matrix being
antisymmetric, has complex eigenvalues and again cannot be exponentiated easily by diagonal-
ization. However, this antisymmetric matrix is very much like the complex imaginary and its
square is a negative scalar multiple of identity, so we can proceed directly forming the power
series

A2 =

 0 −k

1/m 0


 0 −k

1/m 0

 = −
k
m

I (34.50)

The first few powers are

A2 = −
k
m

I

A3 = −
k
m

A

A4 =

(
k
m

)2

I

A5 =

(
k
m

)2

A

(34.51)

So exponentiating we can collect cosine and sine terms

eAt = I

1 − k
m

t2

2!
+

(
k
m

)2 t4

4!
+ · · ·

 + A
√

m
k


√

k
m
−

√ k
m

3
t3

3!
+

√ k
m

5
t5

5!


= I cos

√ k
m

t

 +

√
m
k

A sin

√ k
m

t


(34.52)
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As a check it is readily verified that this satisfies the desired d(eAt)/dt = AeAt property.
The full solution in phase space representation is therefore

p

x

 =

p0

x0

 cos

√ k
m

t

 +

√
m
k

−kx0

p0/m

 sin

√ k
m

t

 (34.53)

Written out separately this is clearer

p = p0 cos

√ k
m

t

 − √
m
k

kx0 sin

√ k
m

t


x = x0 cos

√ k
m

t

 +

√
m
k

p0

m
sin

√ k
m

t


(34.54)

One can readily verify that mẋ = p, and mẍ = −kx as expected.
Let us pause before leaving the harmonic oscillator to see if eq. (34.54) seems to make sense.

Consider the position solution. With only initial position and no initial velocity p0/m we have
oscillation that has no dependence on the mass or spring constant. This is the unmoving mass
about to be let go at the end of a spring case, and since we have no damping force the magnitude
of the oscillation is exactly the initial position of the mass. If the instantaneous velocity is
measured at position zero, it makes sense in this case that the oscillation amplitude does depend
on both the mass and the spring constant. The stronger the spring (k), the bigger the oscillation,
and the smaller the mass, the bigger the oscillation.

It is definitely no easier to work with the phase space formulation than just solving the second
order system directly. The fact that we have a linear system to solve, at least in this particular
case is kind of nice. Perhaps this methodology can be helpful considering linear approximation
solutions in a neighborhood of some phase space point for more complex non-linear systems.

34.5.4 Harmonic oscillator (change of variables.)

It was pointed out to me by Lut that the following rather strange looking change of variables
has nice properties

P = x

√
k
2

+
p
√

2m

Q = x

√
k
2
−

p
√

2m

(34.55)
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In particular the Hamiltonian is then just

H = P2 + Q2 (34.56)

Part of this change of variables, which rotates in phase space, as well as scales, looks like just
a way of putting the system into natural units. We do not however, need the rotation to do that.
Suppose we write for just the scaling change of variables

p =
√

2mPs

x =

√
2
k

Qs

(34.57)

or

p

x

 =


√

2m 0

0

√
2
k


Ps

Qs

 (34.58)

This also gives the Hamiltonian eq. (34.56), and the Hamiltonian equations are transformed
to

d
dt

Ps

Qs

 =

1/
√

2m 0

0

√
k
2


 0 −k

1/m 0



√

2m 0

0

√
2
k


Ps

Qs


=


0 −

√
k
m√

k
m

0


Ps

Qs


(34.59)

This first change of variables is nice since it groups the two factors k and m into a reciprocal
pair. Since only the ratio is significant to the kinetics it is nice to have that explicit. Since

√
k/m

is in fact the angular frequency, we can define

ω ≡

√
k
m

(34.60)

and our system is reduced to

d
dt

Ps

Qs

 = ω

0 −1

1 0


Ps

Qs

 (34.61)
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Solution of this system now becomes particularly easy, especially if one notes that the matrix
factor above can be expressed in terms of the y axis Pauli matrix σ2. That is

σ2 = i

0 −1

1 0

 (34.62)

Inverting this, and labeling this matrix I we can write

I ≡

0 −1

1 0

 = −iσ2 (34.63)

Recalling that σ2
2 = I, we then have I2 = −I, and see that this matrix behaves exactly like a

unit imaginary. This reduces the Hamiltonian system to

d
dt

Ps

Qs

 = Iω

Ps

Qs

 (34.64)

We can now solve the system directly. Writing zs = ( Ps
Qs
), this is just

zs(t) = eIωtzs(0) = (I cos(ωt) +I sin(ωt)) zs(0) (34.65)

With just the scaling giving both the simple Hamiltonian, and a simple solution, what is the
advantage of the further change of variables that mixes (rotates in phase space by 45 degrees
with a factor of two scaling) the momentum and position coordinates? That second transforma-
tion is

P = Qs + Ps

Q = Qs − Ps
(34.66)

Inverting this we have

Ps

Qs

 =
1
2

1 −1

1 1


P

Q

 (34.67)

The Hamiltonian after this change of variables is now

d
dt

P

Q

 =
ω

2

 1 1

−1 1


0 −1

1 0


1 −1

1 1


P

Q

 (34.68)
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But multiplying this out one finds that the equations of motion for the state space vector are
unchanged by the rotation, and writing z = ( P

Q ) for the state vector, the Hamiltonian equations
are

z′ = Iωz (34.69)

This is just as we had before the rotation-like mixing of position and momentum coordinates.
Now it looks like the rotational change of coordinates is related to the raising and lowering
operators in the Quantum treatment of the Harmonic oscillator, but it is not clear to me what the
advantage is in the classical context? Perhaps the point is, that at least for the classical Harmonic
oscillator, we are free to rotate the phase space vector arbitrarily and not change the equations
of motion. A restriction to the classical domain is required since squaring the results of this 45
degree rotation of the phase space vector requires commutation of the position and momentum
coordinates in order for the cross terms to cancel out.

Is there a deeper meaning to this rotational freedom? It seems to me that one ought to be able
to relate the rotation and the quantum ladder operators in a more natural way, but it is not clear
to me exactly how.

34.5.5 Force free system dependent on only differences

In gravitational and electrostatic problems are forces are all functions of only the difference
in positions of the particles. Lets look at how the purely kinetic Lagrangian and Hamiltonian
change when one or more of the vector positions is reexpressed in terms of a difference in
position change of variables. In the force free case this is primarily a task of rewriting the
Hamiltonian in terms of the conjugate momenta after such a change of variables.

The very simplest case is the two particle single dimensional Kinetic Lagrangian,

L =
1
2

m1ṙ2
1 +

1
2

m2ṙ2
2 (34.70)

With a change of variables

x = r2 − r1

y = r2
(34.71)

and elimination of r1, and r2 we have

L =
1
2

m1(ẏ − ẋ)2 +
1
2

m2ẏ2 (34.72)
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We now need the conjugate momenta in terms of ẋ and ẏ. These are

Px =
∂L

∂ẋ
= −m1(ẏ − ẋ)

Py =
∂L

∂ẏ
= m1(ẏ − ẋ) + m2ẏ

(34.73)

We must now rewrite the Lagrangian in terms of Px and Py, essentially requiring the inversion
of this which amounts to the inversion of the two by two linear system of eq. (34.73). That is

ẋ

ẏ

 =

 m1 −m1

−m1 (m1 + m2)


−1 Px

Py

 (34.74)

This is

ẋ

ẏ

 =
1

m1

1
m2

m1 + m2 m1

m1 m1


Px

Py

 (34.75)

Of these only ẏ and ẏ − ẋ are of interest and after a bit of manipulation we find

ẏ =
1

m2
(Px + Py)

ẋ =
1

m1

1
m2

((m1 + m2)Px + m1Py)
(34.76)

From this we find the Lagrangian in terms of the conjugate momenta

L =
1

2m1
Px

2 +
1

2m2
(Px + Py)2 (34.77)

A quick check shows that Px + Py = m2ṙ2, and Px = −m1ṙ1, so we have agreement with the
original Lagrangian. Generalizing to the three dimensional case is straightforward, and we have

L =
1
2

m1ṙ2
1 +

1
2

m2ṙ2
2 − φ(x1 − x2) (34.78)

With

x = x1 − x2

y = x2
(34.79)
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The 3D generalization of the above (following by adding indices then summing) becomes

Px = σ j
∂L

∂ẋ j = −m1(ẏ − ẋ)

Py = σ j
∂L

∂ẏ j = m1(ẏ − ẋ) + m2ẏ
(34.80)

L =
1

2m1
Px

2 +
1

2m2
(Px + Py)2 − φ(x)

H =
1

2m1
Px

2 +
1

2m2
(Px + Py)2 + φ(x)

(34.81)

Finally, evaluation of the Hamiltonian equations we have

σ j
∂H

∂P j
x

= ẋ

= σ j

(
1

m1
P j

x +
1

m2
(P j

x + P j
y)
)

=
1

m1
Px +

1
m2

(Px + Py)

(34.82)

σ j
∂H

∂P j
y

= ẏ

= σ j
1

m2
(P j

x + P j
y)

=
1

m2
(Px + Py)

(34.83)

σ j
∂H
∂x j = −Ṗx

= −σ j
∂φ

∂x j

= −∇xφ(x)

(34.84)

σ j
∂H
∂y j = −Ṗy

= −σ j
∂φ

∂y j

= 0

(34.85)
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Summarizing we have four first order equations

ẋ =

(
1

m1
+

1
m2

)
Px +

1
m2

Py

ẏ =
1

m2
(Px + Py)

Ṗx = ∇xφ(x)

Ṗy = 0

(34.86)

FIXME: what would we get if using the center of mass position as one of the variables. A
parametrization with three vector variables should also still work, even if it includes additional
redundancy.

34.5.6 Gravitational potential

Next I had like to consider a two particle gravitational interaction. However, to start we need the
Lagrangian, and what should the potential term be in a two particle gravitational Lagrangian?
I had guess something with a 1/x form, but do we need one potential term for each mass or
something interrelated? Whatever the Lagrangian is, we want it to produce the pair of force
relationships

Force on 2 = −Gm1m2
(r2 − r1)
|r2 − r1|

Force on 1 = Gm1m2
(r2 − r1)
|r2 − r1|

(34.87)

Guessing that the Lagrangian has a single term for the interaction potential

φ21 = κ
1

|r2 − r1|
(34.88)

so that we have

L =
1
2

mv1
2 +

1
2

mv2
2 − φ21 (34.89)
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We can evaluate the Euler-Lagrange equations and see if the result is consistent with the
Newtonian force laws of eq. (34.87). Suppose we write the coordinates of ri as xk

i. There are
then six Euler-Lagrange equations

∂L

∂x j
i

=
d
dt
∂L

∂ẋ j
i

−
∂φ21

∂x j
i

= mi ẍ
j
i

(34.90)

Evaluating the potential derivatives separately. Consider the i = 2 derivative

∂φ21

∂x j2
= κ

∂

∂x j2

∑
k

(xk
2 − xk

1)2

−1/2

= −κ
1

|r2 − r1|
3

∑
k

(xk
2 − xk

1)
∂

∂x j2
(xk

2 − xk
1)

= −κ
1

|r2 − r1|
3 (x j

2 − x j
1)

(34.91)

Therefore the final result of the Euler-Lagrange equations is

κ
1

|r2 − r1|
3 (x j

2 − x j
1) = m2 ẍ j

2

−κ
1

|r2 − r1|
3 (x j

2 − x j
1) = m1 ẍ j

1

(34.92)

which confirms the Lagrangian and potential guess and fixes the constant κ = −Gm1m2. With
the sign fixed, our potential, Lagrangian, and Hamiltonian are respectively

φ21 = −
Gm2m1

|r2 − r1|

L =
1
2

m1v1
2 +

1
2

m2v2
2 − φ21

H =
1

2m1
p1

2 +
1

2m2
p2

2 + φ21

(34.93)

There is however an undesirable asymmetry to this expression, in particular a formulation
that extends to multiple particles seems desirable. Let us write instead a slight variation

φi j = −
Gmim j∣∣∣ri − r j

∣∣∣ (34.94)
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and form a scaled by two double summation over all pairs of potentials

L =
∑

i

1
2

mivi
2 −

1
2

∑
i, j

φi j (34.95)

Having established what seems like an appropriate form for the Lagrangian, we can write the
Hamiltonian for the multiparticle gravitational interaction by inspection

H =
∑

i

1
2mi

pi
2 +

1
2

∑
i, j

φi j (34.96)

This leaves us finally in position to evaluate the Hamiltonian equations, but the result of doing
so is rudely nothing more than the Newtonian equations in coordinate form. We get, for the kth
component of the ith particle

∂H
∂pk

i
= ẋk

i =
1
mi

pk
i (34.97)

∂H
∂xk

i
= − ṗk

i = G
∑
j,i

mim j
xk

i − xk
j∣∣∣ri − r j

∣∣∣3 (34.98)

The state space vector for this system of equations is brutally ugly, and could be put into the
following form for example

z =



p1
1

p2
1

p3
1

x1
1

x2
1

x3
1

p1
2

p2
2

p3
2

x1
2
...



(34.99)
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Where the Hamiltonian equations take the form of a non-linear function on such state space
vectors We have a somewhat sparse equation of the form

dz
dt

= A(z) (34.100)

One thing that is possible in such a representation is calculating the first order approximate
change in position and momentum moving from one time to a small time later

z(t0 + ∆t) = z(t0) + A(z(t0))∆t (34.101)

One could conceivably calculate the trajectories in phase space using such increments, and
if a small enough time increment is used this can be thought of as solving the gravitational
system. I recall that Feynman did something like this in his lectures, but set up the problem in
a more computationally efficient form (it definitely did not have the redundancy built into the
Hamiltonian equations).

FIXME: should be able to solve this for an arbitrary ∆t later time if this was extended to the
higher order terms. Need something like the ez·∇ chain rule expansion. Think this through. Will
be a little different since we are already starting with the first order contribution.

What does this system of equations look like with a reduction of order through center of mass
change of variables?

34.5.7 Pendulum

FIXME: picture. x-axis down, y-axis right.
The bob speed for a stiff rod of length l is (lθ̇)2, and our potential is mgh = mgl(1 − cos θ).

The Lagrangian is therefore

L =
1
2

ml2θ̇2 −mgl(1 − cos θ) (34.102)

The constant mgl term can be dropped, and our canonical momentum conjugate to θ̇ is pθ =

ml2θ̇, so our Hamiltonian is

H =
1

2ml2
pθ2 −mgl cos θ (34.103)
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We can now compute the Hamiltonian equations

∂H
∂pθ

= θ̇ =
1

ml2
pθ

∂H
∂q

= −ṗθ = mgl sin θ
(34.104)

Only in the neighborhood of a particular angle can we write this in matrix form. Suppose we
expand this around θ = θ0 + α. The sine is then

sin θ ≈ sin θ0 + cos θ0α (34.105)

The linear approximation of the Hamiltonian equations after a change of variables become

d
dt

pθ
α

 =

 0 −mgl cos θ0

1/ml2 0


pθ
α

 +

−mgl sin θ0

θ̇0

 (34.106)

A change of variables that scales the factors in the matrix to have equal magnitude and equiv-
alent dimensions is helpful. Writing

pθ
α

 =

a 0

0 1

 z (34.107)

one finds

dz
dt

=

 0 −mgl cos θ0/a

a/ml2 0

 z +
1
a

−mgl sin θ0

θ̇0

 (34.108)

To tidy this up, we want

∣∣∣∣∣ a
ml2

∣∣∣∣∣ =

∣∣∣∣∣mgl cos θ0

a

∣∣∣∣∣ (34.109)

Or

a = ml2
√

g
l
|cos θ0| (34.110)
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The result of applying this scaling is quite different above and below the horizontal due to
the sign difference in the cosine. Below the horizontal where θ0 ∈ (−π/2, π/2) we get

dz
dt

=

√
g
l

cos θ0

0 −1

1 0

 z +
1

ml2
√

g
l

cos θ0

−mgl sin θ0

θ̇0

 (34.111)

and above the horizontal where θ0 ∈ (π/2, 3π/2) we get

dz
dt

=

√
−

g
l

cos θ0

0 1

1 0

 z +
1

ml2
√
−

g
l

cos θ0

−mgl sin θ0

θ̇0

 (34.112)

Since ( 0 −1
1 0 ) has the characteristics of an imaginary number (squaring to the negative of the

identity) the homogeneous part of the solution for the change of the phase space vector in the
vicinity of any initial angle in the lower half plane is trigonometric. Similarly the solutions
are necessarily hyperbolic in the upper half plane since ( 0 1

1 0 ) squares to identity. And around
±π/2 something totally different (return to this later). The problem is now reduced to solving a
non-homogeneous first order matrix equation of the form

z′ = Ωz + b (34.113)

But we have the good fortune of being able to easily exponentiate and invert this matrix Ω.
The homogeneous problem

z′ = Ωz (34.114)

has the solution

zh(t) = eΩtzt=0 (34.115)

Assuming a specific solution z = eΩt f (t) for the non-homogeneous equation, one finds z =

Ω−1(eΩt − I)b. The complete solution with both the homogeneous and non-homogeneous parts
is thus

z(t) = eΩtz0 + Ω−1(eΩt − I)b (34.116)
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Going back to the pendulum problem, lets write

ω =

√
g
l
|cos θ0| (34.117)

Below the horizontal we have

Ω = ω

0 −1

1 0


Ω−1 = −

1
ω

0 −1

1 0


eΩt = cos(ωt)

1 0

0 1

 + sin(ωt)

0 −1

1 0


(34.118)

Whereas above the horizontal we have

Ω = ω

0 1

1 0


Ω−1 =

1
ω

0 1

1 0


eΩt = cosh(ωt)

1 0

0 1

 + sinh(ωt)

0 1

1 0


(34.119)

In both cases we havepθ
α

 =

ml2ω 0

0 1

 z

b =
1
ω

−g
l sin θ0
θ̇0

ml2


(34.120)

(where the real angle was θ = θ0 + α). Since in this case Ω−1 and eΩt commute, we have
below the horizontal

z(t) = eΩt(z0 −Ω−1b) −Ω−1b

=

cos(ωt)

1 0

0 1

 + sin(ωt)

0 −1

1 0



z0 +

1
ω

0 −1

1 0

 b

 +
1
ω

0 −1

1 0

 b
(34.121)
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Expanding out the b terms and doing the same for above the horizontal we have respectively
(below and above)

zlow(t) =

cos(ωt)

1 0

0 1

 + sin(ωt)

0 −1

1 0



z0 −

1
ω2

 θ̇0
ml2

g
l sin θ0


 − 1

ω2

 θ̇0
ml2

g
l sin θ0


zhigh(t) =

cosh(ωt)

1 0

0 1

 + sinh(ωt)

0 1

1 0



z0 +

1
ω2

 θ̇0
ml2

g
l sin θ0


 +

1
ω2

 θ̇0
ml2

g
l sin θ0


(34.122)

The only thing that is really left is re-insertion of the original momentum and position vari-
ables using the inverse relation

z =

1/(ml2ω) 0

0 1


 pθ
θ − θ0

 (34.123)

Will that final insertion do anything more than make things messier? Observe that the z0 only
has a momentum component when expressed back in terms of the total angle θ. Also recall that
pθ = ml2θ̇, so we have

z =

 θ̇/ω
θ − θ0


z0 =

θ̇t=0/ω

0


(34.124)

If this is somehow mystically free of all math mistakes then we have the final solution

 θ̇(t)/ω
θ(t) − θ0


low

=

cos(ωt)

1 0

0 1

 + sin(ωt)

0 −1

1 0



 θ̇(0)
ω

10
 − 1

ω2

 θ̇0
ml2

g
l sin θ0


 − 1

ω2

 θ̇0
ml2

g
l sin θ0

 θ̇(t)/ω
θ(t) − θ0


high

=

cosh(ωt)

1 0

0 1

 + sinh(ωt)

0 1

1 0



 θ̇(0)
ω

10
 +

1
ω2

 θ̇0
ml2

g
l sin θ0


 +

1
ω2

 θ̇0
ml2

g
l sin θ0


(34.125)

A qualification is required to call this a solution since it is only a solution is the restricted
range where θ is close enough to θ0 (in some imprecisely specified sense). One could conceiv-
ably apply this in a recursive fashion however, calculating the result for a small incremental
change, yielding the new phase space point, and repeating at the new angle.

The question of what the form of the solution in the neighborhood of ±π/2 has also been
ignored. That is probably also worth considering but I do not feel like trying now.
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34.5.8 Spherical pendulum

For the spherical rigid pendulum of length l, we have for the distance above the lowest point

h = l(1 + cos θ) (34.126)

(measuring θ down from the North pole as conventional). The Lagrangian is therefore

L =
1
2

ml2(θ̇2 + sin2 θφ̇2) −mgl(1 + cos θ) (34.127)

We can drop the constant term, using the simpler Lagrangian

L =
1
2

ml2(θ̇2 + sin2 θφ̇2) −mgl cos θ (34.128)

To express the Hamiltonian we need first the conjugate momenta, which are

Pθ =
∂L

∂θ̇
= ml2θ̇

Pφ =
∂L

∂φ̇
= ml2 sin2 θφ̇

(34.129)

We can now write the Hamiltonian

H =
1

2ml2

(
Pθ2 +

1
sin2 θ

Pφ2
)

+ mgl cos θ (34.130)

Before going further one sees that there is going to be trouble where sin θ = 0. Curiously,
this is at the poles, the most dangling position and the upright. The south pole is the usual point
where we solve the planar pendulum problem using the harmonic oscillator approximation, so it
is somewhat curious that the energy of the system appears to go undefined at this point where the
position is becoming more defined. It seems almost like a quantum uncertainty phenomena until
one realizes that the momentum conjugate to φ is itself proportional to sin2 θ. By expressing the
energy in terms of this Pφ momentum we have to avoid looking at the poles for a solution to
the equations. If we go back to the Lagrangian and the Euler-Lagrange equations, this point
becomes perfectly tractable since we are no longer dividing through by sin2 θ.



344 hamiltonian notes

Examining the polar solutions is something to return to. For now, let us avoid that region. For
regions where sin θ is nicely non-zero, we get for the Hamiltonian equations

∂H
∂Pφ

= φ̇ =
1

ml2 sin2 θ
Pφ

∂H
∂Pθ

= θ̇ =
1

ml2
Pθ

∂H
∂φ

= −Ṗφ = 0

∂H
∂θ

= −Ṗθ = −
cos θ

ml2 sin3 θ
Pφ2 −mgl sin θ

(34.131)

These now expressing the dynamics of the system. The first two equations are just the defini-
tions of the canonical momenta that we started with using the Lagrangian. Not surprisingly, but
unfortunate, we have a non-linear system here like the planar rigid pendulum, so despite this
being one of the most simple systems it does not look terribly tractable. What would it take to
linearize this system of equations?

Lets write the state space vector for the system as

x =


Pθ
θ

Pφ
φ


(34.132)

lets also suppose that we are interested in the change to the state vector in the neighborhood
of an initial state

x =


Pθ
θ

Pφ
φ


=


Pθ
θ

Pφ
φ


0

+ z (34.133)

The Hamiltonian equations can then be written

dz
dt

=



cos θ
ml2 sin3 θ

Pφ2 + mgl sin θ
1

ml2 Pθ
0

1
ml2 sin2 θ

Pφ


(34.134)



34.5 examples 345

Getting away from the specifics of this particular system is temporarily helpful. We have a
set of equations that we wish to calculate a linear approximation for

dzµ
dt

= Aµ(xν) ≈ Aµ(x0) +
∑
α

∂Aµ
∂xα

∣∣∣∣∣∣x0

zα (34.135)

Our linear approximation is thus

dz
dt
≈



cos θ
ml2 sin3 θ

Pφ2 + mgl sin θ
1

ml2 Pθ
0

1
ml2 sin2 θ

Pφ


0

+


0 −

Pφ2(1+2 cos2 θ)
ml2 sin4 θ

+ mgl cos θ 2 cos θ
ml2 sin3 θ

Pφ 0
1

ml2 0 0 0

0 0 0 0

0 −2Pφ cos θ
ml2 sin3 θ

1
ml2 sin2 θ

0


0

z

(34.136)

Now, this is what we get blindly trying to set up the linear approximation of the state space
differential equation. We see that the cyclic coordinate φ leads to a bit of trouble since no explicit
φ dependence in the Hamiltonian makes the resulting matrix factor non-invertible. It appears
that we would be better explicitly utilizing this cyclic coordinate to note that Pφ = constant, and
to omit this completely from the state vector. Our equations in raw form are now

θ̇ =
1

ml2
Pθ

Ṗθ =
cos θ

ml2 sin3 θ
Pφ2 + mgl sin θ

φ̇ =
1

ml2 sin2 θ
Pφ

(34.137)

We can treat the φ dependence later once we have solved for θ. That equation to later solve
is just this last

φ̇ =
1

ml2 sin2 θ
Pφ (34.138)

This integrates directly, presuming θ = θ(t) is known, and we have

φ − φ(0) =
Pφ
ml2

∫ t

0

dτ

sin2 θ(τ)
(34.139)
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Now the state vector and its perturbation can be redefined omitting all but the θ dependence.
Namely

x =

Pθ
θ

 (34.140)

x =

Pθ
θ

 =

Pθ
θ


0

+ z (34.141)

We can now write the remainder of this non-linear system as

dz
dt

=

 cos θ
ml2 sin3 θ

Pφ2 + mgl sin θ
1

ml2 Pθ

 (34.142)

and make the linear approximation around x0 as

dz
dt
≈

 cos θ
ml2 sin3 θ

Pφ2 + mgl sin θ
1

ml2 Pθ


0

+

 0 −
Pφ2(1+2 cos2 θ)

ml2 sin4 θ
+ mgl cos θ

1
ml2 0


0

z (34.143)

This now looks a lot more tractable, and is in fact exactly the same form now as the equa-
tion for the linearized planar pendulum. The only difference is the normalization required to
switch to less messy dimensionless variables. The main effect of allowing the trajectory to have
a non-planar component is a change in the angular frequency in the θ dependent motion. That
frequency will no longer be

√
|cos θ0|g/l, but also has a Pφ and other more complex trigono-

metric θ dependencies. It also appears that we can probably have hyperbolic or trigonometric
solutions in the neighborhood of any point, regardless of whether it is a northern hemispherical
point or a southern one. In the planar pendulum the unambiguous sign of the matrix terms led
to hyperbolic only above the horizon, and trigonometric only below.

34.5.9 Double and multiple pendulums, and general quadratic velocity dependence

In the following section I started off with the goal of treating two connected pendulums moving
in a plane. Even setting up the Hamiltonian’s for this turned out to be a bit messy, requiring
a matrix inversion. Tackling the problem in the guise of using a more general quadratic form
(which works for the two particle as well as N particle cases) seemed like it would actually be
simpler than using the specifics from the angular velocity dependence of the specific pendulum
problem. Once the Hamiltonian equations were found in this form, an attempt to do the first
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order Taylor expansion as done for the single planar pendulum and the spherical pendulum was
performed. This turned out to be a nasty mess and is seen to not be particularly illuminating.
I did not know that is how it would turn out ahead of time since I had my fingers crossed for
some sort of magic simplification once the final substitution were made. If such a simplification
is possible, the procedure to do so is not obvious.

Although the Hamiltonian equations for a spherical pendulum have been considered previ-
ously, for the double pendulum case it seems prudent to avoid temptation, and to first see what
happens with a simpler first step, a planar double pendulum.

Setting up coordinates x axis down, and y axis to the left with i = x̂ŷ we have for the position
of the first mass m1, at angle θ1 and length l1

z1 = x̂l1eiθ1 (34.144)

If the second mass, dangling from this is at an angle θ2 from the x axis, its position is

z2 = z1 + x̂l2eiθ2 (34.145)

We need the velocities, and their magnitudes. For z1 this is

|ż1|
2 = l12θ̇2

1 (34.146)

For the second mass

ż2 = x̂i
(
l1θ̇1eiθ1 + l2θ̇2eiθ2

)
(34.147)

Taking conjugates and multiplying out we have

|ż2|
2 = l12θ̇2

1 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2) + l22θ̇2
2 (34.148)

That is all that we need for the Kinetic terms in the Lagrangian. Now we need the height for
the mgh terms. If we set the reference point at the lowest point for the double pendulum system,
the height of the first particle is

h1 = l2 + l1(1 − cos θ1) (34.149)

For the second particle, the distance from the horizontal is

d = l1 cos θ1 + l2 cos θ2 (34.150)
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So the total distance from the reference point is

h2 = l1(1 − cos θ1) + l2(1 − cos θ2) (34.151)

We now have the Lagrangian

L′ =
1
2

m1l12θ̇2
1 +

1
2

m2
(
l12θ̇2

1 + 2l1l2θ̇1θ̇2 cos(θ1 − θ2) + l22θ̇2
2

)
−m1g(l2 + l1(1 − cos θ1)) −m2g(l1(1 − cos θ1) + l2(1 − cos θ2))

(34.152)

Dropping constant terms (effectively choosing a difference reference point for the potential)
and rearranging a bit, also writing M = m1 + m2, we have the simpler Lagrangian

L =
1
2

Ml12θ̇2
1 +

1
2

m2l22θ̇2
2 + m2l1l2θ̇1θ̇2 cos(θ1 − θ2) + Ml1g cos θ1 + m2l2g cos θ2 (34.153)

The conjugate momenta that we need for the Hamiltonian are

Pθ1 = Ml12θ̇1 + m2l1l2θ̇2 cos(θ1 − θ2)

Pθ2 = m2l22θ̇2 + m2l1l2θ̇1 cos(θ1 − θ2)
(34.154)

Unlike any of the other simpler Hamiltonian systems considered so far, the coupling between
the velocities means that we have a system of equations that we must first invert before we can
even express the Hamiltonian in terms of the respective momenta.

That isPθ1

Pθ2

 =

 Ml12 m2l1l2 cos(θ1 − θ2)

m2l1l2 cos(θ1 − θ2) m2l22


θ̇1

θ̇2

 (34.155)

While this is easily invertible, doing so and attempting to substitute it back, results in an
unholy mess (albeit perhaps one that can be simplified). Is there a better way? A possibly
promising way is motivated by observing that this matrix, a function of the angular difference
δ = θ1 − θ2, looks like it is something like a moment of inertia tensor. If we call this I, and write

Θ ≡

θ1

θ2

 (34.156)

Then the relation between the conjugate momenta in vector form

p ≡

Pθ1

Pθ2

 (34.157)
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and the angular velocity vector can be written

p = I(δ)Θ̇ (34.158)

Can we write the Lagrangian in terms of Θ̇? The first Kinetic term is easy, just

1
2

m1l2θ̇2
1 =

1
2

m1Θ̇
T

l21 0

0 0

 Θ̇ (34.159)

For the second mass, going back to eq. (34.147), we can write

ż2 = x̂i
[
l1eiθ1 l2eiθ2

]
Θ̇ (34.160)

Writing r for this 1x2 matrix, we can utilize the associative property for compatible sized
matrices to rewrite the speed for the second particle in terms of a quadratic form

|ż2|
2 = (rΘ̇)(rΘ̇) = Θ̇

T(rTr)Θ̇ (34.161)

The Lagrangian kinetic can all now be grouped into a single quadratic form

Q ≡ m1

l10
 [l1 0

]
+ m2

l1eiθ1

l2eiθ2

 [l1e−iθ1 l2e−iθ2
]

(34.162)

L =
1
2

Θ̇
TQΘ̇ + Ml1g cos θ1 + m2l2g cos θ2 (34.163)

It is also clear that this generalize easily to multiple connected pendulums, as follows

K =
1
2

Θ̇
T ∑

k

mkQkΘ̇

Qk =
[
lrlsei(θr−θs)

]
r,s≤k

φ = −g
∑

k

lk cos θk

N∑
j=k

m j

L = K − φ

(34.164)
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In the expression for Qk above, it is implied that the matrix is zero for any indices r, s > k, so
it would perhaps be better to write explicitly

Q =
∑

k

mkQk =

[∑N
j=max(r,s) m jlrlsei(θr−θs)

]
r,s

(34.165)

Returning to the problem, it is convenient and sufficient in many cases to only discuss the
representative double pendulum case. For that we can calculate the conjugate momenta from
eq. (34.163) directly

Pθ1 =
∂

∂θ̇1

1
2

Θ̇
TQΘ̇

=
∂

∂θ̇1

1
2

Θ̇
TQ

10
 +

1
2

[
1 0

]
QΘ̇

=
[
1 0

] (1
2

(Q + QT)
)

Θ̇

(34.166)

Similarly the θ2 conjugate momentum is

Pθ2 =
[
0 1

] (1
2

(Q + QT)
)

Θ̇ (34.167)

Putting both together, it is straightforward to verify that this recovers eq. (34.155), which can
now be written

p =
1
2

(Q + QT)Θ̇ = IΘ̇ (34.168)

Observing that I = IT, and thus (IT)−1 = I−1, we now have everything required to express
the Hamiltonian in terms of the conjugate momenta

H = pT
(
1
2
I−1QI−1

)
p −Mgl1 cos θ1 −m2l2g cos θ2 (34.169)



34.5 examples 351

This is now in a convenient form to calculate the first set of Hamiltonian equations.

θ̇k =
∂H
∂Pθk

=
∂pT

∂Pθk

1
2
I−1QI−1p + pT 1

2
I−1QI−1 ∂pT

∂Pθk

=
[
δk j

]
j

1
2
I−1QI−1p + pT 1

2
I−1QI−1

[
δik

]
i

=
[
δk j

]
j
I−1 1

2
(Q + QT)

I

I−1p

=
[
δk j

]
j
I−1p

(34.170)

So, when the velocity dependence is a quadratic form as identified in eq. (34.162), the first
half of the Hamiltonian equations in vector form are just

Θ̇ =

[
∂

∂Pθ1
· · · ∂

∂PθN

]T
H = I−1p (34.171)

This is exactly the relation we used in the first place to re-express the Lagrangian in terms
of the conjugate momenta in preparation for this calculation. The remaining Hamiltonian equa-
tions are trickier, and what we now want to calculate. Without specific reference to the pendu-
lum problem, lets do this calculation for the general Hamiltonian for a non-velocity dependent
potential. That is

H = pT
(
1
2
I−1QI−1

)
p + φ(Θ) (34.172)

The remaining Hamiltonian equations are ∂H/∂θa = −Ṗθa , and the tricky part of evaluating
this is going to all reside in the Kinetic term. Diving right in this is

∂K
∂θa

= pT
(
1
2
∂(I−1)
∂θa

QI−1
)

p + pT
(
1
2
I−1 ∂Q

∂θa
I−1

)
p + pT

(
1
2
I−1Q

∂(I−1)
∂θa

)
p

= pT ∂(I−1)
∂θa

1
2

(Q + QT)

= I

I−1p + pT
(
1
2
I−1 ∂Q

∂θa
I−1

)
p

= pT ∂(I−1)
∂θa

p + pT
(
1
2
I−1 ∂Q

∂θa
I−1

)
p

(34.173)
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For the two particle case we can expand this inverse easily enough, and then take derivatives
to evaluate this, but this is messier and intractable for the general case. We can however, calcu-
late the derivative of the identity matrix using the standard trick from rigid body mechanics

0 =
∂I
∂θa

=
∂(II−1)
∂θa

=
∂I

∂θa
I−1 +I

∂(I−1)
∂θa

(34.174)

Thus the derivative of the inverse (moment of inertia?) matrix is

∂(I−1)
∂θa

= −I−1 ∂I

∂θa
I−1

= −I−1 1
2

(
∂Q
∂θa

+
∂QT

∂θa

)
I−1

(34.175)

This gives us for the Hamiltonian equation

∂H
∂θa

= −
1
2

pTI−1
(
∂Q
∂θa

)T

I−1p +
∂φ

∂θa
(34.176)

If we introduce a phase space position gradients

∇ ≡

[
∂
∂θ1

· · · ∂
∂θN

]T
(34.177)

Then for the second half of the Hamiltonian equations we have the vector form

−∇H = ṗ =

[
1
2 pTI−1

(
∂Q
∂θr

)T
I−1p

]
r
−∇φ (34.178)

The complete set of Hamiltonian equations for eq. (34.172), in block matrix form, describing
all the phase space change of the system is therefore

d
dt

p
Θ

 =


[

1
2 pTI−1

(
∂Q
∂θr

)T
I−1p

]
r
−∇φ

I−1p

 =


[

1
2 Θ̇

(
∂Q
∂θr

)T
Θ̇

]
r
−∇φ

Θ̇

 (34.179)
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This is a very general relation, much more so than required for the original two particle
problem. We have the same non-linearity that prevents this from being easily solved. If we want
a linear expansion around a phase space point to find an approximate first order solution, we
can get that applying the chain rule, calculating all the ∂/∂θk, and ∂/∂Pθk derivatives of the top
N rows of this matrix.

If we write

z ≡

p
Θ

 −
p
Θ


t=0

(34.180)

and the Hamiltonian equations eq. (34.179) as

d
dt

p
Θ

 = A(p,Θ) (34.181)

Then the linearization, without simplifying or making explicit yet is

ż ≈


[

1
2 Θ̇

(
∂Q
∂θr

)T
Θ̇

]
r
−∇φ

Θ̇


t=0

+

[
∂A
∂Pθ1

· · · ∂A
∂PθN

∂A
∂θ1

· · · ∂A
∂θN

]∣∣∣∣∣
t=0

z (34.182)

For brevity the constant term evaluated at t = 0 is expressed in terms of the original angular
velocity vector from our Lagrangian. The task is now evaluating the derivatives in the first order
term of this Taylor series. Let us do these one at a time and then reassemble all the results
afterward.

So that we can discuss just the first order terms lets write ∆ for the matrix of first order
derivatives in our Taylor expansion, as in

f (p,Θ) = f (p,Θ)|0 + ∆ f |0z + · · · (34.183)

First, lets do the potential gradient.

∆(∇φ) =

[
0

[
∂2φ
∂θr∂θc

]
r,c

]
(34.184)

Next in terms of complexity is the first order term of Θ̇, for which we have

∆(I−1p) =

[[
I−1

[
δrc

]
r

]
c

[
∂(I−1)
∂θc

p
]
c

]
(34.185)
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The δ over all rows r and columns c is the identity matrix and we are left with

∆(I−1p) =

[
I−1

[
∂(I−1)
∂θc

p
]
c

]
(34.186)

Next, consider just the Pθ dependence in the elements of the row vector

[
1
2 pTI−1

(
∂Q
∂θr

)T
I−1p

]
r

(34.187)

We can take derivatives of this, and exploiting the fact that these elements are scalars, so they
equal their transpose. Also noting that A−1T

= AT−1, and I = IT, we have

∂

∂Pθc

1
2

pTI−1
(
∂Q
∂θr

)T

I−1p
 =

1
2

pTI−1
(
∂Q
∂θr

)T

I−1
[
δrc

]
r
+

1
2

([
δrc

]
r

)T
I−1

(
∂Q
∂θr

)T

I−1p

= pTI−1
(
∂

∂θr

1
2

(
Q + QT

))
I−1

[
δrc

]
r

= pTI−1 ∂I

∂θr
I−1

[
δrc

]
r

(34.188)

Since we also have B′B−1 + B(B−1)′ = 0, for invertible matrixes B, this reduces to

∂

∂Pθc

1
2

pTI−1
(
∂Q
∂θr

)T

I−1p
 = −pT ∂(I−1)

∂θr

[
δrc

]
r

(34.189)

Forming the matrix over all rows r, and columns c, we get a trailing identity multiplying from
the right, and are left with

[
∂

∂Pθc

(
1
2 pTI−1

(
∂Q
∂θr

)T
I−1p

)]
r,c

=

[
−pT ∂(I−1)

∂θr

]
r

=

[
−
∂(I−1)
∂θc

p
]
c

(34.190)
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Okay, getting closer. The only thing left is to consider the remaining θ dependence of eq. (34.187),
and now want the theta partials of the scalar matrix elements

∂

∂θc

1
2

pTI−1
(
∂Q
∂θr

)T

I−1p


= pT

 ∂

∂θc

1
2
I−1

(
∂Q
∂θr

)T

I−1

 p

= pT 1
2
I−1 ∂

2QT

∂θc∂θr
I−1p + pT 1

2

∂(I−1)
∂θc

(
∂Q
∂θr

)T

I−1 +I−1
(
∂Q
∂θr

)T
∂(I−1)
∂θc

 p

= pT 1
2
I−1 ∂

2QT

∂θc∂θr
I−1p + pT ∂(I−1)

∂θc

∂I

∂θr
I−1p

(34.191)

There is a slight asymmetry between the first and last terms here that can possibly be elimi-
nated. Using B−1′ = −B−1B′B−1, we can factor out the I−1p = Θ̇ terms

∂

∂θc

1
2

pTI−1
(
∂Q
∂θr

)T

I−1p
 = Θ̇

T
(
1
2
∂2QT

∂θc∂θr
−
∂I

∂θc
I−1 ∂I

∂θr

)
Θ̇ (34.192)

Is this any better? Maybe a bit. Since we are forming the matrix over all r, c indices and can
assume mixed partial commutation the transpose can be dropped leaving us with

[
∂
∂θc

(
1
2 pTI−1

(
∂Q
∂θr

)T
I−1p

)]
r,c

=

[
Θ̇

T
(

1
2

∂2Q
∂θc∂θr

− ∂I
∂θc
I−1 ∂I

∂θr

)
Θ̇

]
r,c

(34.193)

We can now assemble all these individual derivatives

ż ≈


[

1
2 Θ̇

(
∂Q
∂θr

)T
Θ̇

]
r
−∇φ

Θ̇


t=0

+


−

[
∂(I−1)
∂θc

p
]
c

[
Θ̇

T
(

1
2

∂2Q
∂θc∂θr

− ∂I
∂θc
I−1 ∂I

∂θr

)
Θ̇ −

∂2φ
∂θr∂θc

]
r,c

I−1
[
∂(I−1)
∂θc

p
]
c


t=0

z

(34.194)
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We have both ∂(I−1)/∂θk and ∂I/∂θk derivatives above, which will complicate things when
trying to evaluate this for any specific system. A final elimination of the derivatives of the
inverse inertial matrix leaves us with

ż ≈


[

1
2 Θ̇

(
∂Q
∂θr

)T
Θ̇

]
r
−∇φ

Θ̇


t=0

+


[
I−1 ∂I

∂θc
Θ̇

]
c

[
Θ̇

T
(

1
2

∂2Q
∂θc∂θr

− ∂I
∂θc
I−1 ∂I

∂θr

)
Θ̇ −

∂2φ
∂θr∂θc

]
r,c

I−1 −

[
I−1 ∂I

∂θc
Θ̇

]
c


t=0

z

(34.195)

34.5.9.1 Single pendulum verification

Having accumulated this unholy mess of abstraction, lets verify this first against the previous
result obtained for the single planar pendulum. Then if that checks out, calculate these matrices
explicitly for the double and multiple pendulum cases. For the single mass pendulum we have

Q = I = ml2

φ = −mgl cos θ
(34.196)

So all the θ partials except that of the potential are zero. For the potential we have

−
∂2φ

∂2θ

∣∣∣∣∣∣
0

= −mgl cos θ0 (34.197)

and for the angular gradient

−∇φ|0 =
[
−mgl sin θ0

]
(34.198)

Putting these all together in this simplest application of eq. (34.195) we have for the linear
approximation of a single point mass pendulum about some point in phase space at time zero:

ż ≈

−mgl sin θ0

θ̇0

 +

 0 −mgl cos θ0
1

ml2 0

 z (34.199)

Excellent. Have not gotten into too much trouble with the math so far. This is consistent with
the previous results obtained considering the simple pendulum directly (it actually pointed out
an error in the earlier pendulum treatment which is now fixed (I had dropped the θ̇0 term)).
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34.5.9.2 Double pendulum explicitly

For the double pendulum, with δ = θ1 − θ2, and M = m1 + m2, we have

Q =

 Ml12 m2l2l1ei(θ2−θ1)

m2l1l2ei(θ1−θ2) m2l22

 =

 Ml12 m2l2l1e−iδ

m2l1l2eiδ m2l22

 (34.200)

1
2

Θ̇
T
(
∂Q
∂θ1

)T

Θ̇ =
1
2

m2l1l2iΘ̇T

 0 −e−iδ

eiδ 0


T

Θ̇

=
1
2

m2l1l2iΘ̇T

 eiδθ̇2

−e−iδθ̇1


=

1
2

m2l1l2iθ̇1θ̇2(eiδ − e−iδ)

= −m2l1l2θ̇1θ̇2 sin δ

(34.201)

The θ2 derivative is the same but inverted in sign, so we have most of the constant term
calculated. We need the potential gradient to complete. Our potential was

φ = −Ml1g cos θ1 −m2l2g cos θ2 (34.202)

So, the gradient is

∇φ =

Ml1g sin θ1

m2l2g sin θ2

 (34.203)

Putting things back together we have for the linear approximation of the two pendulum sys-
tem

ż =


m2l1l2θ̇1θ̇2 sin(θ1 − θ2)

−1

1

 −g

Ml1 sin θ1

m2l2 sin θ2


θ̇1

θ̇2


t=0

+ Az (34.204)

Where A is still to be determined (from eq. (34.195)).
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One of the elements of A are the matrix of potential derivatives. These are

[
∂∇φ
∂θ1

∂∇φ
∂θ2

]
=

Ml1g cos θ1 0

0 m2l2g cos θ2

 (34.205)

We also need the inertial matrix and its inverse. These are

I =

 Ml12 m2l2l1 cos δ

m2l1l2 cos δ m2l22

 (34.206)

I−1 =
1

l12l22m2(M −m2 cos2 δ)

 m2l22 −m2l2l1 cos δ

−m2l1l2 cos δ Ml12

 (34.207)

Since

∂Q
∂θ1

= m2l1l2i

 0 −e−iδ

eiδ 0

 (34.208)

We have

∂

∂θ1

∂Q
∂θ1

= −m2l1l2

 0 e−iδ

eiδ 0


∂

∂θ2

∂Q
∂θ1

= m2l1l2

 0 e−iδ

eiδ 0


∂

∂θ1

∂Q
∂θ2

= m2l1l2

 0 e−iδ

eiδ 0


∂

∂θ2

∂Q
∂θ2

= −m2l1l2

 0 e−iδ

eiδ 0



(34.209)

and the matrix of derivatives becomes

1
2

Θ̇
T ∂

∂θc

∂Q
∂θr

Θ̇ = m2l1l2θ̇1θ̇2 cos(θ1 − θ2)

−1 1

1 −1

 (34.210)
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For the remaining two types of terms in the matrix A we need I−1∂I/∂θk. The derivative of
the inertial matrix is

∂I

∂θk
= −m2l1l2(δk1 − δk2)

 0 sin δ

sin δ 0

 (34.211)

Computing the product

I−1 ∂I

∂θk
=

−m2l1l2(δk1 − δk2)
l12l22m2(M −m2 cos2 δ)

 m2l22 −m2l2l1 cos δ

−m2l1l2 cos δ Ml12


 0 sin δ

sin δ 0


=
−m2l1l2(δk1 − δk2) sin δ
l12l22m2(M −m2 cos2 δ)

−m2l2l1 cos δ m2l22

Ml12 −m2l1l2 cos δ


(34.212)

We want the matrix of I−1∂I/∂θcΘ̇ over columns c, and this is

[
I−1∂I/∂θcΘ̇

]
c

=
m2l1l2 sin δ

l12l22m2(M −m2 cos2 δ)

 m2l2l1 cos δθ̇1 −m2l22θ̇2 −m2l2l1 cos δθ̇1 + m2l22θ̇2

−Ml12θ̇1 + m2l1l2 cos δθ̇2 Ml12θ̇1 −m2l1l2 cos δθ̇2


(34.213)

Very messy. Perhaps it would be better not even bothering to expand this explicitly? The last
term in the matrix A is probably no better. For that we want

−
∂I

∂θc
I−1 ∂I

∂θr
=
−m2

2l12l22(δc1 − δc2)(δr1 − δr2) sin2 δ

l12l22m2(M −m2 cos2 δ)

0 1

1 0


−m2l2l1 cos δ m2l22

Ml12 −m2l1l2 cos δ


=
−m2

2l12l22(δc1 − δc2)(δr1 − δr2) sin2 δ

l12l22m2(M −m2 cos2 δ)

 Ml12 −m2l1l2 cos δ

−m2l2l1 cos δ m2l22


(34.214)

With a sandwich of this between Θ̇
T and Θ̇ we are almost there

−Θ̇
T ∂I

∂θc
I−1 ∂I

∂θr
Θ̇ =

−m2
2l12l22(δc1 − δc2)(δr1 − δr2) sin2 δ

l12l22m2(M −m2 cos2 δ)

(
Ml12θ̇2

1 − 2m2l1l2 cos δθ̇1θ̇2 + +m2l22θ̇2
2

)
(34.215)
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we have a matrix of these scalars over r, c, and that is

[
−Θ̇

T ∂I
∂θc
I−1 ∂I

∂θr
Θ̇

]
rc

=
m2

2l12l22 sin2 δ

l12l22m2(M −m2 cos2 δ)

(
Ml12θ̇2

1 − 2m2l1l2 cos δθ̇1θ̇2 + m2l22θ̇2
2

) −1 1

1 −1


(34.216)

Putting all the results for the matrix A together is going to make a disgusting mess, so lets
summarize in block matrix form

A =

 B C

I−1 −B


t=0

B =
m2l1l2 sin δ

l12l22m2(M −m2 cos2 δ)

 m2l2l1 cos δθ̇1 −m2l22θ̇2 −m2l2l1 cos δθ̇1 + m2l22θ̇2

−Ml12θ̇1 + m2l1l2 cos δθ̇2 Ml12θ̇1 −m2l1l2 cos δθ̇2


C =

(
m2l1l2θ̇1θ̇2 cos δ +

m2
2l12l22 sin2 δ

l12l22m2(M −m2 cos2 δ)

(
Ml12θ̇2

1 − 2m2l1l2 cos δθ̇1θ̇2 + m2l22θ̇2
2

)) −1 1

1 −1


+

Ml1g cos θ1 0

0 m2l2g cos θ2


I−1 =

1
l12l22m2(M −m2 cos2 δ)

 m2l22 −m2l2l1 cos δ

−m2l1l2 cos δ Ml12



b =


m2l1l2θ̇1θ̇2 sin(θ1 − θ2)

−1

1

 −g

Ml1 sin θ1

m2l2 sin θ2


θ̇1

θ̇2


(34.217)

where these are all related by the first order matrix equation

dz
dt

= b|t=0 + A|t=0z (34.218)

Wow, even to just write down the equations required to get a linear approximation of the two
pendulum system is horrendously messy, and this is not even trying to solve it. Numerical and
or symbolic computation is really called for here. If one elected to do this numerically, which
looks pretty much mandatory since the analytic way did not turn out to be simple even for just
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the two pendulum system, then one is probably better off going all the way back to eq. (34.179)
and just calculating the increment for the trajectory using a very small time increment, and do
this repeatedly (i.e. do a zeroth order numerical procedure instead of the first order which turns
out much more complicated).

34.5.10 Dangling mass connected by string to another

TODO.

34.5.11 Non-covariant Lorentz force

In [8], the Lagrangian for a charged particle is given as (12.9) as

L = −mc2
√

1 − u2/c2 +
e
c

u ·A − eΦ. (34.219)

Let us work in detail from this to the Lorentz force law and the Hamiltonian and from the
Hamiltonian again to the Lorentz force law using the Hamiltonian equations. We should get
the same results in each case, and have enough details in doing so to render the text a bit more
comprehensible.

34.5.11.1 Canonical momenta

We need the conjugate momenta for both the Euler-Lagrange evaluation and the Hamiltonian,
so lets get that first. The components of this are

∂L

∂ẋi
= −

1
2

mc2γ(−2/c2)ẋi +
e
c

Ai

= mγẋi +
e
c

Ai.

(34.220)

In vector form the canonical momenta are then

P = γmu +
e
c

A. (34.221)

34.5.11.2 Euler-Lagrange evaluation

Completing the Euler-Lagrange equation evaluation is the calculation of

dP
dt

= ∇L. (34.222)
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On the left hand side we have

dP
dt

=
d(γmu)

dt
+

e
c

dA
dt
, (34.223)

and on the right, with implied summation over repeated indices, we have

∇L =
e
c

ek(u · ∂kA) − e∇Φ. (34.224)

Putting things together we have

d(γmu)
dt

= −e
(
∇Φ +

1
c
∂A
∂t

+
1
c

(
∂A
∂xa

∂xa

∂t
− ek(u · ∂kA)

))
= −e

(
∇Φ +

1
c
∂A
∂t

+
1
c

ebua

(
∂Ab

∂xa
−
∂Aa

∂xb

))
.

(34.225)

With

E = −∇Φ −
1
c
∂A
∂t
, (34.226)

the first two terms are recognizable as the electric field. To put some structure in the remainder
start by writing

∂Ab

∂xa
−
∂Aa

∂xb
= ε f ab(∇ ×A) f . (34.227)

The remaining term, with B = ∇ ×A is now

−
e
c

ebuaε
gabBg =

e
c

eaubε
abgBg

=
e
c

u ×B.
(34.228)

We are left with the momentum portion of the Lorentz force law as expected

d(γmu)
dt

= e
(
E +

1
c

u ×B
)
. (34.229)
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Observe that with a small velocity Taylor expansion of the Lagrangian we obtain the approx-
imation

−mc2
√

1 − u2/c2 ≈ −mc2
(
1 −

1
2

u2/c2
)

=
1
2

mu2 (34.230)

If that is our starting place, we can only obtain the non-relativistic approximation of the
momentum change by evaluating the Euler-Lagrange equations

d(mu)
dt

= e
(
E +

1
c

u ×B
)
. (34.231)

That was an exercise previously attempting working the Tong Lagrangian problem set [25].

34.5.11.3 Hamiltonian

Having confirmed the by old fashioned Euler-Lagrange equation evaluation that our Lagrangian
provides the desired equations of motion, let us now try it using the Hamiltonian approach. First
we need the Hamiltonian, which is nothing more than

H = P · u −L (34.232)

However, in the Lagrangian and the dot product we have velocity terms that we must elim-
inate in favor of the canonical momenta. The Hamiltonian remains valid in either form, but to
apply the Hamiltonian equations we need H = H(P, x), and not H = H(u,P, x).

H = P · u + mc2
√

1 − u2/c2 −
e
c

u ·A + eΦ. (34.233)

Or

H = u ·
(
P −

e
c

A
)

+ mc2
√

1 − u2/c2 + eΦ. (34.234)

We can rearrange eq. (34.221) for u

u =
1

mγ

(
P −

e
c

A
)
, (34.235)

but γ also has a u dependence, so this is not complete. Squaring gets us closer

u2 =
1 − u2/c2

m2

(
P −

e
c

A
)2
, (34.236)
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and a bit of final rearrangement yields

u2 =
(cP − eA)2

m2c2 +
(
P − e

c A
)2 . (34.237)

Writing p = P − eA/c, we can rearrange and find

√
1 − u2/c2 =

mc√
m2c2 + p2 (34.238)

Also, taking roots of eq. (34.237) we must have the directions of u and
(
P − e

c A
)

differ only
by a rotation. From eq. (34.235) we also know that these are colinear, and therefore have

u =
cP − eA√

m2c2 +

(
P −

e
c

A
)2
.

(34.239)

This and eq. (34.238) can now be substituted into eq. (34.234), for

H =
c

m2c2 + p2

((
P −

e
c

A
)2

+ m2c2
)

+ eΦ. (34.240)

Dividing out the common factors we finally have the Hamiltonian in a tidy form

H =
√

(cP − eA)2 + m2c4 + eΦ. (34.241)

34.5.11.4 Hamiltonian equation evaluation

Let us now go through the exercise of evaluating the Hamiltonian equations. We want the start-
ing point to be just the energy expression eq. (34.241), and the use of the Hamiltonian equations
and none of what led up to that. If we were given only this Hamiltonian and the Hamiltonian
principle

∂H
∂Pk

= uk

∂H
∂xk

= −Ṗk,

(34.242a)
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how far can we go?
For the particle velocity we have no Φ dependence and get

uk =
c(cPk − eAk)√

(cP − eA)2 + m2c4
(34.243)

This is eq. (34.239) in coordinate form, one of our stepping stones on the way to the Hamil-
tonian, and we recover it quickly with our first set of derivatives. We have the gradient part
Ṗ = −∇H of the Hamiltonian left to evaluate

dP
dt

=
e(cPk − eAk)∇Ak√
(cP − eA)2 + m2c4

− e∇Φ. (34.244)

Or
dP
dt

= e
(uk

c
∇Ak −∇Φ

)
(34.245)

This looks nothing like the Lorentz force law. Knowing that P − eA/c is of significance
(because we know where we started which is kind of a cheat), we can subtract derivatives of
this from both sides, and use the convective derivative operator d/dt = ∂/∂t + u ·∇ (ie. chain
rule) yielding

d
dt

(P − eA/c) = e
(
−

1
c
∂A
∂t
−

1
c

(u ·∇)A +
uk

c
∇Ak −∇Φ

)
. (34.246)

The first and last terms sum to the electric field, and we seen evaluating the Euler-Lagrange
equations that the remainder is uk∇Ak − (u ·∇)A = u× (∇×A). We have therefore gotten close
to the familiar Lorentz force law, and have

d
dt

(P − eA/c) = e
(
E +

u
c
×B

)
. (34.247)

The only untidy detail left is that P − eA/c does not look much like γmu, what we recog-
nize as the relativistically corrected momentum. We ought to have that implied somewhere and
eq. (34.243) looks like the place. That turns out to be the case, and some rearrangement gives
us this directly

P −
e
c

A =
mu√

1 − u2/c2
(34.248)

This completes the exercise, and we have now obtained the momentum part of the Lorentz
force law. This is still unsatisfactory from a relativistic context since we do not have momentum
and energy on equal footing. We likely need to utilize a covariant Lagrangian and Hamiltonian
formulation to fix up that deficiency.
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34.5.12 Covariant force free case

TODO.

34.5.13 Covariant Lorentz force

TODO.



35
L I N E A R T R A N S F O R M AT I O N S T H AT R E TA I N T W O B Y T W O
P O S I T I V E D E F I N I T E N E S S

35.1 motivation

Purely for fun, lets study the classes of linear transformations that retain the positive definiteness
of a diagonal two by two quadratic form. Namely, the Hamiltonian

H = P2 + Q2 (35.1)

under a change of variables that mixes position and momenta coordinates in phase space

z′ =

p

q

 =

α β

a b


P

Q

 = Az (35.2)

We want the conditions on the matrix A such that the quadratic form retains the diagonal
nature

H = P2 + Q2 = p2 + q2 (35.3)

which in matrix form is

H = zTz = z′Tz′ (35.4)

So the task is to solve for the constants on the matrix elements for

I = ATA =

α a

β b


α β

a b

 (35.5)

Strictly speaking we can also scale and retain positive definiteness, but that case is not of
interest to me right now so I will use this term as described above.
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35.2 guts

The expectation is that this will necessarily include all rotations. Will there be any other allow-
able linear transformations? Written out in full we want the solutions of

1 0

0 1

 =

α a

β b


α β

a b

 =

α2 + a2 αβ + ab

αβ + ab β2 + b2

 (35.6)

Written out explicitly we have three distinct equations to reduce

1 = α2 + a2 (35.7)

1 = β2 + b2 (35.8)

0 = αβ + ab (35.9)

Solving for a in eq. (35.9) we have

a = −
αβ

b
=⇒

1 = α2
(
1 +

(
−
β

b

)2)
=
α2

b2

(
b2 + β2

)
=
α2

b2

(35.10)

So, provided b , 0), we have a first simplifying identity

α2 = b2 (35.11)

Written out to check, this reduces our system of equations

1 0

0 1

 =

α a

β ±α


α β

a ±α

 =

α2 + a2 αβ ± aα

αβ ± aα β2 + α2

 (35.12)
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so our equations are now

1 = α2 + a2 (35.13)

1 = β2 + α2 (35.14)

0 = α(β ± a) (35.15)

There are two cases to distinguish here. The first is the more trivial α = 0 case, for which we
find a2 = β2 = 1. For the other case we have

β = ∓a (35.16)

Again, writing out in full to check, this reduces our system of equations

1 0

0 1

 =

 α a

∓a ±α


α ∓a

a ±α

 =

α2 + a2 0

0 a2 + α2

 (35.17)

We have now only one constraint left, and have reduced things to a single degree of freedom

1 = α2 + a2 (35.18)

Or

α = (1 − a2)1/2 (35.19)

We have already used ± to distinguish the roots of α = ±b, so here lets imply that this square
root can take either positive or negative values, but that we are treating the sign of this the same
where ever seen. Our transformation, employing a as the free variable is now known to take any
of the following forms

A =

(1 − a2)1/2 ∓a

a ±(1 − a2)1/2


=

 0 ±1

(1)1/2 0


=

α β

a 0


(35.20)
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The last of these (the b = 0 case from earlier) was not considered, but doing so one finds that
it produces nothing different from the second form of the transformation above. That leaves us
with two possible forms of linear transformations that are allowable for the desired constraints,
the first of which screams for a trigonometric parametrization.

For |a| ≤ 0 we can parametrize with a = sin θ. Should we allow complex valued linear
transformations? If so a = cosh(θ) is a reasonable way to parametrize the matrix for the a > 0
case. The complete set of allowable linear transformations in matrix form are now

A =

11/2 cos θ ∓ sin θ

sin θ ±11/2 cos θ


A =

(−1)1/2 sinh θ ∓ cosh θ

cosh θ ±(−1)1/2 sinh θ


A =

 0 ±1

11/2 0


(35.21)

There are really four different matrices in each of the above. Removing all the shorthand for
clarity we have finally

A ∈
{ cos θ − sin θ

sin θ cos θ

 ,
− cos θ − sin θ

sin θ − cos θ

 ,
cos θ sin θ

sin θ − cos θ

 ,
− cos θ sin θ

sin θ cos θ

 ,i sinh θ − cosh θ

cosh θ i sinh θ

 ,
−i sinh θ − cosh θ

cosh θ −i sinh θ

 ,
i sinh θ cosh θ

cosh θ −i sinh θ

 ,
−i sinh θ cosh θ

cosh θ i sinh θ

 ,0 1

1 0

 ,
 0 1

−1 0

 ,
0 −1

1 0

 ,
 0 −1

−1 0

 }
(35.22)

The last four possibilities are now seen to be redundant since they can be incorporated into the
θ = ±π/2 cases of the real trig parameterizations where sin θ = ±1, and cos θ = 0. Employing
a θ′ = −θ change of variables, we find that two of the hyperbolic parameterizations are also
redundant and can express the reduced solution set as

A ∈
{
±

cos θ − sin θ

sin θ cos θ

 ,±
cos θ sin θ

sin θ − cos θ

 ,±
i sinh θ − cosh θ

cosh θ i sinh θ

 ,±
i sinh θ cosh θ

cosh θ −i sinh θ

 }
(35.23)
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I suspect this class of transformations has a name in the grand group classification scheme,
but I do not know what it is.





36
L AG R A N G I A N A N D E U L E R - L AG R A N G E E Q UAT I O N E VA L UAT I O N
F O R T H E S P H E R I C A L N - P E N D U L U M P RO B L E M

Abstract. The dynamics of chain like objects can be idealized as a multiple pendulum, treating
the system as a set of point masses, joined by rigid massless connecting rods, and frictionless
pivots. The double planar pendulum and single mass spherical pendulum problems are well
treated in Lagrangian physics texts, but due to complexity a similar treatment of the spherical N-
pendulum problem is not pervasive. We show that this problem can be tackled in a direct fashion,
even in the general case with multiple masses and no planar constraints. A matrix factorization
of the kinetic energy into allows an explicit and compact specification of the Lagrangian. Once
that is obtained the equations of motion for this generalized pendulum system follow directly.

36.1 introduction

Derivation of the equations of motion for a planar motion constrained double pendulum system
and a single spherical pendulum system are given as problems or examples in many texts cover-
ing Lagrangian mechanics. Setup of the Lagrangian, particularly an explicit specification of the
system kinetic energy, is the difficult aspect of the multiple mass pendulum problem. Each mass
in the system introduces additional interaction coupling terms, complicating the kinetic energy
specification. In this paper, we use matrix algebra to determine explicitly the Lagrangian for the
spherical N pendulum system, and to evaluate the Euler-Lagrange equations for the system.

It is well known that the general specification of the kinetic energy for a system of inde-
pendent point masses takes the form of a symmetric quadratic form [5] [6]. However, actually
calculating that energy explicitly for the general N-pendulum is likely thought too pedantic for
even the most punishing instructor to inflict on students as a problem or example.

Given a 3× 1 coordinate vector of velocity components for each mass relative to the position
of the mass it is connected to, we can factor this as a (3 × 2)(2 × 1) product of matrices where
the 2× 1 matrix is a vector of angular velocity components in the spherical polar representation.
The remaining matrix factor contains all the trigonometric dependence. Such a grouping can
be used to tidily separate the kinetic energy into an explicit quadratic form, sandwiching a
symmetric matrix between two vectors of generalized velocity coordinates.
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This paper is primarily a brute force and direct attack on the problem. It contains no new
science, only a systematic treatment of a problem that is omitted from mechanics texts, yet
conceptually simple enough to deserve treatment.

The end result of this paper is a complete and explicit specification of the Lagrangian and
evaluation of the Euler-Lagrange equations for the chain-like N spherical pendulum system.
While this end result is essentially nothing more than a non-linear set of coupled differential
equations, it is believed that the approach used to obtain it has some elegance. Grouping all
the rotational terms of the kinetic into a symmetric kernel appears to be a tidy way to tackle
multiple discrete mass problems. At the very least, the calculation performed can show that a
problem perhaps thought to be too messy for a homework exercise yields nicely to an organized
and systematic attack.

36.2 diving right in

We make the simplifying assumptions of point masses, rigid massless connecting rods, and
frictionless pivots.

36.2.1 Single spherical pendulum

Using polar angle θ and azimuthal angle φ, and writing S θ = sin θ, Cφ = cos φ and so forth, we
have for the coordinate vector on the unit sphere

r̂ =


CφS θ

S φS θ

Cθ

 . (36.1)

The Lagrangian for the pendulum is then

L =
1
2

ml ˙̂rT ˙̂r −mglCθ. (36.2)

This is somewhat unsatisfying since the unit vector derivatives have not been evaluated. Do-
ing so we get

˙̂r =


CφCθθ̇ − S φS θφ̇

S φCθθ̇ + CφS θφ̇

−S θθ̇

 . (36.3)
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This however, is an ugly beastie to take the norm of as is. It is straightforward to show that
this norm is just

˙̂rT ˙̂r = θ̇2 + S 2
θ φ̇

2, (36.4)

however, the brute force multiplication that leads to this result is not easily generalized to the
multiple pendulum problem. Instead of actually expanding this now, lets defer that until later
and instead write for a coordinate vector of angular velocity components

Ω =

θ̇
φ̇

 . (36.5)

Now the unit polar derivative eq. (36.3) can be factored as

˙̂r = ATΩ

A =

 CφCθ S φCθ −S θ

−S φS θ CφS θ 0

 . (36.6a)

Our Lagrangian now takes the explicit form

L =
1
2

mlΩTAATΩ −mglCθ

AAT =

1 0

0 S 2
θ

 . (36.7a)

36.2.2 Spherical double pendulum

Before generalizing to N links, consider the double pendulum. Let the position of each of the
k-th mass (with k = 1, 2) be

uk = uk−1 + lkr̂k =

k∑
j=1

lkr̂k (36.8)

The unit vectors from the origin to the first mass, or from the first mass to the second have
derivatives

˙̂rk = Ak
TΘ̇k, (36.9)
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where

Ak =

 CφkCθk S φkCθk −S θk

−S φk S θk Cφk S θk 0


Θk =

θk

φk

 .
(36.10)

Since

duk

dt
=

k∑
j=1

l jAT
j Θ̇ j, (36.11)

The squared velocity of each mass is

(36.12)
∣∣∣∣∣duk

dt

∣∣∣∣∣2 =

k∑
r,s=1

lrlsΘ̇T
r ArAT

s Θ̇s.

To see the structure of this product, it is helpful to expand this sum completely, something
that is feasible for this N = 2 case. First for k = 1 we have just

(36.13)
∣∣∣∣∣du1

dt

∣∣∣∣∣2 = l21Θ̇T
1 A1AT

1 Θ̇1,

and for k = 2 we have

(36.14)

∣∣∣∣∣du2

dt

∣∣∣∣∣2 = l21Θ̇T
1 A1AT

1 Θ̇1 + l22Θ̇T
2 A2AT

2 Θ̇2 + l1l2Θ̇T
1 A1AT

2 Θ̇2 + l2l1Θ̇T
2 A2AT

1 Θ̇1

=
(
l21Θ̇T

1 A1AT
1 + l2l1Θ̇T

2 A2AT
1

)
Θ̇1 +

(
l22Θ̇T

2 A2AT
2 + l1l2Θ̇T

1 A1AT
2

)
Θ̇2

=
[
Θ̇T

1 Θ̇T
2

]  l21A1AT
1

l2l1A2AT
1

 Θ̇1 +
[
Θ̇T

1 Θ̇T
2

] l1l2A1AT
2

l22A2AT
2

 Θ̇2

=
[
Θ̇T

1 Θ̇T
2

]  l21A1AT
1 l1l2A1AT

2

l2l1A2AT
1 l22A2AT

2


Θ̇1

Θ̇2


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Observe that these can be summarized by writing

BT
1 =

[
l1AT

1 0
]

BT
2 =

[
l1AT

1 l2AT
2

]
Θ =

Θ̇1

Θ̇2


u̇k = Θ̇TBkBT

k Θ̇

(36.15)

The kinetic energy for particle one is

(36.16)
K1 =

1
2

m1Θ̇TB1BT
1 Θ̇

= Θ̇T

m1l21A1AT
1 0

0 0

 Θ̇,

and for the second particle

(36.17)
K2 =

1
2

m2Θ̇TB2BT
2 Θ̇

=
1
2

m2Θ̇T

 l21A1AT
1 l1l2A1AT

2

l2l1A2AT
1 l22A2AT

2

 Θ̇.

Summing these we have

(36.18)K =
1
2

Θ̇T

(m1 + m2)l21A1AT
1 m2l1l2A1AT

2

m2l2l1A2AT
1 m2l22A2AT

2

 Θ̇.

For the mass sums let

(36.19)µk ≡

2∑
j=k

m j,

so

(36.20)K =
1
2

Θ̇T

 µ1l21A1AT
1 µ2l1l2A1AT

2

µ2l2l1A2AT
1 µ2l22A2AT

2

 Θ̇.

If the matrix of quadradic factors is designated Q, so that
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(36.21)K =
1
2

Θ̇TQΘ̇,

then the (i,j) element of the matrix Q is given by

(36.22)Qi j = µmax(i, j)lil jAiAT
j .

For the potential energy, things are simplest if that energy is measured from the z = 0 plane.
The potential energy for mass 1 is

(36.23)T1 = m1gl1 cos θ1,

and the potential energy for mass 2 is

(36.24)T2 = m2g (l1 cos θ1 + l2 cos θ2) .

The total potential energy for the system is

(36.25)

T = (m1 + m2)gl1 cos θ1 + m2gl2 cos θ2

=

2∑
k=1

µkglk cos θk.

36.2.3 N spherical pendulum

Having writtin things out explictly for the two particle case, the generalization to N particles is
straightforward

ΘT =
[
ΘT

1 ΘT
2 · · · ΘT

N

]
Qi j = µmax(i, j)lil jAiAT

j

K =
1
2

Θ̇TQΘ̇

µk =

N∑
j=k

m j

Φ = g
N∑

k=1

µklk cos θk

L = K −Φ.

(36.26)

After some expansion one can find that the block matrices AiAT
j contained in Q are

AiAT
j =

Cφ j−φiCθiCθ j + S θiS θ j −S φ j−φiCθiS θ j

S φ j−φiCθ jS θi Cφ j−φiS θiS θ j

 . (36.27)
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The diagonal blocks are particularly simple and have no φ dependence

AiAT
i =

1 0

0 sin2 θi

 (36.28)

36.3 evaluating the euler-lagrange equations

It will be convenient to group the Euler-Lagrange equations into a column vector form, with a
column vector of generalized coordinates and and derivatives, and position and velocity gradi-
ents in the associated phase space

(36.29a)q ≡
[
qr

]
r

(36.29b)q̇ ≡
[
q̇r

]
r

(36.29c)∇qL ≡
[
∂L
∂qr

]
r

(36.29d)∇q̇L ≡
[
∂L
∂q̇r

]
r
.

In this form the Euler-Lagrange equations take the form of a single vector equation

∇qL =
d
dt
∇q̇L. (36.30)

We are now set to evaluate these generalized phase space gradients. For the acceleration terms
our computation reduces nicely to a function of only Q

d
dt
∂L

∂θ̇a
=

1
2

d
dt

∂Θ̇

∂θ̇a

T

QΘ̇ + Θ̇
TQ

∂Θ̇

∂θ̇a


=

d
dt

([
δac

[
1 0

]]
c
QΘ̇

)
,

(36.31)

and

d
dt
∂L

∂φ̇a
=

1
2

d
dt

 ∂Θ̇

∂φ̇a

T

QΘ̇ + Θ̇
TQ

∂Θ̇

∂φ̇a


=

d
dt

([
δac

[
0 1

]]
c
QΘ̇

)
.

(36.32)
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The last groupings above made use of Q = QT, and in particular (Q + QT)/2 = Q. We
can now form a column matrix putting all the angular velocity gradient in a tidy block matrix
representation

∇Θ̇L =


 ∂L∂θ̇r
∂L
∂φ̇r



r

= QΘ̇. (36.33)

A small aside on Hamiltonian form. This velocity gradient is also the conjugate momentum
of the Hamiltonian, so if we wish to express the Hamiltonian in terms of conjugate momenta,
we require invertability of Q at the point in time that we evaluate things. Writing

PΘ = ∇Θ̇L, (36.34)

and noting that (Q−1)T = Q−1, we get for the kinetic energy portion of the Hamiltonian

K =
1
2

PΘ
TQ−1PΘ. (36.35)

Now, the invertiblity of Q cannot be taken for granted. Even in the single particle case we do
not have invertiblity. For the single particle case we have

Q = ml2
1 0

0 sin2 θ

 , (36.36)

so at θ = ±π/2 this quadratic form is singular, and the planar angular momentum becomes a
constant of motion.

Returning to the evaluation of the Euler-Lagrange equations, the problem is now reduced to
calculating the right hand side of the following system

d
dt

(
QΘ̇

)
=


 ∂L∂θr
∂L
∂φr



r

. (36.37)

With back substitution of eq. (36.27), and eq. (36.28) we have a complete and explicit ma-
trix expansion of the left hand side. For the right hand side taking the θa and φa derivatives
respectively we get

∂L

∂θa
=

1
2

Θ̇
T
[
µmax(r,c)lrlc

(
∂Ar
∂θa

AT
c + Ar

∂Ac
∂θa

T
)]

rc
Θ̇ − gµala sin θa, (36.38a)
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∂L

∂φa
=

1
2

Θ̇
T
[
µmax(r,c)lrlc

(
∂Ar
∂φa

AT
c + Ar

∂Ac
∂φa

T
)]

rc
Θ̇. (36.38b)

So to proceed we must consider the ArAT
c partials. A bit of thought shows that the matrices

of partials above are mostly zeros. Illustrating by example, consider ∂Q/∂θ2, which in block
matrix form is

∂Q
∂θ2

=



0 1
2µ2l1l2A1

∂A2
∂θ2

T
0 . . . 0

1
2µ2l2l1

∂A2
∂θ2

AT
1

1
2µ2l2l2

(
A2

∂A2
∂θ2

T
+

∂A2
∂θ2

AT
2

)
1
2µ3l2l3

∂A2
∂θ2

AT
3 . . . 1

2µN l2lN
∂A2
∂θ2

AT
N

0 1
2µ3l3l2A3

∂A2
∂θ2

T
0 . . . 0

0
... 0 . . . 0

0 1
2µN lN l2AN

∂A2
∂θ2

T
0 . . . 0


.

(36.39)

Observe that the diagonal term has a scalar plus its transpose, so we can drop the one half
factor and one of the summands for a total contribution to ∂L/∂θ2 of just

µ2l22Θ̇
T
2
∂A2

∂θ2
AT

2 Θ̇2. (36.40)

Now consider one of the pairs of off diagonal terms. Adding these we contributions to ∂L/∂θ2

of

1
2
µ2l1l2Θ̇

T
1 A1

∂A2

∂θ2

T
Θ̇2 +

1
2
µ2l2l1Θ̇

T
2
∂A2

∂θ2
AT

1 Θ̇1 =
1
2
µ2l1l2Θ̇

T
1

(
A1
∂A2

∂θ2

T
+ A1

∂A2

∂θ2

T)
Θ̇2

= µ2l1l2Θ̇
T
1 A1

∂A2

∂θ2

T
Θ̇2.

(36.41)

This has exactly the same form as the diagonal term, so summing over all terms we get for
the position gradient components of the Euler-Lagrange equation just

∂L

∂θa
=

∑
k

µmax(k,a)lklaΘ̇
T
k Ak

∂Aa

∂θa

T
Θ̇a − gµala sin θa, (36.42)

and

∂L

∂φa
=

∑
k

µmax(k,a)lklaΘ̇
T
k Ak

∂Aa

∂φa

T
Θ̇a. (36.43)
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The only thing that remains to do is evaluate the Ak∂Aa/∂φa
T matrices.

Utilizing eq. (36.27), one obtains easily

Ak
∂Ar

∂θr

T
=

S θkCθr −Cθk S θrCφk−φr CθkCθr S φk−φr

S θk S θr S φk−φr S θkCθrCφk−φr

 , (36.44)

and

Ak
∂Ar

∂φr

T
=

CθkCθr S φk−φr −Cθk S θrCφk−φr

S θkCθrCφk−φr S θk S θr S φk−φr

 . (36.45)

The right hand side of the Euler-Lagrange equations now becomes

∇ΘL =
∑

k


µmax(k,r)lklrΘ̇

T
k Ak

∂Ar
∂θr

T
Θ̇r

µmax(k,r)lklrΘ̇
T
k Ak

∂Ar
∂φr

T
Θ̇r



r

− g

µrlr sin θr

10


r

. (36.46)

Between eq. (36.46), eq. (36.33), and a few other auxiliary relations, all above we have com-
pleted the task of evaluating the Euler-Lagrange equations for this multiple particle distinct
mass system. Unfortunately, just as the simple planar pendulum is a non-linear system, so is
this. Possible options for solution are numerical methods or solution restricted to a linear ap-
proximation in a small neighborhood of a particular phase space point.
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36.4 summary

Looking back it is hard to tell the trees from the forest. Here is a summary of the results and
definitions of importance. First the Langrangian itself

µk =

N∑
j=k

m j

Θk =

θk

φk


ΘT =

[
ΘT

1 ΘT
2 . . . ΘT

N

]
Ak =

 CφkCθk S φkCθk −S θk

−S φk S θk Cφk S θk 0


Q =

[
µmax(r,c)lrlcArAT

c

]
rc

K =
1
2

Θ̇
TQΘ̇

Φ = g
N∑

k=1

µklk cos θk

L = K −Φ.

(36.47a)

Evaluating the Euler-Lagrange equations for the system, we get

0 = ∇ΘL−
d
dt

(∇Θ̇L) =
∑

k


µmax(k,r)lklrΘ̇

T
k Ak

∂Ar
∂θr

T
Θ̇r

µmax(k,r)lklrΘ̇
T
k Ak

∂Ar
∂φr

T
Θ̇r



r

− g

µrlr sin θr

10


r

−
d
dt

(
QΘ̇

)
.

(36.48)
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Making this explicit requires evaluation of some of the matrix products. With verification in
multisphericalPendulum.nb, those are

ArAT
c =

Cφc−φrCθrCθc + S θr S θc −S φc−φrCθr S θc

S φc−φrCθcS θr Cφc−φr S θr S θc


Ak
∂Ar

∂θr

T
=

S θkCθr −Cθk S θrCφk−φr CθkCθr S φk−φr

S θk S θr S φk−φr S θkCθrCφk−φr


Ak
∂Ar

∂φr

T
=

CθkCθr S φk−φr −Cθk S θrCφk−φr

S θkCθrCφk−φr S θk S θr S φk−φr

 .
(36.49)

36.5 conclusions and followup

This treatment was originally formulated in terms of Geometric Algebra, and matrices of mul-
tivector elements were used in the derivation. Being able to compactly specify 3D rotations in
a polar form and then factor those vectors into multivector matrix products provides some inter-
esting power, and leads to a structured approach that would perhaps not be obvious otherwise.

In such a formulation the system ends up with a natural Hermitian formulation, where the
Hermitian conjugation operations is defined with the vector products reversed, and the matrix
elements transposed. Because the vector product is not commutative, some additional care is
required in the handling and definition of such matrices, but that is not an insurrmountable
problem.

In retrospect it is clear that the same approach is possible with only matrices, and these notes
are the result of ripping out all the multivector and Geometric Algebra references in a somewhat
brute force fashion. Somewhat sadly, the “pretty” Geometric Algebra methods originally being
explored added some complexity to the problem that is not neccessary. It is common to find
Geometric Algebra papers and texts show how superior the new non-matrix methods are, and
the approach originally used had what was felt to an elegant synthesis of both matrix and GA
methods. It is believed that there is still a great deal of potential in such a multivector matrix
approach, even if, as in this case, such methods only provide the clarity to understand how to
tackle the problem with traditional means.

Because the goals changed in the process of assembling these notes, the reader is justified
to complain that this stops prematurely. Lots of math was performed, and then things just end.
There ought to be some followup herein to actually do some physics with the end results ob-
tained. Sorry about that.



37
1 D F O R C E D H A R M O N I C O S C I L L AT O R . Q U I C K S O L U T I O N O F
N O N - H O M O G E N E O U S P RO B L E M

37.1 motivation

In [2] equation (25) we have a forced harmonic oscillator equation

mẍ + mω2x = γ(t). (37.1)

The solution of this equation is provided, but for fun lets derive it.

37.2 guts

Writing

ωu = ẋ, (37.2)

we can rewrite the second order equation as a first order linear system

u̇ +ωx = γ(t)/mω

ẋ −ωu = 0,
(37.3)

Or, with X = (u, x), in matrix form

Ẋ +ω

 0 1

−1 0

 X =

γ(t)/mω

0

 . (37.4)

The two by two matrix has the same properties as the complex imaginary, squaring to the
identity matrix, so the equation to solve is now of the form

Ẋ +ωiX = Γ. (37.5)
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The homogeneous part of the solution is just the matrix

X = e−iωtA

=

cos(ωt)

1 0

0 1

 − sin(ωt)

 0 1

−1 0


 A,

(37.6)

where A is a two by one column matrix of constants. Assuming for the specific solution
X = e−iωtA(t), and substituting we have

e−iωtȦ = Γ(t). (37.7)

This integrates directly, fixing the unknown column vector function A(t)

A(t) = A(0) +

∫ t

0
eiωτΓ(τ). (37.8)

Thus the non-homogeneous solution takes the form

X = e−iωtA(0) +

∫ t

0
eiω(τ−t)Γ(τ). (37.9)

Note that A(0) = (ẋ0/ω, x0). Multiplying this out, and discarding all but the second row of
the matrix product gives x(t), and Feynman’s equation (26) follows directly.



38
I N T E G R AT I N G T H E E Q UAT I O N O F M OT I O N F O R A O N E
D I M E N S I O NA L P RO B L E M

38.1 motivation

While linear approximations, such as the small angle approximation for the pendulum, are often
used to understand the dynamics of non-linear systems, exact solutions may be possible in some
cases. Walk through the setup for such an exact solution.

38.2 guts

The equation to consider solutions of has the form

d
dt

(
m

dx
dt

)
= −

∂U(x)
∂x

. (38.1)

We have an unpleasant mix of space and time derivatives, preventing any sort of antidiffer-
entiation. Assuming constant mass m, and employing the chain rule a refactoring in terms of
velocities is possible.

d
dt

(
dx
dt

)
=

dx
dt

d
dx

(
dx
dt

)
=

1
2

d
dx

(
dx
dt

)2 (38.2)

The one dimensional Newton’s law Equation 38.1 now takes the form

d
dx

(
dx
dt

)2

= −
2
m
∂U(x)
∂x

. (38.3)

This can now be antidifferentiated for

(
dx
dt

)2

=
2
m

(H −U(x)). (38.4)
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388 integrating the equation of motion for a one dimensional problem

What has now been accomplished is the removal of the second derivative. Having done so,
one can see that this was a particularly dumb approach, since Equation 38.4 is nothing more
than the Hamiltonian for the system, something more obvious if rearranged slightly

H =
1
2

mẋ2 + U(x). (38.5)

We could have started with a physics principle instead of mechanically plugging through
calculus manipulations and saved some work. Regardless of the method used to get this far, one
can now take roots and rearrange for

dt =
dx√

2
m

(H −U(x))

. (38.6)

We now have a differential form implicitly relating time and position. One can conceivably
integrate this and invert to solve for position as a function of time, but substitution of a more
specific potential is required to go further.

t(x) = t(x0) +

∫ x

y=x0

dy√
2
m

(H −U(y))

. (38.7)



39
N OT E S O N G O L D S T E I N ’ S RO U T H ’ S P RO C E D U R E

39.1 motivation

Attempting study of [5] section 7-2 on Routh’s procedure has been giving me some trouble. It
was not “sinking in”, indicating a fundamental misunderstanding, or at least a requirement to
work some examples. Here I pick a system, the spherical pendulum, which has the required
ignorable coordinate, to illustrate the ideas for myself with something less abstract.

We see that a first attempt to work such an example leads to the wrong result and the reasons
for this are explored.

39.2 spherical pendulum example

The Lagrangian for the pendulum is

L =
1
2

mr2
(
θ̇2 + φ̇2 sin2 θ

)
−mgr(1 + cos θ), (39.1)

and our conjugate momenta are therefore

pθ =
∂L

∂θ̇
= mr2θ̇

pφ =
∂L

∂φ̇
= mr2 sin2 θφ̇.

(39.2)

That is enough to now formulate the Hamiltonian H = θ̇pθ + φ̇pφ −L, which is

H = H(θ, pθ, pφ) =
1

2mr2 (pθ)2 +
1

2mr2 sin2 θ
(pφ)2 + mgr(1 + cos θ). (39.3)
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390 notes on goldstein’s routh’s procedure

We have got the ignorable coordinate φ here, since the Hamiltonian has no explicit depen-
dence on it. In the Hamiltonian formalism the constant of motion associated with this comes as
a consequence of evaluating the Hamiltonian equations. For this system, those are

∂H
∂θ

= − ṗθ

∂H
∂φ

= − ṗφ

∂H
∂pθ

= θ̇

∂H
∂pφ

= φ̇,

(39.4)

Or, explicitly,

−ṗθ = −mgr sin θ −
cos θ

2mr2 sin3 θ
(pφ)2

−ṗφ = 0

θ̇ =
1

mr2 pθ

φ̇ =
1

mr2 sin2 θ
pφ.

(39.5)

The second of these provides the integration constant, allowing us to write, pφ = α. Once this
is done, our Hamiltonian example is reduced to one complete set of conjugate coordinates,

H(θ, pθ, α) =
1

2mr2 (pθ)2 +
1

2mr2 sin2 θ
α2 + mgr(1 + cos θ). (39.6)

Goldstein notes that the behavior of the cyclic coordinate follows by integrating

q̇n =
∂H
∂α

. (39.7)

In this example α = pθ, so this is really just one of our Hamiltonian equations

φ̇ =
∂H
∂pφ

. (39.8)

Okay, good. First part of the mission is accomplished. The setup for Routh’s procedure no
longer has anything mysterious to it.
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Now, Goldstein defines the Routhian as

R = piq̇i −L, (39.9)

where the index i is summed only over the cyclic (ignorable) coordinates. For this spherical
pendulum example, this is qi = φ, and pi = mr2 sin2 θφ̇, for

R =
1
2

mr2
(
−θ̇2 + φ̇2 sin2 θ

)
+ mgr(1 + cos θ). (39.10)

Now, we should also have for the non-cyclic coordinates, just like the Euler-Lagrange equa-
tions

∂R
∂θ

=
d
dt
∂R
∂θ̇
. (39.11)

Evaluating this we have

mr2 sin θ cos θφ̇2 −mgr sin θ =
d
dt

(
−mr2θ̇

)
. (39.12)

It would be reasonable now to compare this the θ Euler-Lagrange equations, but evaluating
those we get

mr2 sin θ cos θφ̇2 + mgr sin θ =
d
dt

(
mr2θ̇

)
. (39.13)

Bugger. We have got a sign difference on the φ̇2 term.

39.3 simpler planar example

Having found an inconsistency with Routhian formalism and the concrete example of the spher-
ical pendulum which has a cyclic coordinate as desired, let us step back slightly, and try a
simpler example, artificially constructed

L =
1
2

m(ẋ2 + ẏ2) − V(x). (39.14)
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Our Hamiltonian and Routhian functions are

H =
1
2

m(ẋ2 + ẏ2) + V(x)

R =
1
2

m(−ẋ2 + ẏ2) + V(x)
(39.15)

For the non-cyclic coordinate we should have

∂R
∂x

=
d
dt
∂R
∂ẋ
, (39.16)

which is

V ′(x) =
d
dt

(−mẋ) (39.17)

Okay, good, that is what is expected, and exactly what we get from the Euler-Lagrange equa-
tions. This looks good, so where did things go wrong in the spherical pendulum evaluation.

39.4 polar form example

The troubles appear to come from when there is a velocity coupling in the Kinetic energy term.
Let us try one more example with a simpler velocity coupling, using polar form coordinates
in the plane, and a radial potential. Our Lagrangian, and conjugate momenta, and Hamiltonian,
respectively are

L =
1
2

m
(
ṙ2 + r2θ̇2

)
− V(r)

pr = mṙ

pθ = mr2θ̇

H =
1

2m

(
(pr)2 +

1
r2 (pθ)2

)
+ V(r).

(39.18)

Evaluation of the Euler-Lagrange equations gives us the equations of motion

d
dt

(mṙ) = mrθ̇2 − V ′(r)

d
dt

(
mr2θ̇

)
= 0.

(39.19)
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Evaluation of the Hamiltonian equations ∂pH = q̇, ∂qH = − ṗ should give the same results.
First for r this gives

1
m

pr = ṙ

−
1

mr3 (pθ)2 + V ′(r) = −ṗr.

(39.20)

The first just defines the canonical momentum (in this case the linear momentum for the
radial aspect of the motion), and the second after some rearrangement is

mr(θ̇)2 − V ′(r) =
d
dt

(mṙ) , (39.21)

which is consistent with the Lagrangian approach. For the θ evaluation of the Hamiltonian
equations we get

pθ
mr2 = θ̇

0 = −ṗθ.
(39.22)

The first again, is implicitly, the definition of our canonical momentum (angular momentum
in this case), while the second is the conservation condition on the angular momentum that we
expect associated with this ignorable coordinate. So far so good. Everything is as it should be,
and there is nothing new here. Just Lagrangian and Hamiltonian mechanics as usual. But we
have two independently calculated results that are the same and the Routhian procedure should
generate the same results.

Now, on to the Routhian. There we have a Hamiltonian like sum of pq̇ terms over all cyclic co-
ordinates, minus the Lagrangian. Here the θ coordinate is observed to be that cyclic coordinate,
so this is

R = pθθ̇ −L

= mr2θ̇2 −
1
2

m
(
ṙ2 + r2θ̇2

)
+ V(r)

=
1
2

mr2θ̇2 −
1
2

mṙ2 + V(r).

(39.23)

Now, this Routhian can be written in a few different ways. In particular for the θ̇ dependent
term of the kinetic energy we can write

1
2

mr2θ̇2 =
1

2mr2 (pθ)2 =
1
2
θ̇pθ (39.24)
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Looking at the troubles obtaining the correct equations of motion from the Routhian, it ap-
pears likely that this freedom is where things go wrong. In the Cartesian coordinate description,
where there was no coupling between the coordinates in the kinetic energy we had no such free-
dom. Looking back to Goldstein, I see that he writes the Routhian in terms of a set of explicit
variables

R = R(q1, · · · qn, p1, · · · ps, q̇s+1, · · · q̇n, t) =

s∑
i=1

q̇i pi −L (39.25)

where q1, · · · qs were the cyclic coordinates. Additionally, taking the differential he writes

dR =

s∑
i=1

q̇idpi −

s∑
i=1

∂L

∂qi
dqi −

n∑
i=1

∂L

∂q̇i
dq̇i −

∂L

∂t
dt

=
∂R
∂pi

dpi +
∂R
∂qi

dqi +
∂R
∂q̇i

dq̇i +
∂R
∂t

dt,

(39.26)

with sums implied in the second total differential. It was term by term equivalence of these
that led to the Routhian equivalent of the Euler-Lagrange equations for the non-cyclic coordi-
nates, from which we should recover the desired equations of motion. Notable here is that we
have no q̇i for any of the cyclic coordinates qi.

For this planar radial Lagrangian, it appears that we must write the Routhian, specifically as
R = R(r, θ, pθ, ṙ), so that we have no explicit dependence on the radial conjugate momentum.
That is

R =
1

2mr2 (pθ)2 −
1
2

mṙ2 + V(r). (39.27)

As a consequence of eq. (39.26) we should recover the equations of motion by evaluating
δR/δr = 0, and doing so for eq. (39.27) we have

δR
δr

= V ′(r) −
1

mr3 (pθ)2 −
d
dt

(−mṙ) = 0. (39.28)

Good. This agrees with our result from the Lagrangian and Hamiltonian formalisms. On the
other hand, if we evaluate this variational derivative for

R =
1
2

mr2θ̇2 −
1
2

mṙ2 + V(r), (39.29)
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something that is formally identical, but written in terms of the “wrong” variables, we get a
result that is in fact wrong

δR
δr

= mrθ̇2 + V ′(r) −
d
dt

(−mṙ) = 0. (39.30)

Here the term that comes from the θ̇ dependent part of the Kinetic energy has an incorrect sign.
This was precisely the problem observed in the initial attempt to work the spherical pendulum
equations of motion starting from the Routhian.

What variables to use to express the equations is a rather subtle difference, but if we do not
get that exactly right the results are garbage. Next step here is go back and revisit the spherical
polar pendulum and verify that being more careful with the variables used to express R allows
the correct answer to be obtained. That exercise is probably for a different day, and probably a
paper only job.

Now, I note that Goldstein includes no problems for this Routhian formalism now that I look,
and having worked an example successfully and seeing how we can go wrong, it is not quite
clear what his point including this was. Perhaps that will become clearer later. I had guess that
some of the value of this formalism could be once one attempts numerical solutions and finds
the cyclic coordinates as a result of a linear approximation of the system equations around the
neighborhood of some phase space point.





40
H O O P A N D S P R I N G O S C I L L AT O R P RO B L E M

40.1 motivation

Nolan was attempting to setup and solve the equations for the following system fig. 40.1

Figure 40.1: Coupled hoop and spring system

One mass is connected between two springs to a bar. That bar moves up and down as forced
by the motion of the other mass along a immovable hoop. While Nolan did not include any
gravitational force in his potential terms (ie: system lying on a table perhaps) it does not take
much more to include that, and I will do so. I also include the distance L to the center of the
hoop, which I believe required.

40.2 guts

The Lagrangian can be written by inspection. Writing x = x1, and x2 = R sin θ, we have
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398 hoop and spring oscillator problem

L =
1
2

m1 ẋ2 +
1
2

m2R2θ̇2 −
1
2

k1x2 −
1
2

k2(L + R sin θ − x)2 −m1gx −m2g(L + R sin θ).

(40.1)

Evaluation of the Euler-Lagrange equations gives

m1 ẍ = −k1x + k2(L + R sin θ − x) −m1g (40.2a)

m2R2θ̈ = −k2(L + R sin θ − x)R cos θ −m2gR cos θ, (40.2b)

or

ẍ = −x
k1 + k2

m1
+

k2R sin θ
m1

− g +
k2L
m1

(40.3a)

θ̈ = −
1
R

(
k2

m2
(L + R sin θ − x) + g

)
cos θ. (40.3b)

Just like any other coupled pendulum system, this one is non-linear. There is no obvious way
to solve this in closed form, but we could determine a solution in the neighborhood of a point
(x, θ) = (x0, θ0). Let us switch our dynamical variables to ones that express the deviation from
the initial point δx = x − x0, and δθ = θ − θ0, with u = (δx)′, and v = (δθ)′. Our system then
takes the form

u′ = f (x, θ) = −x
k1 + k2

m1
+

k2R sin θ
m1

− g +
k2L
m1

(40.4a)

v′ = g(x, θ) = −
1
R

(
k2

m2
(L + R sin θ − x) + g

)
cos θ (40.4b)

(δx)′ = u (40.4c)

(δθ)′ = v. (40.4d)

We can use a first order Taylor approximation of the form f (x, θ) = f (x0, θ0) + fx(x0, θ0)(δx) +

fθ(x0, θ0)(δθ). So, to first order, our system has the approximation

u′ = −x0
k1 + k2

m1
+

k2R sin θ0

m1
− g +

k2L
m1
− (δx)

k1 + k2

m1
+

k2R cos θ0

m1
(δθ) (40.5a)

v′ = −
1
R

(
k2

m2
(L + R sin θ0 − x0) + g

)
cos θ0 +

k2 cos θ0

m2R
(δx) −

1
R

(
k2

m2
((L − x0) sin θ0 + R) + g sin θ0

)
(δθ)

(40.5b)

(δx)′ = u (40.5c)

(δθ)′ = v. (40.5d)
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This would be tidier in matrix form with x = (u, v, δx, δθ)

x′ =


−x0

k1+k2
m1

+
k2R sin θ0

m1
− g +

k2L
m1

− 1
R

(
k2
m2

(L + R sin θ0 − x0) + g
)

cos θ0

0

0


+


0 0 −

k1+k2
m1

k2R cos θ0
m1

0 0 k2 cos θ0
m2R − 1

R

(
k2
m2

((L − x0) sin θ0 + R) + g sin θ0
)

1 0 0 0

0 1 0 0


x.

(40.6)

This reduces the problem to the solutions of first order equations of the form

x′ = a +

0 A

I 0

 x = a + Bx (40.7)

where a, and A are constant matrices. Such a matrix equation has the solution

x = eBtx0 + (eBt − I)B−1a, (40.8)

but the zeros in B should allow the exponential and inverse to be calculated with less work.
That inverse is readily verified to be

B−1 =

 0 I

A−1 0

 . (40.9)

It is also not hard to show that

B2n =

An 0

0 An

 (40.10a)

B2n+1 =

 0 An+1

An 0

 . (40.10b)

Together this allows for the power series expansion

eBt =

 cosh(t
√

A) sinh(t
√

A)

sinh(t
√

A) 1√
A

cosh(t
√

A)

 . (40.11)
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All of the remaining sub matrix expansions should be straightforward to calculate provided
the eigenvalues and vectors of A are calculated. Specifically, suppose that we have

A = U

λ1 0

0 λ2

 U−1. (40.12)

Then all the perhaps non-obvious functions of matrices expand to just

A−1 = U

λ−1
1 0

0 λ−1
2

 U−1 (40.13a)

√
A = U


√
λ1 0

0
√
λ2

 U−1 (40.13b)

cosh(t
√

A) = U

cosh(t
√
λ1) 0

0 cosh(t
√
λ2)

 U−1 (40.13c)

sinh(t
√

A) = U

sinh(t
√
λ1) 0

0 sinh(t
√
λ2)

 U−1 (40.13d)

sinh(t
√

A)
1
√

A
= U

sinh(t
√
λ1)/

√
λ1 0

0 sinh(t
√
λ2)/

√
λ2

 U−1. (40.13e)

An interesting question would be how are the eigenvalues and eigenvectors changed with
each small change to the initial position x0 in phase space. Can these be related to each other?



41
AT T E M P T S AT C A L C U L AT I N G P OT E N T I A L D I S T R I B U T I O N F O R
I N F I N I T E H O M O G E N E O U S P L A N E

41.1 motivation

Part of a classical mechanics problem set was to look at what portions of momentum and angular
momentum are conserved for various fields. Since this was also a previous midterm question, I
am expecting that some intuition was expected to be used determine the form of the Lagrangians,
with not much effort on finding the precise form of the potentials. Here I try to calculate one
such potential explicitly.

Oddly, I can explicitly calculate the potential for the infinite homogeneous plane if I start
with the force and then calculate the potential, but if I start with the potential the integral also
diverges? That does not make any sense, so I am wondering if I have miscalculated. I have tried
a few different ways below, but can not get a non-divergent result if I start from the integral
definition of the potential instead of deriving the potential from the force after adding up all
the directional force contributions (where I find of course that all the component but the one
perpendicular to the plane cancel out).

41.2 forces and potential for an infinite homogeneous plane

41.2.1 Calculating the potential from the force

For the plane, with z as the distance from the plane, and (r, θ) coordinates in the plane, as
illustrated in fig. 41.1. The gravitational force from an element of mass on the plane is

Figure 41.1: Coordinate choice for interaction with infinite plane mass distribution
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402 attempts at calculating potential distribution for infinite homogeneous plane

dF = −Gσmrdrdθ
zẑ − rr̂
|zẑ − rr̂|3

= −Gσmrdrdθ
zẑ − r(e1 cos θ + e2 sin θ)

(z2 + r2)3/2

(41.1)

Integrating for the total force on the test mass, noting that the sinusoidal terms vanish when
integrated over a [0, 2π] interval, we have

F = −2πGσmzẑ
∫ ∞

0
rdr

1
(z2 + r2)3/2 , (41.2)

a substitution r = z tanα gives us

F = −2πGσmzẑ
∫ π/2

0
z tanαz sec2 αdα

1
z3 sec3 α

= −2πGσmẑ
∫ π/2

0
sinαdα

= 2πGσmẑ(cos(π/2) − cos(0)),

(41.3)

For

F = −2πGσmẑ. (41.4)

For the Lagrangian problem we want the potential

−∇φ = F

−ẑ
∂φ

∂z
=

(41.5)

or

φ = 2πGσmz. (41.6)

This is a reasonable seeming answer. Our potential is of the form

φ = mgz, (41.7)

with

g = 2πGσ. (41.8)
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41.2.2 Calculating the potential directly

If we only want the potential, why start with the force? We ought to be able to work with
potentials directly, and write

φ(r) = Gmρ
∫

dV ′

|r′ − r|
. (41.9)

It is a quick calculation to verify that is correct, and we find (provided r , r′)

F = −∇φ = −Gmρ
∫

dV ′(r − r′)
|r − r′|3

. (41.10)

To verify the signs, it is helpful to refer to the diagram fig. 41.2 which illustrates the position
vectors. Now, suppose we calculate the potential directly

Figure 41.2: Direction vectors for interaction with mass distribution

41.2.2.1 Naive approach, with bogus result

Our mass density as a function of Z is

ρ(r′, θ′, z′) = λδ(z′) (41.11)

φ(z) = Gmσ
∫

dz′δ(z′)
∫

dθ′
∫

dr′
r′

((z − z′)2 + r′2)1/2

= 2πGmσ
∫ ∞

0

r′dr′

(z2 + r′2)1/2

= 2πGmσz
∫ ∞

0

udu
(1 + u2)1/2 .

(41.12)
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Again we can make a tangent substitution

u = tanα, (41.13)

for

φ(z) = 2πGmσz
∫ π/2

0

tanα sec2 αdα
secα

= 2πGmσz
∫ π/2

0
tanα secαdα

= 2πGmσz
∫ π/2

0

sinα
cos2 α

dα.

(41.14)

This has the same functional form φ = mgz as eq. (41.7), except with

g = 2πGσ
∫ π/2

0
dα

sinα
cos2 α

. (41.15)

There is one significant and irritating difference. The integral above does not have a unit
value, but instead diverges (with cosα→ ∞ as α→ π/2).

What went wrong? Trouble can be seen right from the beginning. Consider the differential
form above for u � 1

udu√
1 + u2

≈ du. (41.16)

This we are integrating on u ∈ [0,∞], so long before we make the trig substitutions we are in
trouble.

41.2.2.2 As the limit of a finite volume

My guess is that we have to tie the limits of the width of the plane and its diameter, decreasing
the thickness in proportion to the increase in the radius. Let us try that.

With a finite cylinder of height ε, radius R, with a measurement of the potential directly above
the cylinder at height z, we have

φ(z) = ρG
∫ 2π

0
dθ′

∫ ε

0
dz′

∫ R

0
r′dr′

1√
(z − z′)2 + r′2

. (41.17)
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Performing the θ′ integration and substituting

r′ = (z − z′) tanα, (41.18)

we have

φ(z) = 2πρG
∫ ε

0
dz′

∫ arctan(R/(z−z′))

0
(z − z′) tanα sec2 αdα

1
secα

= 2πρG
∫ ε

0
dz′

∫ arctan(R/(z−z′))

0
(z − z′)

sinα
cos2 α

dα

= 2πρG
∫ ε

0
dz′(z − z′)

∫ arctan(R/(z−z′))

0

−d cosα
cos2 α

= 2πρG
∫ ε

0
dz′

1
cosα

∣∣∣∣∣arctan(R/(z−z′))

0

= 2πρG
∫ ε

0
dz′

(
1

cos arctan(R/(z − z′))
− 1

)

= 2πρG
∫ ε

0
dz′


√

1 +

( R
z − z′

)2
− 1


= 2πρG

−ε +

∫ ε

0
dz′

√
1 +

( R
z − z′

)2


= 2πρG

−ε + R
∫ z/R

(z−ε)/R
dx

√
1 +

1
x2



(41.19)

For this integral we find

∫
dx

√
1 +

1
x2 =

x
|x|

( √
1 + x2 + ln(x) − ln

(
1 +

√
1 + x2

))
(41.20)

Taking limits ε → 0 and R→ ∞ the terms
√

1 + x2 at either x = z/R or x = (z − ε)/R tend to
1. This leaves us only with the ln(x) contribution, so

φ(z) = 2πρG
(
−ε + R

(
ln

( z
R

)
− ln

(z − ε
R

)))
(41.21)

With ε → 0 we have the structure of a differential above, but instead of expressing the
derivative in the usual forward difference form

d f
dx

=
f (x + ε) − f (x)

ε
, (41.22)
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we have to use a backwards difference, which is equivalent, provided the function f (x) is
continuous at x

d f
dx

=
f (x) − f (x − ε)

ε
. (41.23)

We can then form the differential

d f (x) = f (x) − f (x − ε) = ε
d f
dx
. (41.24)

We also want to express the charge density ρ in terms of surface charge density σ, and note
that these are related by ρ∆Aε = σ∆A.

φ(z) = 2π(ρε)G
(
−1 + R

d
dz

ln(z/R)
)

= 2πσG
(
−1 +

d
dz/R

ln(z/R)
)
,

(41.25)

or

φ(z) = 2πσG
(
−1 +

R
z

)
(41.26)

Looking at this result, we have the same divergent integration result as in the first attempt,
and the reason for this is clear after some reflection. The limiting process for the radius and the
thickness of the slice were allowed to complete independently. Before taking limits we had

φ(z) = 2πσG

−1
1
ε

∫ ε

0
dz′

√
1 +

( R
z − z′

)2
 . (41.27)

Consider a similar, but slightly more general case, where we evaluate the limit

L = lim
ε→0

1
ε

∫ a+ε

a
f (x)dx, (41.28)

where F′(x) = f (x), so that

L = lim
ε→0

F(a + ε) − F(a)
ε

= F′(a)

= f (a).

(41.29)
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So even without evaluating the integral we expect that we will have

φ(z) = 2πσG

−1 +

√
1 +

( R
z − z′

)2
∣∣∣∣∣∣∣∣
z′=0


→ 2πσG

(
−1 +

R
z

)
.

(41.30)

This matches what was obtained in eq. (41.26) by brute forcing the integral with Mathematica,
and then evaluating the limit the hard way. Darn.

41.2.2.3 As the limit of a finite volume. Take II

Let us try once more. We will consider a homogeneous cylindrical volume of radius R, thickness
ε with total mass

M = ρπR2ε = σπR2, (41.31)

so that the area density is

σ = ρε. (41.32)

Now we will reduce the thickness of the volume, keeping the total mass fixed, so that

πR2ε = constant = πc2, (41.33)

or

R =
c
√
ε
. (41.34)

We wish to evaluate

φ(z) = 2πσG
1
ε

∫ ε

0
dz′

∫ c/
√
ε

0
r′dr′

1√
(z − z′)2 + r′2

. (41.35)
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Performing the integrals, (first r′, then z′) we find

φ(z) = 2πσG
1

2ε2

(
z
(
−2ε2 +

√
ε (c2 + z2ε) −

√
ε (c2 + (z − ε)2ε)

)
+ ε

(
ε2 +

√
ε (c2 + (z − ε)2ε)

)
+ c2

(
− ln

(
−zε +

√
ε (c2 + z2ε)

)
+ ln

(
−(z − ε)ε +

√
ε (c2 + (z − ε)2ε)

)))
(41.36)

The ε3/ε2 term is clearly killed in the limit, and we have a −z contribution from the first term.
For ε , 0 the difference of logarithms above can be written as

−z + ε +

√
c2 + (z − ε)2ε

ε

−z +

√
c2 + z2ε

ε

(41.37)

Suppose we could also validly argue that this tends to ln(1) = 0, and the difference of square
roots could also be canceled. Then we would be left with just

φ(z) = 2πσG
(
−z +

1
2ε

√
ε(c2 + (z − ε)2ε

)
(41.38)

If we also demand that z2ε � c2, then we have a z/2 contribution from the remaining square
root and are left with

φ(z) = 2πσG(−z/2). (41.39)

This differs from the expected result by a factor of −2, and we have had to do some very fishy
root taking to even get that far. Employing l’Hôpital’s rule (or letting Mathematica attempt to
evaluate the limit), we get infinities for the difference of logarithm term.

So, with a lot of cheating we get a result that is similar to the expected, but not actually a
match, and even to get that we had to take the limits in an invalid way. It looks like it is back to
the drawing board, but I am not sure how to approach it.

After thinking about it a bit, perhaps the limiting process for the width needs to be explicitly
accounted for using a delta function? Perhaps a QM like treatment where we express the integral
in terms of some basis and look for the resolution of identity in that resolution?



42
P OT E N T I A L F O R A N I N F I N I T E S I M A L W I D T H I N F I N I T E P L A N E .
TA K E I I I

42.1 document generation experiment

This little document was generated as an experiment using psIIp4InfPlanePotTakeIII.cdf and
some post processing in latex.

The File menu save as latex produced latex that could not be compiled, but mouse selected,
copy-as latex worked out fairly well.

Post processing done included:

• Adding in latex prologue.

• Stripping out the text boxes.

• Adding in equation environments.

• Latex generation for math output in inline text sections was uniformly poor.

42.2 guts

I had like to attempt again to evaluate the potential for infinite plane distribution. The general
form of our potential takes the form

φ(x) = Gρ
∫

1
|x − x′|

dV ′ (42.1)

We want to evaluate this with cylindrical coordinates (r′, θ′, z′), for a width ε, and radius r, at
distance z from the plane.

φ(z, ε, r) = 2πGσ
1
ε

∫ r

r′=0

∫ ε

z′=0

r′√
(z − z′)2

+ (r′)2
dz′dr′′ (42.2)

With the assumption that we will take the limits ε → 0, and r → ∞. With r2 = c/ε, this does
not converge. How about with r = c/ε?
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Performing the r’ integration (with r2 = c/ε) we find

φ(z, ε) = 2πGσ
1
ε

∫ ε

z′=0


√

c2

ε2 + (z − z′)2 −
√

(z − z′)2

 dz′ (42.3)

Attempting to let Mathematica evaluate this takes a long time. Long enough that I aborted
the attempt to evaluate it.

Instead, first evaluating the z’ integral we have

φ(z, ε, r) =
2πGσ
ε

∫ c/ε

r′=0

(
ln

(√
(r′)2

+ z2 + z
)
− ln

(√
(r′)2

+ (z − ε)2 + z − ε
))

dr′ (42.4)

This second integral can then be evaluated in reasonable time:

φ(z, ε) =
2πGσ
ε2

(
c ln


√

c2

ε2 + z2 + z√
c2

ε2 + (z − ε)2 + z − ε

 + εz ln


(z − ε)

( √
c2 + z2ε2 + c

)
z


+ ε(ε − z) ln

( √
c2 + ε2(z − ε)2 + c

)
− ε2 ln(ε(z − ε))

)
.

(42.5)

Grouping the log terms we have

φ(z, ε) = 2πGσ
( c
ε2 ln


√

c2 + z2ε2 + zε√
c2 + ε2(z − ε)2 + ε(z − ε)

 +
z
ε

ln


(z − ε)

( √
c2 + z2ε2 + c

)
z
( √

c2 + ε2(z − ε)2 + c
)


+ ln


√

c2 + ε2(z − ε)2 + c
ε(z − ε)

).
(42.6)

Does this have a limit as ε → 0? No, the last term is clearly divergent for c , 0.
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P OT E N T I A L D U E T O C Y L I N D R I C A L D I S T R I B U T I O N

43.1 motivation

Consider a cylindrical distribution of mass (or charge) as in fig. 43.1, with points in the cylinder
given by r′ = (r′, θ′, z′) coordinates, and the point of measurement of the potential measured at
r = (r, 0, 0).

Figure 43.1: coordinates for evaluation of cylindrical potential

Our potential, for a uniform distribution, will be proportional to

φ(r) =

∫
dV ′

|r − r′|

=

∫ R

0
r′dr′

∫ 2π

0
dθ′

∫ L

−L

dz′√
(z′)2 +

∣∣∣r − r′eiθ
∣∣∣2 .

(43.1)

43.2 attempting to evaluate the integrals

With

∫ L

−L

1√
z2 + u2

dz = log

 L +
√

L2 + u2

−L +
√

L2 + u2

 (43.2)
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This is found to be

φ(r) =

∫ R

0
r′dr′

∫ 2π

0
dθ′ log

 L +

√
L2 +

∣∣∣r − r′eiθ
∣∣∣2

−L +

√
L2 +

∣∣∣r − r′eiθ
∣∣∣2
 (43.3)

It is clear that we can not evaluate this limit directly for L → ∞ since that gives us ∞/0 in
the logarithm term. Presuming this can be evaluated, we must have to evaluate the complete
set of integrals first, then take the limit. Based on the paper http://www.ifi.unicamp.br/ assis/J-
Electrostatics-V63-p1115-1131(2005).pdf, it appears that this can be evaluated, however, the
approach used therein uses mathematics a great deal more sophisticated than I can grasp without
a lot of study.

Can we proceed blindly using computational tools to do the work? Attempting to evaluate
the remaining integrals in psIIp4InfCylPot.cdf fails, since evaluation of both

∫ R

0
rdr log

(
a +

√
a2 + r2 + b2 − 2rb cos(θ)

)
(43.4)

and

∫ 2π

0
dθ log

(
a +

√
a2 + r2 + b2 − 2rb cos(θ)

)
, (43.5)

either time out, or take long enough that I aborted the attempt to let them evaluate.

43.2.1 Alternate evaluation order?

We can also attempt to evaluate this by integrating in different orders. We can for example do
the r′ coordinate integral first

∫ R

0
dr

r√
a2 + r2 − 2rb cos(θ) + b2

=
√

a2 + b2 − 2bR cos(θ) + R2 −
√

a2 + b2

+ b cos(θ) log


√

a2 + b2 − 2bR cos(θ) + R2 − b cos(θ) + R√
a2 + b2 − b cos(θ)

 .
(43.6)

It should be noted that this returns a number of hard to comprehend ConditionalExpression
terms, so care manipulating this expression may also be required.

http://www.ifi.unicamp.br/~assis/J-Electrostatics-V63-p1115-1131(2005).pdf
http://www.ifi.unicamp.br/~assis/J-Electrostatics-V63-p1115-1131(2005).pdf
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If we try the angular integral first, we get

∫ 2π

0
dθ

1√
a2 + r2 − 2rb cos(θ) + b2

=
2K

(
− 4br

a2+(b−r)2

)
√

a2 + (b − r)2
+

2K
(

4br
a2+(b+r)2

)
√

a2 + (b + r)2
(43.7)

where

K(m) = F
(
π

2

∣∣∣∣∣ m)
(43.8)

is the complete elliptic integral of the first kind. Actually evaluating this integral, especially
in the limiting case, probably requires stepping back and thinking a bit (or a lot) instead of
blindly trying to evaluate.
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M AT H E M AT I C A N OT E B O O K S

These Mathematica notebooks, some just trivial ones used to generate figures, others more
elaborate, and perhaps some even polished, can be found in

https://github.com/peeterjoot/mathematica/tree/master/.
The free Wolfram CDF player, is capable of read-only viewing these notebooks to some

extent.
Files saved explicitly as CDF have interactive content that can be explored with the CDF

player.

• Feb 19, 2012 classicalmechanics/infiniteCylinderPotential.cdf

Attempt at evaluating the potential for an infinite cylinder.

• Feb 24, 2012 classicalmechanics/psIIp4InfPlanePotTakeIII.cdf

Attempt at evaluating the potential for an infinite plane. Experimenting with using math-
ematica to produce decent documents, as well as trying a variation of the previous calcu-
lation where I used R2 ∼ e.

The final output is not as nice as latex, but the save as latex option seems promising.
New Mathematica tools used in this notebook include HoldForm, TraditionalForm, and
ReleaseHold, which can be used to generate traditional form by default for scratch display
generation.

Note that cut-and-pasting URLS in comments as I’ve been doing get mangled and can’t
be followed. Switched the ones in this doc to Insert->Hyperlink instead.

• Feb 27, 2012 classicalmechanics/psIIp4InfCylPot.cdf

Attempt evaluation of a cylindrical potential.

New Mathematica methods used: HoldForm, Assuming, Assumptions.

• Jan 26, 2016 classicalmechanics/multisphericalPendulum.nb

calculate the matrix products from the papers to verify (and as it turns out, correct).
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C H RO N O L O G I C A L I N D E X

• August 9, 2008 12 Newton’s Law from Lagrangian

• August 21, 2008 13 Covariant Lagrangian, and electrodynamic potential

• August 25, 2008 9.1 Solutions to David Tong’s mf1 Lagrangian problems

• August 30, 2008 33 Short metric tensor explanation

Metric tensor and Lorentz diagonality.

• September 1, 2008 14 Vector canonical momentum

• Sept 2, 2008 8.1 Attempts at solutions for some Goldstein Mechanics problems

Solutions to selected Goldstein Mechanics problems from chapter I and II.

Some of the Goldstein problems in chapter I were also in the Tong problem set. This is
some remaining ones and a start at chapter II problems.

Problem 8 from Chapter I was never really completed in my first pass. It looks like I
missed the Kinetic term in the Lagrangian too. The question of if angular momentum
is conserved in that problem is considered in more detail, and a Noether’s derivation
that is specific to the calculation of the conserved “current” for a rotational symmetry is
performed. I’d be curious what attack on that question Goldstein was originally thinking
of. Although I believe this Noether’s current treatment answers the question in full detail,
since it wasn’t covered yet in the text, is there an easier way to get at the result?

• September 8, 2008 15 Direct variation of Maxwell equations

• October 8, 2008 16 Revisit Lorentz force from Lagrangian

• October 10, 2008 17 Derivation of Euler-Lagrange field equations

Derivation of the field form of the Euler Lagrange equations, with applications including
Schrodinger’s and Klein-Gordan field equations

• October 12, 2008 18 Tensor Derivation of Covariant Lorentz Force from Lagrangian

• October 13, 2008 19 Euler Lagrange Equations

• October 19, 2008 20 Lorentz Invariance of Maxwell Lagrangian
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• October 22, 2008 21 Lorentz transform Noether current for interaction Lagrangian

• October 29, 2008 22 Field form of Noether’s Law

• December 02, 2008 32 Compare some wave equation’s and their Lagrangians

A summary of some wave equation Lagrangians, including wave equations of quantum
mechanics.

• April 15, 2009 23 Lorentz force Lagrangian with conjugate momentum

The Lagrangian can be expressed in a QM like form in terms of a sum of mechanical and
electromagnetic momentum, mv + qA/c. The end result is the same and it works out to
just be a factorization of the original Lorentz force covariant Lagrangian.

• April 20, 2009 24 Tensor derivation of non-dual Maxwell equation from Lagrangian

A tensor only derivation.

• June 5, 2009 25 Canonical energy momentum tensor and Lagrangian translation

Examine symmetries under translation and spacetime translation and relate to energy and
momentum conservation where possible.

• June 17, 2009 26 Comparison of two covariant Lorentz force Lagrangians

The Lorentz force Lagrangian for a single particle can be expressed in a quadratic fashion
much like the classical Kinetic energy based Lagrangian. Compare to the proper time, non
quadratic action.

• Sept 4, 2009 27 Translation and rotation Noether field currents.

Review Lagrangian field concepts. Derive the field versions of the Euler-Lagrange equa-
tions. Calculate the conserved current and conservation law, a divergence, for a Lagrangian
with a single parameter symmetry (such as rotation or boost by a scalar angle or rapidity).
Next, spacetime symmetries are considered, starting with the question of the symmetry
existence, then a calculation of the canonical energy momentum tensor and its associated
divergence relation. Next an attempt to use a similar procedure to calculate a conserved
current for an incremental spacetime translation. A divergence relation is found, but it is
not a conservation relationship having a nonzero difference of energy momentum tensors.

• Sept 22, 2009 28 Lorentz force from Lagrangian (non-covariant)

Show that the non-covariant Lagrangian from Jackson does produce the Lorentz force
law (an exercise for the reader).

• Sept 26, 2009 34 Hamiltonian notes.
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• Oct 27, 2009 29 Spherical polar pendulum for one and multiple masses, and multivector
Euler-Lagrange formulation.

Derive the multivector Euler-Lagrange relationships. These were given in Doran/Lasenby
but I did not understand it there. Apply these to the multiple spherical pendulum with the
Lagrangian expressed in terms of a bivector angle containing all the phi dependence a
scalar polar angle.

• Nov 4, 2009 30 Spherical polar pendulum for one and multiple masses (Take II)

The constraints required to derive the equations of motion from a bivector parameterized
Lagrangian for the multiple spherical pendulum make the problem considerably more
complicated than would be the case with a plain scalar parameterization. Take the pre-
vious multiple spherical pendulum and rework it with only scalar spherical polar angles.
I later rework this once more removing all the geometric algebra, which simplifies it
further.

• Nov 26, 2009 36 Lagrangian and Euler-Lagrange equation evaluation for the spherical
N-pendulum problem

• Jan 1, 2010 38 Integrating the equation of motion for a one dimensional problem.

Solve for time for an arbitrary one dimensional potential.

• Feb 19, 2010 37 1D forced harmonic oscillator. Quick solution of non-homogeneous
problem.

Solve the one dimensional harmonic oscillator problem using matrix methods.

• Mar 3, 2010 39 Notes on Goldstein’s Routh’s procedure.

Puzzle through Routh’s procedure as outlined in Goldstein.

• June 19, 2010 40 Hoop and spring oscillator problem.

A linear approximation to a hoop and spring problem.

• Jan 24, 2012 6.1 PHY354 Advanced Classical Mechanics. Problem set 1.

• Feb 11, 2012 1 Runge-Lenz vector conservation

phy354 lecture notes on the Runge-Lenz vector and its use in the Kepler problem.

• Feb 19, 2012 41 Attempts at calculating potential distribution for infinite homogeneous
plane.

• Feb 24, 2012 42 Potential for an infinitesimal width infinite plane. Take III
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• Feb 27, 2012 43 Potential due to cylindrical distribution.

• Feb 29, 2012 2 Phase Space and Trajectories.

• Mar 7, 2012 3 Rigid body motion.

• Mar 21, 2012 4 Classical Mechanics Euler Angles

• Jul 14, 2012 10.1 Some notes on a Landau mechanics problem

• December 27, 2012 11 Dipole Moment induced by a constant electric field

• January 05, 2013 7.1 Problem set 2 (2012)

incomplete attempt at the problem set 2 questions.

• January 06, 2013 5 Parallel axis theorem

class notes from course audit
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boost, 177

canonical momentum, 125
conjugate momentum, 201

dipole moment, 109

electrodynamic potential
covariant, 119

energy momentum tensor, 209
Euler angles, 25
Euler Lagrange equations, 161
Euler-Lagrange equations, 161

field, 147

forced harmonic oscillator, 385

Hamiltonian, 319
hoop and spring, 397

infinitesimal width potential, 409
invariance, 179

kinetic energy, 305

Lagrangian
Maxwell’s equations, 177

linear transformation
positive definite, 367

Lorentz Force
covariant, 157

Lorentz force, 141, 247
non-covariant, 267

Lorentz force equation, 201
Lorentz invariance, 177

Mathematica, 384, 409, 412, 417

Maxwell action
variation, 127

Maxwell’s equation
tensor, 205

metric tensor, 317

Newton’s law, 115
Noether current

Lorentz transform, 185
Noether currents

field rotation, 265
field translation, 254

Noether’s law
field, 191

Noether’s theorem, 169

parallel axis theorem, 33
pendulum, 387
phase space, 9
positive definite, 367
potential

cylindrical, 411
infinite homogeneous plane, 401

potential energy, 305

rigid body, 17
Routh’s procedure, 389
Runge-Lenz vector, 3

spherical pendulum, 289, 384
Geometric Algebra, 269
matrix, 301
multiple masses, 289

translation, 209
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wave equation, 311
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