## PHY2403H Quantum Field Theory. Lecture 11: Momentum matrix elements, spacelike surfaces, microcausality, Lorentz invariant measure, wave function Green's function, retarded time contour, advanced time contour. Taught by Prof. Erich Poppitz

DISCLAIMER: Very rough notes from class, with some additional side notes. These are notes for the UofT course PHY2403H, Quantum Field Theory I, taught by Prof. Erich Poppitz fall 2018.

### 1.1 Relativistic normalization.

We will continue looking at the generator of spacetime translation $\hat{U}(\Lambda)$, which has the property

$$
\begin{equation*}
\hat{U}(\Lambda)|0\rangle=|0\rangle, \tag{1.1}
\end{equation*}
$$

That is

$$
\begin{equation*}
\hat{U}(\Lambda)=\mathbf{1}+\text { operators that anhillate the vacuum state. } \tag{1.2}
\end{equation*}
$$

The action on a field was

$$
\begin{equation*}
\hat{U}(\Lambda) \hat{\phi}(x) \hat{U}^{\dagger}(\Lambda)=\hat{\phi}(\Lambda x), \tag{1.3}
\end{equation*}
$$

and the action on the anhillation operator was

$$
\begin{equation*}
\hat{U}(\Lambda) \sqrt{2 \omega_{\mathbf{p}}} \hat{a}_{\mathbf{p}} \hat{U}^{+}(\Lambda)=\sqrt{2 \omega_{\Lambda \mathbf{p}}} \hat{a}_{\Lambda \mathbf{p}} . \tag{1.4}
\end{equation*}
$$

If $\left|\mathbf{p}_{1}\right\rangle$ is the one particle state with momentum $\mathbf{p}_{1}$, then that momentum state can be generated from the ground state with the following normalized creation operation

$$
\begin{equation*}
\left|\mathbf{p}_{1}\right\rangle=\sqrt{2 \omega_{\mathbf{p}_{1}}} \hat{a}_{\mathbf{p}_{1}}^{\dagger}|0\rangle . \tag{1.5}
\end{equation*}
$$

We can compute the matrix element between two matrix states using the creation operator representation

$$
\begin{align*}
\left\langle\mathbf{p}_{2} \mid \mathbf{p}_{1}\right\rangle & =\sqrt{2 \omega_{\mathbf{p}_{1}}} \sqrt{2 \omega_{\mathbf{p}_{2}}}\langle 0| \hat{a}_{\mathbf{p}_{2}} \hat{\mathbf{p}}_{1}^{+}|0\rangle \\
& =\sqrt{2 \omega_{\mathbf{p}_{1}}} \sqrt{2 \omega_{\mathbf{p}_{2}}}\langle 0|\left(\hat{a}_{\mathbf{p}_{1}}^{+} \hat{a}_{\mathbf{p}_{2}}+i(2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{q})\right)  \tag{1.6}\\
& =\sqrt{2 \omega_{\mathbf{p}_{1}}} \sqrt{2 \omega_{\mathbf{p}_{2}}}(2 \pi)^{3} \delta^{3}\left(\mathbf{p}_{1}-\mathbf{p}_{2}\right) \\
& =2 \omega_{\mathbf{p}_{1}}(2 \pi)^{3} \delta^{3}\left(\mathbf{p}_{1}-\mathbf{p}_{2}\right) .
\end{align*}
$$

### 1.2 Spacelike surfaces.

If $x^{\mu}, p^{\mu}$ are four vectors, then $p^{\mu} x_{\mu}=$ invariant $=p^{\prime \mu} x_{\mu}^{\prime}$. The light cone is the surface $p_{0}^{2}=\mathbf{p}^{2}$, whereas timelike four-momentum form a parabaloid surface $p_{0}^{2}-\mathbf{p}^{2}=m^{2}$ (i.e. $E=\sqrt{m^{2} c^{4}+\mathbf{p}^{2} c^{2}}$ ). The surface for constant spacelike points (i.e. all related by a Lorentz transformation) is illustrated in fig. 1.1. A boost moves a point up or down that surface along the energy axis. It is therefore possible to use a sequence of boost and rotation to transform a point $(E, \mathbf{p}) \rightarrow(-E, \mathbf{p}) \rightarrow(-E,-\mathbf{p})$. That is, any spacelike four-vector $x$ may be transformed to $-x$ using a Lorentz transformation.


Figure 1.1: Constant spacelike surface.

### 1.3 Condition on microcausality.

We defined operators $\hat{\phi}(\mathbf{x})$, which was a Hermitian operator for the real scalar field. For the complex scalar field we used $\hat{\phi}(\mathbf{x})=\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right) / \sqrt{2}$, where each of $\hat{\phi}_{1}, \hat{\phi}_{2}$ were Hermitian operators. i.e. we can think of these operators as "observables", that is $\hat{\phi}(\mathbf{x})=\hat{\phi}^{\dagger}(\mathbf{x})$.

We now want to show that these operators commute at spacelike separations, and see how this relates to the question of causality. In particular, we want to see that an observation of one operator, will not effect the measurement of the other.

The condition of microcausality is

$$
[\hat{\phi}(x), \hat{\phi}(y)]=0
$$

if $x \sim y$, that is $(x-y)^{2}<0$. That is, $x, y$ are spacelike separated.
We wrote

$$
\begin{equation*}
\hat{\phi}(x)=\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \hat{a}_{\mathbf{p}}+\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \hat{a}_{\mathbf{p}}^{\dagger} \tag{1.7}
\end{equation*}
$$

or $\hat{\phi}(x)=\hat{\phi}_{-}(x)+\hat{\phi}_{+}(x)$, where

$$
\begin{align*}
& \hat{\phi}_{-}(x)=\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \hat{a}_{\mathbf{p}} \\
& \hat{\phi}_{+}(x)=\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \hat{a}_{\mathbf{p}}^{+} \tag{1.8}
\end{align*}
$$

Compute the commutator

$$
\begin{align*}
D(x) & =\left[\hat{\phi}_{-}(x), \hat{\phi}_{+}(0)\right] \\
& =\left.\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \int \frac{d^{3} k}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{k}}}} e^{i k \cdot 0}\right|_{k^{0}=\omega_{\mathbf{k}}}\left[\hat{a}_{\mathbf{p}}, \hat{a}_{\mathbf{k}}^{+}\right]  \tag{1.9}\\
& =\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \int \frac{d^{3} k}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{k}}}}(2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{k}) \\
& D(x)=\left.\int \frac{d^{3} p}{(2 \pi)^{3} 2 \omega_{\mathbf{p}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \tag{1.10}
\end{align*}
$$

Now about the commutator at two spacetime points

$$
\begin{align*}
{[\hat{\phi}(x), \hat{\phi}(y)] } & =\left[\hat{\phi}_{-}(x)+\hat{\phi}_{+}(x), \hat{\phi}_{-}(y)+\hat{\phi}_{+}(y)\right] \\
& =\left[\hat{\phi}_{-}(x), \hat{\phi}_{+}(y)\right]+\left[\hat{\phi}_{+}(x), \hat{\phi}_{-}(y)\right]  \tag{1.11}\\
& =-D(y-x)+D(x-y)
\end{align*}
$$

Find

$$
\begin{align*}
& {[\hat{\phi}(x), \hat{\phi}(y)]=D(x-y)-D(y-x)}  \tag{1.12}\\
& {[\hat{\phi}(x), \hat{\phi}(0)]=D(x)-D(-x)}
\end{align*}
$$

Let's look at $D(x)$, eq. (1.10), a bit more closely.

## Claim: $\quad D(x)$ is Lorentz invariant (has the same value for all $x^{\mu}, x^{\prime \mu}$

We can see this by writing this out as

$$
\begin{equation*}
D(x)=\int \frac{d^{3} p}{(2 \pi)^{3}} d p^{0} \delta\left(p_{0}^{2}-\mathbf{p}^{2}-m^{2}\right) \Theta\left(p^{0}\right) e^{-i p \cdot x} \tag{1.13}
\end{equation*}
$$

The exponential is Lorentz invariant, and the delta function has been put into a Lorentz invariant form.

Claim 1: $\quad D(x)=D\left(x^{\prime}\right)$ where $x^{2}=x^{\prime 2}$.
Claim 2: $\quad x^{\mu},-x^{\mu}$ are related by Lorentz transformations if $x^{2}<0$.
From the figure, we see that $D(x)=D(-x)$ for a spacelike point, which implies that $[\hat{\phi}(x), \hat{\phi}(0)]=0$ for a spacelike point $x$.

We've shown this for free fields, but later we will see that this is the case for interacting fields too.

### 1.4 Harmonic oscillator.

$$
\begin{equation*}
L=\frac{1}{2} \dot{q}^{2}-\frac{\omega^{2}}{t} q^{2}-j(t) q \tag{1.14}
\end{equation*}
$$

The term $j(t)$ shifts the origin in a time dependent fashion (graphical illustration in class wiggling a hockey stick, as a sample of a harmonic oscillator).

$$
\begin{equation*}
H=\frac{p^{2}}{2}+\frac{\omega^{2}}{t} q^{2}+j(t) q \tag{1.15}
\end{equation*}
$$

$$
\begin{align*}
& i \dot{q}_{H}(t)=\left[q_{H}, H\right]=i p_{H} \\
& i \dot{p}_{H}(t)=\left[p_{H}, H\right]=-i \omega^{2} q_{H}-i j(t) \tag{1.16}
\end{align*}
$$

$$
\begin{equation*}
\ddot{q}_{H}(t)=-\omega^{2} q_{H}(t)-j(t) \tag{1.17}
\end{equation*}
$$

or

$$
\begin{gather*}
\left(\partial_{t t}+\omega^{2}\right) q_{H}(t)=-j(t)  \tag{1.18}\\
q_{H}(t)=q_{H}^{0}(t)+\int G_{R}\left(t-t^{\prime}\right) j\left(t^{\prime}\right) d t^{\prime} \tag{1.19}
\end{gather*}
$$

This solves the equation provided $G_{R}\left(t-t^{\prime}\right)$ has the property that

$$
\begin{equation*}
\left(\partial_{t t}+\omega^{2}\right) G_{R}\left(t-t^{\prime}\right)=-\delta\left(t-t^{\prime}\right) \tag{1.20}
\end{equation*}
$$

That is

$$
\begin{equation*}
\left(\partial_{t t}+\omega^{2}\right) q_{H}(t)=\left(\partial_{t t}+\omega^{2}\right) q_{H}^{0}(t)+\left(\partial_{t t}+\omega^{2}\right) \int G_{R}\left(t-t^{\prime}\right) j\left(t^{\prime}\right) d t^{\prime} \tag{1.21}
\end{equation*}
$$

This function $G_{R}$ is called the retarded Green's function. We want to find this function, and as usual, we do this by taking the Fourier transform of eq. (1.20)

$$
\begin{align*}
\int d t e^{i p t}\left(\partial_{t t}+\omega^{2}\right) G_{R}\left(t-t^{\prime}\right) & =-\int_{-\infty}^{\infty} d t e^{i p t} \delta\left(t-t^{\prime}\right)  \tag{1.22}\\
& =-e^{i p t^{\prime}}
\end{align*}
$$

Let

$$
\begin{equation*}
G\left(t-t^{\prime}\right)=\int \frac{d p}{2 \pi} e^{-i p^{\prime}\left(t-t^{\prime}\right)} \tilde{G}\left(p^{\prime}\right), \tag{1.23}
\end{equation*}
$$

SO

$$
\begin{align*}
-e^{i p t^{\prime}} & =\int d t e^{i p t}\left(\partial_{t t}+\omega^{2}\right) \int \frac{d p^{\prime}}{2 \pi} e^{-i p^{\prime}\left(t-t^{\prime}\right)} \tilde{G}\left(p^{\prime}\right) \\
& =\int d t e^{i p t} \int \frac{d p^{\prime}}{2 \pi}\left(-p^{\prime 2}+\omega^{2}\right) e^{-i p^{\prime}\left(t-t^{\prime}\right)} \tilde{G}\left(p^{\prime}\right)  \tag{1.24}\\
& =\int d p^{\prime}\left(-p^{\prime 2}+\omega^{2}\right) e^{i p^{\prime} t^{\prime}} \delta\left(p-p^{\prime}\right) \tilde{G}\left(p^{\prime}\right) \\
& =\left(-p^{2}+\omega^{2}\right) \tilde{G}(p) e^{i p t^{\prime}}
\end{align*}
$$

so

$$
\begin{equation*}
\tilde{G}(p)=\frac{1}{p^{2}-\omega^{2}} \tag{1.25}
\end{equation*}
$$

Now

$$
\begin{equation*}
G(t)=\int \frac{d p}{2 \pi} e^{-i p t} \tilde{G}(p) \tag{1.26}
\end{equation*}
$$

Let's write the momentum space Green's function as

$$
\begin{equation*}
\tilde{G}(p)=\frac{1}{(p-\omega)(p+\omega)} \tag{1.27}
\end{equation*}
$$

The solution contained

$$
\begin{equation*}
\int G\left(t-t^{\prime}\right) j\left(t^{\prime}\right) d t^{\prime} . \tag{1.28}
\end{equation*}
$$

Suppose $j(t)=0$ for all $t<t_{0}$. We want the effect of $j(t)$ to be felt in the future, for example, $j(t)$ is an impulse starting at some time. We want $G(t)$ to vanish at negative times.

We want the integral

$$
\begin{equation*}
G(t)=\int \frac{d p}{2 \pi} e^{-i p t} \frac{1}{(p-\omega)(p+\omega)} \tag{1.29}
\end{equation*}
$$

to vanish when $t<0$.
Start with $t>0$ (that is $t^{\prime}<t$ ), so that $e^{-i p t}=e^{-i p|t|}$ which means that we have to integrate over a lower plane contour like fig. 1.2, because the imaginary part of $p$ is negative, but for $t<0$ (that is $\left.t^{\prime}>t\right)$, we want an upper plane contour like fig. 1.3.

Question: since we are integrating over the real line, how can we get away with deforming the contour? Answer: it works. If we do this we get a Green's function that makes sense (better answer later?)

We add an infinite circle, so that we can integrate over a closed contour, and pick the contour so that it is zero for $t<0$ and non-zero (enclosed poles) for $t>0$.

$$
\begin{align*}
G_{R}(t>0) & =\int_{C} \frac{d p}{2 \pi} e^{-i p t} \frac{1}{(p-\omega)(p+\omega)} \\
& =\frac{1}{2 \pi}(-2 \pi i)\left(\frac{e^{-i \omega t}}{2 \omega}-\frac{e^{i \omega t}}{2 \omega}\right)  \tag{1.30}\\
& =-\frac{\sin (\omega t)}{\omega} .
\end{align*}
$$



Figure 1.2: Lower plane contour.


Figure 1.3: Upper plane contour.

Now we write the Green's function for all time as

$$
\begin{equation*}
G_{R}(t)=-\frac{\sin (\omega t)}{\omega} \Theta(t) \tag{1.31}
\end{equation*}
$$

The question of what contour to pick can now be justified by the result, since this satisfies eq. (1.20). If we wanted a Green's function that selected just future contributions we'd have used a "bumps down" contour. There will be circumstances where we will use some of the other contour possibilities (fig. 1.4). In particular, the bumps up and down contour will be used to derive the "Feynman propagator" that we'll use later.


Figure 1.4: All the contours.

### 1.5 Field theory (where we are going).

We will consider a massive real scalar field theory with an external source with action

$$
\begin{equation*}
S=\int d^{4} x\left(\frac{1}{2} \partial_{\mu} \phi \partial^{u} \phi-\frac{m^{2}}{2} \phi^{2}+j(x) \phi(x)\right) \tag{1.32}
\end{equation*}
$$

We don't have examples of currents that create scalar fields, but to study such as system, recall that in electromagnetism we added sources to the field by adding a term like

$$
\begin{equation*}
\int d^{4} x A^{\mu}(x) j_{\mu}(x) \tag{1.33}
\end{equation*}
$$

to our action.
The equation of motion can be found to be

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \phi(x)=j(x) . \tag{1.34}
\end{equation*}
$$

We want to study the Green's function of this Klien-Gordon equation, defined to obey

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right)_{x} G(x-y)=-i \delta^{4}(x-y), \tag{1.35}
\end{equation*}
$$

where the $-i$ factor is for convienience. This is analogous to the Green's function that we just studied for the QM harmonic oscillator.

Exercise 1.1 Compute $D(x-y)$ from the commutator.
Generalize the derivation eq. (1.10) by computing the commutator at two different space time points $x, y$.
Answer for Exercise 1.1
Let

$$
\begin{align*}
D(x-y) & =\left[\hat{\phi}_{-}(x), \hat{\phi}_{+}(y)\right] \\
& =\left.\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \int \frac{d^{3} k}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{k}}}} e^{i k \cdot y}\right|_{k^{0}=\omega_{\mathbf{k}}}\left[\hat{a}_{\mathbf{p}}, \hat{a}_{\mathbf{k}}^{+}\right] \\
& =\left.\left.\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{p}}}} e^{-i p \cdot x}\right|_{p^{0}=\omega_{\mathbf{p}}} \int \frac{d^{3} k}{(2 \pi)^{3} \sqrt{2 \omega_{\mathbf{k}}}} e^{i k \cdot y}\right|_{k^{0}=\omega_{\mathbf{k}}}(2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{k})  \tag{1.36}\\
& =\left.\int \frac{d^{3} p}{(2 \pi)^{3} 2 \omega_{\mathbf{p}}} e^{-i p \cdot(x-y)}\right|_{p^{0}=\omega_{\mathbf{p}}} .
\end{align*}
$$

## Exercise 1.2 Verification of harmonic oscillator Green's function.

Take the derivatives of a convolution of the Green's function eq. (1.31) to show that it satisifies eq. (1.20).
Answer for Exercise 1.2
Let

$$
\begin{align*}
q(t) & =\int_{-\infty}^{\infty} G\left(t-t^{\prime}\right) j\left(t^{\prime}\right) d t^{\prime}  \tag{1.37}\\
& =-\frac{1}{\omega} \int_{-\infty}^{\infty} \sin \left(\omega\left(t-t^{\prime}\right)\right) \Theta\left(t-t^{\prime}\right) j\left(t^{\prime}\right) d t^{\prime}
\end{align*}
$$

We are free to add any $q_{0}(t)$ that satisfies the homogeneous wave equation $q_{0}^{\prime \prime}(t)+\omega^{2} q_{0}(t)=0$ to our assumed convolution solution eq. (1.37), but that isn't interesting for this exersize. Since $\Theta\left(t-t^{\prime}\right)=0$ for $t-t^{\prime}<0$, or $t^{\prime}>t$, the convolution can be written as

$$
\begin{equation*}
q(t)=-\frac{1}{\omega} \int_{-\infty}^{t} \sin \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right) d t^{\prime} \tag{1.38}
\end{equation*}
$$

which is now in a convient form to take derivatives. We have contributions from the boundary's time dependence and from the integrand. In particular

$$
\begin{equation*}
\frac{d}{d t} \int_{a(t)}^{b(t)} g(x, t) d x=g(b(t)) b^{\prime}(t)-g(a(t)) a^{\prime}(t)+\int_{a}^{b} \frac{\partial}{\partial t} g(x, t) d x . \tag{1.39}
\end{equation*}
$$

Assuming that $j(-\infty)=0$, this gives

$$
\begin{align*}
\frac{d q(t)}{d t} & =-\left.\frac{1}{\omega} \sin \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right)\right|_{t^{\prime}=t}-\int_{-\infty}^{t} \cos \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right) d t^{\prime}  \tag{1.40}\\
& =-\int_{-\infty}^{t} \cos \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right) d t^{\prime}
\end{align*}
$$

For the second derivative we have

$$
\begin{align*}
q^{\prime \prime}(t) & =-\left.\cos \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right)\right|_{t^{\prime}=t}+\omega \int_{-\infty}^{t} \sin \left(\omega\left(t-t^{\prime}\right)\right) j\left(t^{\prime}\right) d t^{\prime}  \tag{1.41}\\
& =-j(t)-\omega^{2} \int_{-\infty}^{t} \frac{-\sin \left(\omega\left(t-t^{\prime}\right)\right)}{\omega} j\left(t^{\prime}\right) d t^{\prime},
\end{align*}
$$

or

$$
\begin{equation*}
q^{\prime \prime}(t)=-j(t)-\omega^{2} q(t) \tag{1.42}
\end{equation*}
$$

which is our forced Harmonic oscillator equation.

