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PHY2403H Quantum Field Theory. Lecture 4: Scalar action, least action
principle, Euler-Lagrange equations for a field, canonical quantization.
Taught by Prof. Erich Poppitz

DISCLAIMER: Very rough notes from class. Some additional side notes, but otherwise barely edited. ~ These
are notes for the UofT course PHY2403H, Quantum Field Theory I, taught by Prof. Erich Poppitz fall
2018.

1.1 Principles (cont.)

e Lorentz (Poincaré : Lorentz and spacetime translations)
e locality
e dimensional analysis

e gauge invariance

These are the requirements for an action. We postulated an action that had the form

/ a9, (1.1)

called the “Kinetic term”, which mimics f dt‘q2 that we’d see in quantum or classical mechanics. In
principle there exists an infinite number of local Poincaré invariant terms that we can write. Exam-
ples:
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It turns out that nature (i.e. three spatial dimensions and one time dimension) is described by a
finite number of terms. We will now utilize dimensional analysis to determine some of the allowed
forms of the action for scalar field theories in d = 2, 3, 4,5 dimensions. Even though the real world is
only d = 4, some of the d < 4 theories are relevant in condensed matter studies, and d = 5 is just for
fun (but also applies to string theories.)

With [x] ~ % in natural units, we must define [¢] such that the kinetic term is dimensionless in d
spacetime dimensions

1
d
@~ 3 (1.2)
[0u] ~ M
so it must be that
[¢] = M@=2/2 (1.3)

It will be easier to characterize the dimensionality of any given term by the power of the mass
units, that is

[mass] =1
[dx] = —d
[0,]=1 (1.4)
[¢]=(d —2)/2
[S]=0.
Since the action is
S = / dx (L, ,9)) (15)

and because action had dimensions of /i, so in natural units, it must be dimensionless, the Lagrangian
density dimensions must be [d]. We will abuse language in QFT and call the Lagrangian density the
Lagrangian.

1.2 d=2

Because [0,,¢0"¢] = 2, the scalar field must be dimension zero, or in symbols

[¢] = 0. (1.6)
This means that introducing any function f(¢) = 1+ a¢ + bg? +c¢> + - - - is also dimensionless, and
[f ()9 0" 9] = 2, (1.7)

for any f(¢). Another implication of this is that the a potential term in the Lagrangian [V(¢)] = 0
needs a coupling constant of dimension 2. Letting # have mass dimensions, our Lagrangian must

have the form
F(@)2,9" ¢ + 1>V (). (1.8)



An infinite number of coupling constants of positive mass dimensions for V(¢) are also allowed. If we
have higher order derivative terms, then we need to compensate for the negative mass dimensions.
Example (still for d = 2).

L = f($)9,0"$ + 12V (9) + ;jza;@avava%’(p + (9,03 )’ ;2 (1.9)

The last two terms, called couplings (i.e. any non-kinetic term), are examples of terms with negative
mass dimension. There is an infinite number of those in any theory in any dimension.

Definitions
e Couplings that are dimensionless are called (classically) marginal.
e Couplings that have positive mass dimension are called (classically) relevant.
e Couplings that have negative mass dimension are called (classically) irrelevant.

In QFT we are generally interested in the couplings that are measurable at long distances for some
given energy. Classically irrelevant theories are generally not interesting in d > 2, so we are very
lucky that we don’t live in three dimensional space. This means that we can get away with a finite
number of classically marginal and relevant couplings in 3 or 4 dimensions. This was mentioned in
the Wilczek’s article referenced in the class forum [1]'

Long distance physics in any dimension is described by the marginal and relevant couplings. The
irrelevant couplings die off at low energy. In two dimensions, a priori, an infinite number of marginal
and relevant couplings are possible. 2D is a bad place to live!

1.3 d=3
Now we have ,
[#]= 5 (1.10)
so that
[ay¢aﬂ¢] =3. (1.11)

A 3D Lagrangian could have local terms such as
L =3,¢"p + m?P* + 1®2¢% + ' ¢* + (1) 1/2¢° + A¢°. (1.12)

where m, p, p”’ all have mass dimensions, and A is dimensionless. i.e. m, y, y” are relevant, and A
marginal. We stop at the sixth power, since any power after that will be irrelevant.

There’s currently more in that article that I don’t understand than I do, so it is hard to find it terribly illuminating.



1.4 d=4

Now we have

[p] =1 (1.13)

so that
[0,p0" @] = 4. (1.14)

In this number of dimensions ([)kaﬂqiﬂ‘ is an irrelevant coupling.
A 4D Lagrangian could have local terms such as

L =0,p"p + m*¢* + ug® + Agp*. (1.15)

where m, y have mass dimensions, and A is dimensionless. i.e. m, u are relevant, and A is marginal.

1.5 d=5
Now we have 3
[¢] = 5 (1.16)
so that
[aycpaf‘(p] = 5. (1.17)
A 5D Lagrangian could have local terms such as
1
L =0,pd"p + m*¢* + \/ud> + Fp‘*. (1.18)

where m, i, i’ all have mass dimensions. In 5D there are no marginal couplings. Dimension 4 is the
last dimension where marginal couplings exist. In condensed matter physics 4D is called the “upper
critical dimension”.

From the point of view of particle physics, all the terms in the Lagrangian must be the ones that
are relevant at long distances.

1.6 Least action principle (classical field theory).

Now we want to study 4D scalar theories. We have some action

SIp) = [ L9, 0,0). (1.19)
Let’s keep an example such as the following in mind
L= 1E)M¢>E)?*<p — m>p — Agp* : (1.20)
27 i
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Figure 1.1: Cylindrical spacetime boundary.

K

The even powers can be justified by assuming there is some symmetry that kills the odd powered
terms.

We will be integrating over a space time region such as that depicted in fig. 1.1, where a cylindrical
spatial cross section is depicted that we allow to tend towards infinity. We demand that the field
is fixed on the infinite spatial boundaries. The easiest way to demand that the field dies off on the

spatial boundaries, that is
lim ¢(x) — 0. (1.21)

[x] =00

The functional ¢(x, t) that obeys the boundary condition as stated extremizes S[¢].
Extremizing the action means that we seek ¢(x, t)

55141 = 0 = S+ 691 — Sl (122)
How do we compute the variation?
5S = / dix (L(p + 60, a,4<p+a 5¢) — L($, 3,9))
= [ (5550 sy @9
- [ (G0 4 <a<aamiq>> )~ (ramg) )
- [ dtxog <a¢ v * | Co (360,°)

If we are explicit about the boundary term, we write it as

X oL _ 3
[ atx (a(a ¢>‘5¢> (a(V@‘54’> - [ a<at4>>

(1.23)

2
/ dtd’s <a &9 5¢) (1.24)



but é¢ = 0 at t = T and also at the spatial boundaries of the integration region.

This leaves

oL
5S[¢] = /ddx54> (a¢ ”a(amucp))
= OV5¢).

That is

oL oL
9 "O@uup)

This is the Euler-Lagrange equations for a single scalar field.
Returning to our sample scalar Lagrangian

78;,4;8”4) — smP¢? — ¢

(1.25)

(1.26)

(1.27)

This example is related to the Ising model which has a ¢ — —¢ symmetry. Applying the Euler-

Lagrange equations, we have
oL 3
99 - Y Ag7,

oL ) < ¢av¢>
a@ﬂ‘l’) a(au‘l’)
O e R WL
20 y(j)) v+ 50y 3(0,9) "8

and

= an(l) + Eav(i)gv‘u
= aﬂ(p

so we have

_9L 4 oL
R IC )
= —m*¢p — Ap> — 9,0"¢.

For A = 0, the free field theory limit, this is just
0,0" ¢ +m?¢ = 0.
Written out from the observer frame, this is
@01)2p — V2P + m*¢p = 0.

With a non-zero mass term

(8%—V2+m2)4)=0,

is called the Klein-Gordan equation.

(1.28)

(1.29)

(1.30)

(1.31)

(1.32)

(1.33)



If we also had m = 0 we’d have
(a% - VZ) $=0, (1.34)

which is the wave equation (for a massless free field). This is also called the D’Alembert equation,
which is familiar from electromagnetism where we have

(a% - V2> E=0
(1.35)
(a% - VZ) B=0,
in a source free region.
1.7 Canonical quantization.
1. w?,
L= 59— =4 (1.36)
This has solution § = —w?g.
Let
_oc
p= g (1.37)
=4
H(p/q): pq E‘c](p,q)
1, «?,
PP Sp o (1.38)
2 2
B
B

In QM we quantize by mapping Poisson brackets to commutators.
[P, 4] = —i (1.39)

One way to represent is to say that states are ¥(4), a wave function, 4 acts by g

§¥ = 7¥(q) (1.40)
With 3
p= _lﬁ' (1.41)
SO
. 0 .
[—1&1,4 = — (1.42)



Let’s introduce an explicit space time split. We’ll write

2
L= / Py ( @op(x, )% — = (ch(x H)* - ”;4)) (1.43)

so that the action is
S = / dtL. (1.44)

The dynamical variables are ¢(x). We define

oL

5(0og(x, 1)) (1.45)
= 8.047(7(/ t)

= ¢(x, 1),

called the canonical momentum, or the momentum conjugate to ¢(x, t). Why 6? Has to do with an
implicit Dirac function to eliminate the integral?

t(x, t) =

H = /d3 7T(x t)¢(x t )‘zp(x t)=mt(x,t) (1.46)
- [ & <<n(x, H)* - E(”(X’ H)* + Q(V(p)z + T;sbz) :

or

H= [ @ (G 07+ S(To 07+ 5 00,07 (1.47)
In analogy to the momentum, position commutator in QM
[pi,4;] = —id3, (1.48)

we “quantize” the scalar field theory by promoting 77, ¢ to operators and insisting that they also obey
a commutator relationship

(720, 1), ¢y, 1)] = —i8>(x — y). (1.49)
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