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Part I

LECTURE NOTES






FIELDS, UNITS, AND SCALES.

1.1 WHAT IS A FIELD?

A field is a map from space(time) to some set of numbers. These set of numbers may be orga-
nized some how, possibly scalars, or vectors, ...
One example is the familiar spacetime vector, where x € IR?

(x,1) - RV (1.1)
Examples of fields:

1. 0+ 1 dimensional “QFT”, where the spatial dimension is zero dimensional and we have
one time dimension. Fields in this case are just functions of time x(¢). That is, particle
mechanics is a 0 + 1 dimensional classical field theory. We know that classical mechanics
is described by the action

S = %fdrx% (1.2)

This is non-relativistic. We can make this relativistic by saying this is the first order term
in the Taylor expansion

S = —mczfdt\/l —i2/c2. (1.3)

Classical field theory (of x(¢)). The “QFT” of x(¢). i.e. QM. All of you know quantum
mechanics. If you don’t just leave. Not this way (pointing to the window), but this way
(pointing to the door). The solution of a quantum mechanical state is

(x| o iHI/ T |x/> ’ (1.4)
which can be found by evaluating the “Feynman path integral”

SIS IX1/ 1 (1.5)
all paths x

This will be particularly useful for QFT, despite the fact that such a sum is really hard to
evaluate (try it for the Hydrogen atom for example).
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2. 3+ 0 dimensional field theory, where we have 3 spatial dimensions and O time dimensions.
Classical equilibrium static systems. The field may have a structure like

x = M(x), (1.6)

for example, magnetization. We can write the solution to such a system using the partition
function

Z~ ) M (1.7)
allM(x)

For such a system the energy function may be like

3
E[M] = f d3x[aM2(x) + DMA(x) + CZ(%M) . (%M)]. (1.8)

i=1

There is an analogy between the partition function and the Feynman path integral, as both
are summing over all possible energy states in both cases. This will be probably be the
last time that we mention the partition function and condensed matter physics in this term
for this class.

3. 3 + 1 dimensional field theories, with 3 spatial dimensions and 1 time dimension. Exam-
ple, electromagnetism with E(x, ), B(x, ) or better use A(X, 1), #(X, t). The action is

S =

~Te f d3xdt(E2 —BZ). 1.9)

This is our first example of a relativistic field theory in 3 + 1 dimensions. It will take us a
while to get there.

These are examples of classical field theories, such as fluid dynamics and general relativity.
We want to consider electromagnetism because this is the place that we everything starts to
fall apart (i.e. blackbody radiation, relating to the equilibrium states of radiating matter). Part
of the resolution of this was the quantization of the energy states, where we studied the normal
modes of electromagnetic radiation in a box. These modes can be considered an infinite number
of radiating oscillators (the ultraviolet catastrophe). This was resolved by Planck by requiring
those energy states to be quantized (an excellent discussion of this can be found in [1]. In that
sense you have already seen quantum field theory.

For electromagnetism the classical description is not always good. Examples:

1. blackbody radiation.



1.2 SCALES.

2. electron energy e?/r. of a point charge diverges as r. — 0. We can define the classical
radius of the electron by

e_l ~ moc?, (1.10)
re
or
1 mec? 15
rd ~ —=-~10"m (1.11)
e

Don’t treat this very seriously, but it becomes useful at frequencies w ~ c/r., where
re/c is approximately the time for light to cross a distance r.. At frequencies like this,
we should not believe the solutions that are obtained by classical electrodynamics. In
particular, self-accelerating solutions appear at these frequencies in classical EM. This is
approximately w, ~ 10>3Hz, or

hw, ~ (10—21 MeVs) (1023 1 /s)

(1.12)
~ 100MeV.
At such frequencies particle creation becomes possible.
1.2 SCALES.
A (dimensionless) value that is very useful in determining scale is
2 1
@= 4;% ~ (1.13)

called the fine scale constant, which relates three important scales relevant to quantum mechan-
ics, as sketched in fig. 1.1.

e The Bohr radius (large end of the scale).
e The Compton wavelength of the electron.

e The classical radius of the electron.

1.2.1 Bohr radius.

A quick motivation for the Bohr radius was mentioned in passing in class while discussing scale,
following the high school method of deriving the Balmer series ([5]).
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M
9

/‘/ p - K Z=a
st T me
— —
107w /0" fo™*
(%%

et (2

Figure 1.1: Interesting scales in quantum mechanics.

That method assumes a circular electron trajectory (i = ejep)

r=re e
v = wreze’”

a=-wree"

The Coulomb force (in cgs units) on the electron is

or

giving

(1.14)

(1.15)

(1.16)

(1.17)



1.2 SCALES.

The energy of the system, including both Kinetic and potential (from an infinite reference point)
is

= ——my (1.18)

or
mvr ~ h. (1.19)

Eliminating v using eq. (1.17), assuming a ground state radius r = ag gives
ap ~ —. (1.20)
me
The Bohr radius is of the order 107'%m.

1.2.2 Compton wavelength.

When particle momentum starts approaching the speed of light, by the uncertainty relation
(AxAp ~ h) the variation in position must be of the order
h

b
MeC

Ae ~ (1.21)

called the Compton wavelength. Similarly, when the length scales are reduced to the Compton
wavelength, the momentum increases to relativistic levels. Because of the relativistic velocities
at the Compton wavelength, particle creation and annihilation occurs and any theory has to
account for multiple particle states.

1.2.3  Relations.

Scaling the Bohr radius once by the fine structure constant, we obtain the Compton wavelength
(after dropping factors of 4r)

W et
ao = me? 4r hic
h

drme

h

mc
= Ac.

(1.22)

7
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Scaling once more, we obtain (after dropping another 4r) the classical electron radius

62

Aca =
¢ 4rtmc?

62

~ —_—

mc?’

1.3 NATURAL UNITS.

[? MIL?

[ 7] = [action] = MET -

T
L
= [velocity] = =
[c] = [velocity] T

L2
[energy] = M 77"

Setting ¢ = 1 means

Z -1
T

and setting 7 = 1 means

[ %] = [action]
=ML
=ML

therefore

[L] =

mass

and

L
[energy] = M 5

= masseV
Summary

e energy ~ eV

(1.23)

(1.24)

(1.25)

(1.26)

(1.27)

(1.28)



; 1
e distance ~ i

e time ~ 1;17

From:
&2
" anié
which is dimensionless (1/137), so electric charge is dimensionless.

Some useful numbers in natural units

me ~ 107%7g ~ 0.5MeV

my ~ 2000me ~ 1GeV

my; ~ 140MeV

my, ~ 105MeV

hic ~ 200MeV fm = 1

1.4 GRAVITY.

Interaction energy of two particles

mpmy

GnN
r

2

[ener G M
gyl ~ [ N]T

L
[GN] ~ [energy]m
but energy x distance is dimensionless (action) in our units

[GN] ~ dimensionless M 2

GN 1
he M?
1
1020GeV

Planck mass

1.4 GRAVITY.

(1.29)

(1.30)

(1.31)

(1.32)

(1.33)

(1.34)

(1.35)

9
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| he
MPlanck ~ G_N

~ 107%¢ (1.36)
1

(100GeV)?

We can revisit the scale diagram from last lecture in terms of MeV mass/energy values, as
sketched in fig. 1.2.

e @ b (R m

-5 - NK&M —r0
I.o h’h\ — 0
N | — —
<% k- % a2
mec =<
%‘Z;j Crmptrn WL, Dohr Rodiug

Blochmn,

Figure 1.2: Scales, take II.

At the classical electron radius scale, we consider phenomena such as back reaction of radia-
tion, the self energy of electrons. At the Compton wavelength we have to allow for production
of multiple particle pairs. At Bohr radius scales we must start using QM instead of classical
mechanics.

1.5 CROSS SECTION.

(Verbal discussion of cross section, not captured in these notes). Roughly, the cross section
sounds like the number of events per unit time, related to the flux of some source through an
area.

We’ll compute the cross section of a number of different systems in this course. The cross
section is relevant in scattering such as the electron-electron scattering sketched in fig. 1.3.

We assume that QED is highly relativistic. In natural units, our scale factor is basically the
square of the electric charge

a~ e, (1.37)



1.6 PROBLEMS.

Figure 1.3: Electron electron scattering.

so the cross section has the form

2
a’~%(l+0(a)+0(a2)+---) (1.38)

In gravity we could consider scattering of electrons, where Gy takes the place of @. However,
Gy has dimensions.
For electron-electron scattering due to gravitons

2 2
GLE

~— N 1.39
v 1+GNE?+--- (1.39)

Now the cross section grows with energy. This will cause some problems (violating unitarity:
probabilities greater than 1!) when O(GNE?) = 1.

In any quantum field theories when the coupling constant is not-dimensionless we have the
same sort of problems at some scale.

The point is that we can get far considering just dimensional analysis.

If the coupling constant has a dimension (1/mass)Y , N > 0, then unitarity will be violated at
high energy. One such theory is the Fermi theory of beta decay (electro-weak theory), which had
a coupling constant with dimensions inverse-mass-squared. The relevant scale for beta decay
was 4 Fermi, or Gg ~ (1/100GeV)?. This was the motivation for introducing the Higgs theory,
which was motivated by restoring unitarity.

1.6 PROBLEMS.

11



FIELDS, UNITS, AND SCALES.

Exercise 1.1 Dimensional analysis. (2015 psi.4)

Even though we have set i1 = ¢ = 1, we can still do dimensional analysis because we still have
one unit left, mass (or 1/length). In d space-time dimensions (1 time and d — 1 space), what
is the dimension in mass units of a canonical free scalar field, ¢? (Work it out from the equal-
time commutation relations.) Still in d dimensions, the Lagrange density for a scalar field with
self-interactions might be of the form

1 2
L= (0u0) - Zangb". (1.40)
n>2
a. What is the dimension (again in mass units) of the Lagrange density?
b. The action?

c. The coeflicients a,? (as a check, whatever the value of d, a, had better have the dimen-
sions of mass? ).

Answer for Exercise 1.1
PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE

FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN’T TAKING PHY2403. 1

.t 4 1 ' 1 &8 ' 1 1 8 | |1
4 41 3 2 ' 15 1 8 ' | |
4 . ' r 5 1 ' | I | 8
5 5 i J1 i J1] 81 8 1] 8
. <1 1 18 1 ! | 8 |
5y 73 8 ¢ 2 ' ' ‘1 8 1111/
5 8 3 1 3 £ | J | J
41 1 8 1 P 13 1 2 ' | I J}
I B -\ D-REDACTION

Exercise 1.2 Zero point energy, and unit conversion. (2018 HW1.1II)

In class, we showed that the zero-point energy of the quantized massless scalar field (we
are taking this case, because in the physically relevant case of electrodynamics, the number of
degrees of freedom and the associated vacuum energy is the same as that of two massless scalar
fields) can be written as:

Pk wy
Evae =V

3 —(2703 5 (1.41)

where V3 is the (large, i.e., almost infinite) volume of space. This expression diverges, because
we assume that electromagnetic fields and photons of arbitrarily large momenta exist. There’s
no justification to this, as particle physicists have only probed the Standard Model up to energies
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of order a few TeV. Assume, then, that the integral above is cut off at some maximum value of
the momentum A (called the “UV cutoft”), say of order 10 TeV.

a. What is the value of the vacuum energy density pyac, in units of g/ cm’.

b. What value should A have in order that p,. matches the observed value of the “dark
energy”, of order pgak ~ 1072° g/cm?>. Express A both as a high-energy scale cutoff and
as a short-distance cutoff.

c. What is the ratio of py,c for A ~ Mpianck tO Odark?

d. Note that the zero-point energies of phonons — the zero point energies of the quantized
collective sound oscillations of nuclei in a crystal — are given, up to simple numerical
factors counting the numbers of polarizations (which we won’t worry about here) by
an expression similar to the above. This is because phonons are massless scalar fields
propagating with the speed of sound instead of speed of light. Notice that this difference
is irrelevant as ¢ appears in Ey,c simply: k is a wavevector and w; = ck — a frequency
(secretly multiplied by 7, of course). In the case of phonons, however, we are well aware
that a cutoff scale exists and we understand well its nature: it is given by the interatomic
separation, as the notion of phonons does not make sense for shorter wavelengths. Now
take kmax = A ~ 1/ag, with ag of order the Bohr radius and estimate the energy density
of the zero point fluctuations in a crystal. Compare your result to the typical rest energy
(i.e. mass) density of crystals.

The results from the first three items above lead to a puzzle commonly referred to
as the “cosmological constant problem”. There are various proposals for its solution,
ranging from cancellations between the contributions of high and low momentum oscil-
lators, anthropic principle (multiverse) considerations, modifications of gravity at long
distances, to name a few. The issue awaits your input!

Answer for Exercise 1.2

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403 Il
. 1 . 1 |1 &8 | 1 | B | | |
4 4 5 8 ' 1/ 1 8 | ] J]
. ¢ 1 ! J ' 1 1 ] 8
4 . 41 11 11 8/ 8 J}] 8B
4 14y 1  J1 8 1 J 1 8 ]
11 e 1 8 1 1 11 e 011 |
43 8 3 ! 3 & J B ' J
i 1 2 ' 1 /1 1\ 8 | | | |
I B =\ D-REDACTION






LORENTZ TRANSFORMATIONS.

2.1 LORENTZ TRANSFORMATIONS.

The goal, perhaps not for today, is to study the simplest (relativistic) scalar field theory. First
studied classically, and then consider such a quantum field theory. How is relativity imple-
mented when we write the Lagrangian and action?

Our first step must be to consider Lorentz transformations and the Lorentz group.

Spacetime (Minkowski space) is R3! (or R4-11). Our coordinates are

(ct,xl,xz,x3) = (ct,r). (2.1)

Here, we’ve scaled the time scale by c¢ so that we measure time and space in the same dimen-
sions. We write this as

=0 X 20, (2.2)

where u = 0, 1,2, 3, and call this a “4-vector”. These are called the space-time coordinates of
an event, which tell us where and when an event occurs.

For two events whose spacetime coordinates differ by dx®, dx!, dx?, dx> we introduce the
notion of a space time interval

ds* = A2di* - (dx")? - (dx*)? = (dx)?

3
= Z gudx'dx”

u,v=0

(2.3)

Here g, is the Minkowski space metric, an object with two indexes that run from 0-3. i.e.
this is a diagonal matrix

1 0 0 0
0 -1 0 0
8uv ~ (2.4)
0 -1 0
0 0 0 -1

15



16 LORENTZ TRANSFORMATIONS.

i.e.
goo =1
=
g3 =1

We will use the Einstein summation convention, where any repeated upper and lower indexes
are considered summed over. That is eq. (2.3) is written with an implied sum

ds* = gydxtdx’. (2.6)
Explicit expansion:
ds* = guvdxt'dx”

= goodxodxo + glldxldx1 + gzzdxzdxz + g33dx3dx3
= ()dx’dx® + (=Ddx'dx" + (=1)dx*dx* + (=1)dx>dx>.

2.7)

Recall that rotations (with orthogonal matrix representations) are transformations that leave
the dot product unchanged, that is

(Rx) - (Ry) = x'R"Ry
= xTy
=X-Y,

(2.8)

where R is a rotation orthogonal 3x3 matrix. The set of such transformations that leave the
dot product unchanged have orthonormal matrix representations RTR = 1. We call the set of
such transformations that have unit determinant the SO(3) group.

We call a Lorentz transformation, if it is a linear transformation acting on 4 vectors that leaves
the spacetime interval (i.e. the inner product of 4 vectors) invariant. That is, a transformation
that leaves

Xy gy = 100 — xlyl — 2y =y (2.9)

unchanged.
Suppose that transformation has a 4x4 matrix form

H = AR (2.10)

For an example of a possible A, consider the transformation sketched in fig. 2.1. We know



2.1 LORENTZ TRANSFORMATIONS.

Figure 2.1: Boost transformation.

that boost has the form

x + vt
X= ———

V1 —v2/c?
y=y

, 2.11)
=2z

P !+ /X
V1 —v2/c?

(this is a boost along the x-axis, not y as I'd drawn), or

[ 1 V/C 0 0_
ct VI=12/c2 A1 =v2/c? ct’
x v/c 1 0 Of|x
=1 V1122 1-v2/2 ) (2.12)
Y 0 0 1ol
z 0 z

Other examples include rotations (1% = 1 zeros in 1%, A%, and a rotation matrix in the

remainder.)
Back to Lorentz transformations (SO(1, 3)"), let

xXH = AH X
i 2.13)
y = Akpyp

17



18 LORENTZ TRANSFORMATIONS.

The dot product

XY = g\ N X"y
= gvpxyyp s

where the last step introduces the invariance requirement of the transformation. That is

8vp = g/.lKAﬂVAKp' ‘

Upper and lower indexes ~ We’ve defined
= x P x0)

We could also define a four vector with lower indexes

Xy = gvlle,J
= (1, —xl, —xz, —x3).
That is
X0 = xO
X1 = —xl
Xy = —x°
X3 = —x.

which allows us to write the dot product as simply x*y,,.

We can also define a metric tensor with upper indexes

1 0 0 0
-1 0 0
g ~
-1 0
0 0 0 -1

This is the inverse matrix of g,,, and it satisfies
gﬂvgvp = 5#,0
Exercise: Check:
g/lvx# Y =x"
= xvyv

= gyvxﬂy v
= 6“vxyyv

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)

(2.20)

(2.21)



2.2 DETERMINANT OF LORENTZ TRANSFORMATIONS.

Class ended around this point, but it appeared that we were heading this direction:
Returning to the Lorentz invariant and multiplying both sides of eq. (2.15) with an inverse
Lorentz transformation A~!, we find

0

(A7) = g A(AT)

_ g AN (2.22)
= g,uaA'uv’
or
(A‘l)m = Ay (2.23)

This is clearly analogous to RT = R™!, although the index notation obscures things considerably.
Prof. Poppitz said that next week this would all lead to showing that the determinant of any
Lorentz transformation was +1.

For what it’s worth, it seems to me that this index notation makes life a lot harder than it
needs to be, at least for a matrix related question (i.e. determinant of the transformation). In
matrix/column-(4)-vector notation, let x’ = Ax,y = Ay be two four vector transformations,
then

X - y/ — x/TGy/

= (A9 GAy (2.24)
= x'(ATGA)y
= x' Gy.
SO
ATGA =G. (2.25)

Taking determinants of both sides gives —(det(N\))? = —1, and thus det(A) = +1.

2.2 DETERMINANT OF LORENTZ TRANSFORMATIONS.

We require that Lorentz transformations leave the dot product invariant, thatis x-y = x’ - y’, or
x#g,uvyv = x,'uguvylv- (2.26)
Explicitly, with coordinate transformations

xH = AF NP

V= Ay (2.27)

19



LORENTZ TRANSFORMATIONS.

such a requirement is equivalent to demanding that

xug,uvyv = A#pxpguvAykyk

(2.28)
= x”A“HgalgAﬁvy",
or
8uv = AugapN'y (2.29)
multiplying by the inverse we find
_1\V _1\V
g A7), = Ausap(AT)
= A%8an (2.30)
= g/laAa‘u.
This is now amenable to expressing in matrix form
(GA D =GNy,
= (GAN)Hu 2.31)
= (ATG)u,
or
GA™' = (GAY". (2.32)

Taking determinants (using the normal identities for products of determinants, determinants
of transposes and inverses), we find

detcGydet(N™") = dettGydet(N), (2.33)
or
det(N)? = 1, (2.34)

or det(A)> = +1. We will generally ignore the case of reflections in spacetime that have a
negative determinant.

Smart-alec Peeter pointed out after class last time that we can do the same thing easier in
matrix notation

(2.35)
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where

Xy = )Gy (2.36)
= x'ATGAy,

which we require to be x - y = xTGy for all four vectors x, y, that is
ATGA =G. (2.37)

We can find the result eq. (2.34) immediately without having to first translate from index nota-
tion to matrices.

2.3 PROBLEMS.

Exercise 2.1 Lorentz transformation. (2015 psi.1)

A Lorentz transformation x* — x’* = A#,x” is such that it preserves the Minkowski metric 7,
meaning that 7, x*x” = 1,,x"*x"" for all x.

a. Show that this implies that

My = Nor Ay (2.38)

b. Use this result to show that an infinitesimal transformation of the form

Ay, =84, + N (2.39)

is a Lorentz transformation when w*” is antisymmetric i.e. w*¥ = —w"". (Note that there
an antisymmetric 4 X 4 matrix has six parameters, as does a Lorentz transformation - 3
rotations and 3 boosts - so the counting works out).

c. Write down the matrix form for w*, that corresponds to a rotation through an infinitesi-
mal angle 6 about the x3-axis.

d. Do the same for a boost along the x!-axis by an infinitesimal velocity v.

Answer for Exercise 2.1

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN"T TAKING PHY2403 Il
. 1 0 0 1 |1 &8 | 1 | B | ] |
4 4 5 & ' 171 7 8 | ] J]
. ¢ 1 ! J ' 1 | ] 8
J . 43 1 11 8/ 8 ]} B
1t ' ' 8 ' ' | 8§ |
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11 1 8 1 8 I | Ji 8 1 | 1] |
5 8 4 J 1 8 1 ' J J
41 1 8 1 P 13 1 2 ' | I J}
I B ©ND-REDACTION



CLASSICAL FIELD THEORY.

3.1 FIELD THEORY.

The electrostatic potential is an example of a scalar field ¢(x) unchanged by SO(3) rotations
x — x = 0x, (3.1)

that is
¢'(x') = p(x). (3.2)

Here ¢’ (x") is the value of the (electrostatic) scalar potential in a primed frame.
However, the electrostatic field is not invariant under Lorentz transformation. We postulate
that there is some scalar field

¢'(x) = p(x), (3.3)

where x' = Ax is an SO(1,3) transformation. There are actually no stable particles (fields that
persist at long distances) described by Lorentz scalar fields, although there are some unstable
scalar fields such as the Higgs, Pions, and Kaons. However, much of our homework and discus-
sion will be focused on scalar fields, since they are the easiest to start with.

We need to first understand how derivatives d,¢(x) transform. Using the chain rule

dp(x) _ 9¢'(x')

Ot OxH
99 () o
oxY Ot
IRLACIPNN 3.4
- ox" 6/1 (A Pxp) (» )
0’ (x')
= AY
ax’”v H
_09(x)
= o Ny

Multiplying by the inverse (A‘l)ﬂK we get

5 -1 M 8
o = (0 =
This should be familiar to you, and is an analogue of the transformation of the
dr-V,=dr' -Vp. (3.6)

23



24 CLASSICAL FIELD THEORY.

3.2 ACTIONS.

We will start with a classical action, and quantize to determine a QFT. In mechanics we have the
particle position g(t), which is a classical field in 1+0 time and space dimensions. Our action is

S = fdtI(t)
. 3.7
= f dz(EqZ—V(q)).

This action depends on the position of the particle that is local in time. You could imagine that
we have a more complex action where the action depends on future or past times

S = fdt'q(t')K(t' -1, (3.8)

but we don’t seem to find such actions in classical mechanics.

3.3 PRINCIPLES DETERMINING THE FORM OF THE ACTION.

e relativity (action is invariant under Lorentz transformation)
e Jlocality (action depends on fields and the derivatives at given (¢, X).

e Gauge principle (the action should be invariant under gauge transformation). We won’t
discuss this in detail right now since we will start with studying scalar fields. Recall that
for Maxwell’s equations a gauge transformation has the form

¢—=d+x.A (3.9)
— A-Vy.

Suppose we have a real scalar field ¢(x) where x € R"“~!. We will be integrating over space
and time f dtd® ' x which we will write as f d?x. Our action is

S = f d’x (Some action density to be determined ) (3.10)

The analogue of ¢ is

0p \( 0¢ v Y
(@) (%) g = (5ﬂ¢)(av¢)gﬂ (3.11)
= 0”(;33#(13.
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This has both time and spatial components, that is
&0 = ¢ — (Vo)?, (3.12)

so the desired simplest scalar action is

S =fddx(d>2—(V¢)2). (3.13)

The measure transforms using a Jacobian, which we have seen is the Lorentz transform matrix,
and has unit determinant

d’x’ = d’x|det(A™")| = d'x. (3.14)

3.4 PRINCIPLES (CONT.)

e Lorentz (Poincaré : Lorentz and spacetime translations)
e Jocality
e dimensional analysis

e gauge invariance

These are the requirements for an action. We postulated an action that had the form
f d*x8,08"¢, (3.15)

called the “Kinetic term”, which mimics f dtg* that we’d see in quantum or classical mechanics.
In principle there exists an infinite number of local Poincaré invariant terms that we can write.
Examples:

. 0,400

o 0,00,0"¢
o (9.00'0)°
o [($)3u00"¢
o f($.8,00"9)
. V()
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CLASSICAL FIELD THEORY.

It turns out that nature (i.e. three spatial dimensions and one time dimension) is described by
a finite number of terms. We will now utilize dimensional analysis to determine some of the
allowed forms of the action for scalar field theories in d = 2,3,4,5 dimensions. Even though
the real world is only d = 4, some of the d < 4 theories are relevant in condensed matter studies,
and d = 5 is just for fun (but also applies to string theories.)

With [x] ~ ﬁ in natural units, we must define [@] such that the kinetic term is dimensionless
in d spacetime dimensions

M (3.16)

so it must be that

[¢] = M@2/2 (3.17)

It will be easier to characterize the dimensionality of any given term by the power of the mass
units, that is

[mass] =1
[d9x] = —d
[0, 1=1 (3.18)
[¢] =(d —-2)/2
[S]=0.

Since the action is
S =fddx(£(¢,aﬂ¢)), (3.19)

and because action had dimensions of 7, so in natural units, it must be dimensionless, the
Lagrangian density dimensions must be [d]. We will abuse language in QFT and call the La-
grangian density the Lagrangian.

341 d=2

Because [0,¢0"¢] = 2, the scalar field must be dimension zero, or in symbols
[¢] = 0. (3.20)

This means that introducing any function f(¢) = 1 + a¢ + b¢* + c¢> + - - - is also dimensionless,
and

[f($)0,.00"¢] = 2, (3.21)



3.4 PRINCIPLES (CONT.)

for any f(¢). Another implication of this is that the a potential term in the Lagrangian [V(¢)] = 0
needs a coupling constant of dimension 2. Letting u have mass dimensions, our Lagrangian must
have the form

(90,90 ¢ + (£ V(). (3.22)

An infinite number of coupling constants of positive mass dimensions for V(¢) are also allowed.

If we have higher order derivative terms, then we need to compensate for the negative mass
dimensions. Example (still for d = 2).

1 2 1

L = f($),p ¢ + 1>V (9) + Faﬂwvavaw +(8.90"9) = (3.23)

The last two terms, called couplings (i.e. any non-kinetic term), are examples of terms with
negative mass dimension. There is an infinite number of those in any theory in any dimension.

Definitions
e Couplings that are dimensionless are called (classically) marginal.
e Couplings that have positive mass dimension are called (classically) relevant.
e Couplings that have negative mass dimension are called (classically) irrelevant.

In QFT we are generally interested in the couplings that are measurable at long distances for
some given energy. Classically irrelevant theories are generally not interesting in d > 2, so we
are very lucky that we don’t live in three dimensional space. This means that we can get away
with a finite number of classically marginal and relevant couplings in 3 or 4 dimensions. This
was mentioned in the Wilczek’s article referenced in the class forum [19]!

Long distance physics in any dimension is described by the marginal and relevant couplings.

The irrelevant couplings die off at low energy. In two dimensions, a priori, an infinite number
of marginal and relevant couplings are possible. 2D is a bad place to live!

342 d=3.

Now we have

1
[4]= 5 (3.24)
so that
[aﬂ¢aﬂ¢] =3. (3.25)

1 There’s currently more in that article that I don’t understand than I do, so it is hard to find it terribly illuminating.

27
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CLASSICAL FIELD THEORY.

A 3D Lagrangian could have local terms such as
L = 0 pd' ¢+ m*g? + (PP + ot + (1) 1/2¢° + A¢°. (3.26)

where m, u, i’ all have mass dimensions, and A is dimensionless. i.e. m, u, u’’ are relevant, and
A marginal. We stop at the sixth power, since any power after that will be irrelevant.

343 d=4

Now we have

[p] =1 (3.27)
so that
[0,08"¢] = 4. (3.28)

In this number of dimensions ¢k(9,1¢6“ is an irrelevant coupling.
A 4D Lagrangian could have local terms such as

L = 8,00' ¢+ m*p* + up® + 1g*. (3.29)

where m, u have mass dimensions, and A is dimensionless. i.e. m,u are relevant, and A is
marginal.

344 d=5.

Now we have

= 3.30
[¢] > (3.30)
so that
(0,00 ¢] = 5. (3.31)
A 5D Lagrangian could have local terms such as
1
L = 0,00+ m*¢* + \jug® + /7¢4. (3.32)

where m, u, 1/ all have mass dimensions. In 5D there are no marginal couplings. Dimension 4
is the last dimension where marginal couplings exist. In condensed matter physics 4D is called
the “upper critical dimension”.

From the point of view of particle physics, all the terms in the Lagrangian must be the ones
that are relevant at long distances.



3.5 LEAST ACTION PRINCIPLE.
Now we want to study 4D scalar theories. We have some action
si91= [ d'xL06.0,0)
Let’s keep an example such as the following in mind

Kinetic term

1

all relevant and marginal couplings

3.5 LEAST ACTION PRINCIPLE.

(3.33)

(3.34)

The even powers can be justified by assuming there is some symmetry that kills the odd powered

terms.

We will be integrating over a space time region such as that depicted in fig. 3.1, where a

&

s
V
/ » X1X}

Ki

Figure 3.1: Cylindrical spacetime boundary.

cylindrical spatial cross section is depicted that we allow to tend towards infinity. We demand
that the field is fixed on the infinite spatial boundaries. The easiest way to demand that the field

dies off on the spatial boundaries, that is

lim ¢(x) — 0.

[Ix]| =0

(3.35)

The functional ¢(x, ¢) that obeys the boundary condition as stated extremizes S [¢].

29



30 CLASSICAL FIELD THEORY.

Extremizing the action means that we seek ¢(x, t)

0S[¢] =0 = S[¢+ 6] - S[4].

How do we compute the variation?

f d'x (LG +06.8,0 + 3,60) — L(9.5,0))

= 0,0
[ {550 >+ s 2
oL oL
= —0p+0 09| —0y=—]|0
Jes{ 500 () - (aia.0))
oL 0L oL
o2 5, [ (L)
-/ ¢( s "a«w))* 7\ 5@
If we are explicit about the boundary term, we write it as
0L oL
dtd*x |9, Sp| -V o—0
Jars(o(sGgo¢) - (s

oL =T oL
= | &x f dtd>S - (—5 )
f 96,0 S v ?

but 6¢ = 0 at r = +T and also at the spatial boundaries of the integration region.

This leaves

Y Y
sstol = [ a ’“S‘p( a0~ 6(8@))
— OV5.

That is

oL . oL
¢ 100

This is the Euler-Lagrange equations for a single scalar field.
Returning to our sample scalar Lagrangian

_l _122_114
£_26ﬂ¢a“¢ ST = e

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

(3.41)

This example is related to the Ising model which has a ¢ — —¢ symmetry. Applying the Euler-

Lagrange equations, we have
9L 2 3
= __ -4,
90 m-¢ — A¢

(3.42)



and
oL 0 1
= ~0,0"
50,8~ 90,9) (2 ¢ ¢)
1 0 1 0
= =-0"¢p———9, =0,0———0,08"
2705007t 27 50,98
1 1
= 39+ 30,08"
= ¥
so we have
oL, AL
a1 a0,0)

= —m*¢ — A¢p* — 9,0"¢p.
For A = 0, the free field theory limit, this is just
8,0"¢ +m*¢ = 0.
Written out from the observer frame, this is
O — V2 +m*p = 0.
With a non-zero mass term
(0 =V +m?)¢ =0,

is called the Klein-Gordan equation.
If we also had m = 0 we’d have

(6 = V*) o =0,

3.5 LEAST ACTION PRINCIPLE.

(3.43)

(3.44)

(3.45)

(3.406)

(3.47)

(3.48)

which is the wave equation (for a massless free field). This is also called the D’ Alembert equa-

tion, which is familiar from electromagnetism where we have

(%—vﬁE:o
(%—VQB:Q

in a source free region.

(3.49)
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CLASSICAL FIELD THEORY.

3.6 PROBLEMS.

Exercise 3.1 Four vector form of the Maxwell gauge transformation.

Show that the transformation

AF — AF + Oy (3.50)
is the desired four-vector form of the gauge transformation eq. (3.9), that is
=0, F" =0, F". (3.51)

Also relate this four-vector gauge transformation to the spacetime split.
Answer for Exercise 3.1

OuF"™ = 8, (0"A” - 0,A"")

=0, (0" (A" + ")) — 9, (A" + 9"))) (3.52)
= O, FM + 0,00y — 8,0y
= 9, F",

by equality of mixed partials. Expanding eq. (3.50) explicitly we find
AT =4+ Py (3.53)
which is
¢ =A==+ i
A e =A== A+ = (A-Vy) e (3.54)

The last of which can be written in vector notation as A’ = A — Vy.

Exercise 3.2 One dimensional string (2015 psl1.3)

A string of length a, mass per unit length o and under tension 7 is fixed at each end. The
Lagrangian governing the time evolution of the transverse displacement y(x, t) is

[ o 6y2 T 6y2

where x identifies position along the string from one end point.
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a. By expressing the displacement as a sine series Fourier expansion of the form

y(x, 1) = \/g i sin(";r—x)qn(t) (3.56)
n=1

show that the Lagrangian becomes
(0, T(mr)2 )

L= —g - == . 3.57

> (55 (5) 357

b. Derive the equations of motion. Hence, show that the string is equivalent to an infinite
set of decoupled harmonic oscillators, and find their frequencies.

Answer for Exercise 3.2

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE

FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403 Il
. 't 0 1 | &8 | 1 | B | | |
4 4 5 8 ' ‘171 1 8 | ] J]
. ¢ 1 ! J ' 1 1 ] 8§
J . 41 1 11 8/ 8 J}] 8B
4 14y 1  J1 8 1 J 1 8§ |
11 e 1 8 1 1 11 8 1 1] |
5 2 3 ! 3 8 J P ' J
i 1 2 ' 1 1 1 8 | | | |
I B =\ D-REDACTION

Exercise 3.3 Maxwell Lagrangian with mass term. (2015 psl.6)

(You can probably find this worked out in lots of places?, but it’s good practice with working
with four-vectors, so I strongly encourage you to do it yourself!) Consider the Lagrangian for a

real vector field A*:
2

1 1
L= —E&,Aﬁ(x)@“A'B(x) - EaQA“(x)aﬁAﬁ(x) + %A(,(x)A“(x). (3.58)
a. Show that this leads to the field equations
(80 (0 + %) = Badlp) AP(x) = 0, (3.59)
and that the field A%(x) satisfies the Lorentz condition
0,A%x) = 0. (3.60)

(NB: If you are not careful with your indices and Einstein summation convention you
will get yourself hopelessly messed up here.)

2 Including Hw1 from 2018 QFT I exercise 3.4, although that problem didn’t include the mass term.
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b. Consider the limiting case of a massless field, u — 0, and identify the field A# with the
scalar and vector potentials of electrodynamics: A* = (¢, A), where

E=-v- (3.61)

B =VxA. (3.62)

Show that the field equations reproduce two of Maxwell’s equations, and that the other
two hold as identities given the definitions of E and B in terms of ¢ and A.

Answer for Exercise 3.3

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403
. 't 1 |1 &8 | 1 | 8 | | |
4 4 5 8 ' 11 1 8 J | J]
. ¢ ' ! J ' 1 | ] 8§
4 . 41 1 11 8/ 8 J}] 8
4 14y 1 '} 8 1 J 1 8 ]
11 s 1 8 0 0 11 8 0 I 1] |
5 2 ¢ ! 3 2 J P I |
1 2 5 1 /1 1 8 | | | |
I B =\ D-REDACTION

Exercise 3.4 Back to classics: relativistic electrodynamics and variational principle (2018 HW1.1)

Given the action In terms of the four-vector potential A, the Lagrangian density of the elec-
tromagnetic field, interacting with a charged particle of mass m can be written as follows:

1
S = f d4x(—ZFWF“V—A# j/‘)—m f ds. (3.63)
all spacetime worldline

Here, F,, = 0,A, — 0,A, field strength tensor. The current j* is the current corresponding to
the particle which can be written as:

Hx)=e f dX*(1)6W(x - X(1)), (3.64)
worldline

where 6 (x) is a four-dimensional delta function. All indices are raised and lowered by means
of the metric tensor g, and its inverse g"".

The last term in eq. (3.63) is the relativistic kinetic energy of the particle and the integral is
over the particle’s worldline, X*(7). Note that 7 is a parameter used to describe the particle’s
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location along the worldline. One can take this parameter be equal to x°, so that X*() means
X% = x% X' = X{(x9)), where X(x°) is simply the trajectory of the particle (such a choice
of parametrization can be useful, but is not required). Notice also that the term involving the
current in eq. (3.63), after substitution of eq. (3.64) simply becomes

—e f dX*(1)A.(X(1)) , (3.65)

worldline

which is the usual coupling of a charged particle to the electromagnetic field (choose the T = x°

parameterization of the worldline to see this). Whether you use this form of the one of eq. (3.63)
depends on the problem you’re solving (this is a hint).
The dynamical degrees of freedom in the action eq. (3.63) are the four-vector potential A,
and the particle position X*(7).
a. Use the identification A° = ¢, the scalar potential, and (A!, A%, A%) = A, the vector
potential, to convince yourself that Fo; = Ey,Fop = E,,Fo3 = E;, and that Fjp =
-B;, F31 = —By, Fo3 = —B,.
b. Prove the identity

€3, Fop = 0, (3.66)

and use this to show that the source free Maxwell’s equations can be recovered directly
from the definition of Fj;;.

c. Write the Euler-Lagrange equations obtained when varying eq. (3.63) with respect to
A, Show that they can be cast in terms of the field strength tensor F and j. Note that
when varying with respect to A, the current is kept fixed. Using the E and B fields as
the appropriate components of F, show that the Euler-Lagrange equations for A, from
eq. (3.63) reduce to the Maxwell equations familiar to you from electrodynamics.

d. Finally, write the Euler-Lagrange equation varying with respect to the worldline of the
particle. Show that they give mdU*/ds = eF* U,, where U* = dX"/ds is the four
velocity of the particle and F is, of course, taken at the particle’s position. Convince
yourself that this is the relativistic Lorentz force equation.

The  point of this problem is to make sure you remember/learn how the action princi-
ple works in electrodynamics. The two coupled equations, obtained by varying w.r.t. A,
and X* complete the equations of classical electrodynamics. Feel free to use [7], or [15]
while solving this problem.

Answer for Exercise 3.4

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN’T TAKING PHY2403. 1l
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CANONICAL QUANTIZATION, KLEIN-GORDON EQUATION, SHOS,

MOMENTUM SPACE REPRESENTATION, RAISING AND
LOWERING OPERATORS.

4.1 CANONICAL QUANTIZATION.

The harmonic oscillator described by

1 w?
L=-P-Z
21 1

which has solution § = —w?q. With

oL

P—a—q—q,

the Hamiltonian is given by

H(p’ CI) = pq - "Clq(p,q)
1 w
=pp-5P'+ 54

2

2

In QM we quantize by mapping Poisson brackets to commutators.

[ﬁ’ ‘AI] =i

One way to represent is to say that states are ¥ (g), a wave function, g acts by g

Y = q%(q)
With
.0
p - aq’
SO
9
dq’ 9

“.1)

4.2)

(4.3)

(4.4)

4.5)

(4.6)

4.7)

37



38

CANONICAL QUANTIZATION, KLEIN-GORDON EQUATION, SHOS, MOMENTUM SPACE REPRESENTATION, RAISING AND LOWERI

Returning to the field Lagrangian.  Let’s introduce an explicit space time split. We’ll write

_ 3 l 2_1 2_"i2 2
L= | dx{5@000(x.0) = 5 (Vox.07 = —-¢?|. (4.8)

so that the action is

S = fdtL. (4.9)

The dynamical variables are ¢(x). We define

5L
0(dog(x, 1)) (4.10)
= Oo¢(x, 1)

= ¢(x, 1),

n(x,t) =

called the canonical momentum, or the momentum conjugate to ¢(x, ). Why 6? Has to do with
an implicit Dirac function to eliminate the integral?

_ 3 (% Aae £
H= f & x(n(%, DGR, ) L)|¢<x,t>:n<x,z) .
— 3 2 1 2, 1 2 m_2 2 '
- [ x((n(x,r» SO0 + 5767 + g )
or
3 (1 2 1 » m 2
H = fd X E(n(x, n)” + E(V¢(x,t)) + 7(¢(x,t)) (4.12)
In analogy to the momentum, position commutator in QM
|pi-a;| = -is3;. (4.13)

we “quantize” the scalar field theory by promoting r, ¢ to operators and insisting that they also
obey a commutator relationship

[7(x, 1), ¢(y, )] = —isP(x — y). (4.14)

Note that in this commutator, the fields are evaluated at different spatial points, but at the same
time.



4.2 CANONICAL QUANTIZATION (CONT.)

4.2 CANONICAL QUANTIZATION (CONT.)

Last time we introduced a Lagrangian density associated with the Klein-Gordon equation (with
a quadratic potential coupling)

1 1 2 pi
L= fd%c(z (Bo0)* — 3 (Vo)? — m?¢2 - Z¢4 . (4.15)

This Lagrangian density was related to the action by

S = f dtL = f dtd’x.L, (4.16)

with momentum canonically conjugate to the field ¢ defined as

oL oL
n(x,t) = — = — (4.17)
op(x, 1) Op(x, 1)
The Hamiltonian defined as
H= f &x (n(x, D$(x,1) = L), (4.18)
led to
1 1 1 A
H= fd3x(§7r2 + E(V¢)2 + Emzqﬁz + Z¢4)' (4.19)
Like the Lagrangian density, we may introduce a Hamiltonian density #€ as
H= f ExH(x,1). (4.20)
For our Klein-Gordon system, this is
1 1 1 A
F(x,1) = Enz + 5(Vgs)2 + §m2¢2 + Z¢4' (4.21)

Canonical Commutation Relations (CCR)
We quantize the system by promoting our fields to Heisenberg-Picture (HP) operators, and
imposing commutation relations

|72, 0,8(y,0)| = =isPx —y), (4.22)
which is analogous to

| 14| = —isi;. (4.23)
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To choose a representation, we may map the ¥ of QM — to a wave functional ¥ [¢]
d(y.0¥[¢] = (y.0¥[¢] (4.24)
This is similar to the QM wave functions
7Y ({gh) = 4% (9)

0
pi¥dq}) = —ia—‘I’(p)
qi

(4.25)

Our momentum operator is quantized by expressing it in terms of a variational derivative

A(x, 1) = —i (4.26)

op(x, 1)

(Fixme: I'm not really sure exactly what is meant by using the variation derivative ¢ notation
here), and to quantize the Hamiltonian we just add hats, assuming that our fields are all now HP
operators

. R UCTR DR YR Py
é?f(x,t)_2 +2(V¢)+2m¢ +4¢. 4.27)

OM SHO review  Recall the QM SHO had a Hamiltonian

| 1
H=-p*+ zaﬂz]z, (4.28)

[P, 4] = i, (4.29)

— =i|H,0|. (4.30)
|.0]

¥ 431)



4.2 CANONICAL QUANTIZATION (CONT.)

and
44 _ .15 4
d_ttl = z[H, q]
= ,-% |5.4] (4.32)
= 3(-2ip)
= p.

Applying the time evolution operator twice, we find

ﬁg = E = -wq. (4.33)

d> dp 5,

We see that the Heisenberg operators obey the classical equations of motion.
Now we want to try this with the quantized QFT fields we’ve promoted to operators

%(x, 0 = i|A,7(x,1)] )
) ;
=i f d3y% [(V&(y))z,mx) +i f Py [&(y)%ﬁ(x)]ng f & [py)*, 2(x)

Starting with the non-gradient commutators, and utilizing the HP field analogues of the rela-
tions [§", p] = nig"~!, we find

f &Sy (W)’ 7] = f Py2id(y)6?V(x - y) = 2i(x). (4.35)

f Ly (W) 7] = f d*y4id(y)’ s (x - y) = 4id(x)*. (4.36)
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For the gradient commutators, we have more work. Prof Poppitz blitzed through that, just calling
it integration by parts. I had trouble seeing what he was doing, so here’s a more explicit dumb
expansion required to calculate the commutator

[ @xvamri = [y (vow - vow)i)
- f d*yVd(y) - (V@)ax))
= f yVe(y) - (VER0I(y) + 6P (x - y)))
- [ (7 (bw)- Vi) + i) - Vo x - )
- f d3y(v (70d(y) + 6V (x - y)) - Vd(y) + iV(y) - V6D (x — y))
= f dya(x) (Vd(y) - Vd(y)) + 2i f FyVh(y) - V6D (x - y)
= f Ayr(x)V2P(y) + 2i f d*yv
(V- 980) - 20 [ 30V x- 9Thy)

= fcﬁyfr(x)vz@(y) +2i fd2y5(3)(x — )i - Vé(y) — 2iV2H(x).
d
(4.37)

Here we take advantage of the fact that the derivative operators V = Vy commute with 7(x), and
use the identity V - (aVb) = (Va) - (VD) + aV?b, so the commutator is

f &y [(Voy): 7(x)| = 2i fa d*ys(x — y)h - Vd(y) — 2iV>$(x) (4.38)
= “2iV?$(x),

where the boundary integral is presumed to be zero (without enough justification.) All the pieces
can now be put back together

%fr(x, 1) = V2@(x, 1) — m*P(x, 1) — 1§ (x, 1). (4.39)



4.3 MOMENTUM SPACE REPRESENTATION.

Now, for the gAS time evolution, which is much easier

%(x, 0 = i|A.$(x.1)]
~i5 [y [R.d0) (4.40)
:i%fﬁ%emmwxwmw—Y>
= 7(x,1)

d 7

TED =V -’ — a9, (4.41)

That is
$—V2p +m*p+ 43> = 0, (4.42)

which is the classical Euler-Lagrange equation, also obeyed by the Heisenberg operator ¢(X, f).
When A = 0 this is the Klein-Gordon equation.

4.3 MOMENTUM SPACE REPRESENTATION.

Dropping hats, we now consider the momentum space representation of our operators, as deter-
mined by Fourier transform pairs

_ d3p ip-x ¥
¢moif@$e¢mn

(4.43)
3.0 = [ dae ™o,
We can discover a representation of the delta function by applying these both in turn
i 3. —ipX d3q iqx3
.0 = | d’xe”®* | ——=¢'T%¢(q,1) (4.44)
(2n)3
SO
f d*xe™™ = 27’ 6P(A) (4.45)

Also observe that ¢*(x, ) = ¢(x, 1) iff ¢(p, 1) = ¢*(—p, ?).
We want the equations of motion for @(p,?) where the operator obeys the Klein-Gordon
equation

(67 - V2 + m?) p(x,1) = 0 (4.46)
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Inserting the transform relation eq. (4.43) we get

f (d;T];eip-x (é(p, N+ (p2 + mz) a(p. t)) -0, 447
or
$(p.1) = —wi d(p, 1), (448)
where

wp = A[p? + m?. (4.49)

The Fourier components of the HP operators are SHOs!
As we have SHO’s and know how to deal with these in QM, we use the same strategy, intro-
ducing raising and lowering operators

1

d(p, 1) = (e ap + e“r'a’ ) (4.50)

\/2wp
Observe that
¢~5T(—P, H= ; (eiwptaip + e_i“’P’ap)
J2wp (4.51)
= ¢(p, 1),
or
¢'(p.1) = (-p. 1), (4.52)

so ¢(p, ) has a real representation in terms of a.
We will find (Wednesday) that

|aq. ap] = @*6%(p - g). (4.53)
which are equivalent to

|7(p. 1), 8(q.1)] = -i6P(p - @. (4.54)



4.4 QUANTIZATION OF FIELD THEORY.

4.4 QUANTIZATION OF FIELD THEORY.

We are engaging in the “canonical” or Hamiltonian method of quantization. It is also possible to
quantize using path integrals, but it is hard to prove that operators are unitary doing so. In fact,
the mechanism used to show unitarity from path integrals is often to find the Lagrangian and
show that there is a Hilbert space (i.e. using canonical quantization). Canonical quantization
essentially demands that the fields obey a commutator relation of the following form

[7(x, 1), p(y, )] = =i6® (x - y). (4.55)

We assumed that the quantized fields obey the Hamiltonian relations

¢ _ .
E =1 [H, ¢]
(4.56)
i (H.A]
— =1 |H,n.
dt
We were working with the Hamiltonian density
_ 1 2, 1 2 Mmoo Ay
I = S X 0"+ S(VP&. )" + —-¢"+ 24", (4.57)

which included a mass term m and a potential term (1). We will expand all quantities in Taylor
series in A assuming they have a structure such as

FQ) =’ + 1A' + 222 + 3% + - - (4.58)

We will stop this perturbation theory approach at O(1?), and will ignore functions such as e~ !/4,

Within perturbation theory, to leaving order, set 4 = 0, so that ¢ obeys the Klein-Gordon
equation (if m = 0 we have just a d’Lambertian (wave equation)).
We can write our field as a Fourier transform

d(x.1) = f LD oxgp,0 (4.59)
&4 (27‘[)3 b b .
and due to a Hermitian assumption (i.e. real field) this implies
¢*(p.1) = ¢(—p. ). (4.60)

We found that the Klein-Gordon equation implied that the momentum space representation
obey Harmonic oscillator equations

$(p, 1) = —wpd(p, 1), 4.61)
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where wp = 4/p? + m?. The solution of eq. (4.61) may be represented as
1

d(q,1) = (e7v'aq + e“a'by). (4.62)

2wq

&‘

This is a general solution, but imposing aq = b_q ensures eq. (4.60) is satisfied. This leaves us

with

- 1 . .

d(q, 1) = \/7 (e-lwqtaq +efta’ ). (4.63)

2wq

We want to show that iff

|aq. a}] = @1 6 - @), (4.64)
then

[7(y, ), p(x, )] = =is® (x — y), (4.65)

where everything else commutes (i.e. [ap, aq] = [a;, af]] = 0). We will only show one direction,
but you can go the other way too.

&p ipx [ —iwpt iwpt
dx. = | ———==c (e7*'ap + &*'a’ ) (4.66)
2r)° | /2a)p
n(x,1) = ¢
3
_ lf d q wqeiq.x (_e—iwqtaq + eiwqtaiq) ) (4.67)
(27)3 \[2wq
The commutator is
[7(y. 1), p(x,1)]
3 3
_ lf d’p d’q wqeipAy+iq~x [_e—iwqtaq + eiwqtaiq’ e—iwptap + eiwptaip]
(27)? J2wp (27)3 |[2wq
&> a3 A : :
_ lf p q wqelp-yﬂq.x (_ez(wp—wq)t [aq’ Clip] + ol @q=wp)t [aiq’ ap])
(21)3 \[2wp 27)3 |[2wq
3 3
=i f L T o2y (e ns0) (g )~ 05 (—q )

(27)? \[2wp (27)3 \[2wq

3
=2 f dprpeip(y—X)
(2m)°2wp

= =i6(y = x),
(4.68)
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which is what we wanted to prove.

4.5 FREE HAMILTONIAN.

We call the A = 0O case the “free” Hamiltonian. Plugging in the creation and annihilation operator
representation we have

1, 1 2
H = f d3X(§7r2 +5(V9) + '”7»2)
_1 f P dBp dq  LSPHOX (
3 3
2 P 0 B P
- ((L)p)((,uq) (—e_iwptap + elwpt Ip) (_e—iwaaq + eiwqta'i_'q)

. —iwpt iwpt /¥ )( —iwqt iwgt ;f )
p q(e ap +e®'al,) (e aq + eal,

(4.69)

2 ( —iwpt iwpt T —iwqt iwgt 1
+m (e pap+€ Pa p)(e qaq+€ qaq)).

An immediate simplification is possible by identifying a delta function factor f AP xe®rOX /(27r)3 =
sV (p +q), so

f (6217153 261() ( (wp)Z (_e—iwptap + @ty Tp) (_e—iwpla_p + eiwptaz')))

Y wpt T
+(p? +3m )( Tl g, + e “Pg p) (e “Welg_y + €' “Pa ) 4.70)
1 d’p

= (27r)32a) (p - W /W)‘Fa—pap( —wpe? 4 W)

+ apahwp(1 + 1)+ a’ ya_pwp(1 + 1))

When all is said and done we are left with

dpa’p(f

i
207 2 a’ya-p +apap). “4.71)

A final p — —p transformation ! in the first integral, puts the free Hamiltonian (1 = 0) into a
nice symmetric form

Wp

( 372

"ap + apaT) 4.72)

[ dp = 0 [l dp = 00 [ dp.
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Vacuum energy density.  From the commutator relationship eq. (4.64) we can write

apay = abap + 2m)°s%(p - q), (4.73)
SO
Ho = f LD (alap+ Lms®00) 4.74)
Qu3 PP 2 ' '
The delta function term can be interpreted using
2n)36®(q) = f dxe'9*, (4.75)
so whenq =0
2n)*6(0) = f dPx=V. (4.76)
We can write the Hamiltonian now in terms of the volume
&p d’p wp
Hy = — +V — x 1. 4.77
0 f Qnp PR T | i 2 @77)

4.6 QM SHO REVIEW.
In units with m = 1 the non-relativistic QM SHO has the Hamiltonian

H=2p2+ L2 (4.78)

If we define a position operator with a time-domain Fourier representation given by

g= (ae—iwt +at iwt)’ 4.79)

1
V2w
where the Fourier coefficients a, a' are operator valued, then the momentum operator is
iw

V2w

or inverting for a, a'

_ w 1 —iwt
N2 (q ia)p)e

1 .
al = g(q_i_._p)etwt.
2 iw

p=gqg= (—ae_i‘“t + aTeiw’) , (4.80)

(4.81)



4.6 QM SHO REVIEW.

By inspection it is apparent that the product a'a will be related to the Hamiltonian (i.e. a differ-
ence of squares). That product is

; w 1 1
aa=-\4 +=Pl\9- P
W W
) 1 1
=3 (q2 +—p" - —la. p]) (4.82)
w lw

i (p2 + w'q’ — w) ,
or

H= w(aTa + %) (4.83)

We can glean some of the properties of a,a’ by computing the commutator of p, g, since that
has a well known value

i=[q,p]

wr ; = +
ae lw[+aT€lw[, —ae lwt+ayetwt]

2w (4.84)
= 5 ([a.a'] - [a".a])
- ifa]
SO
|a.a’] = 1. (4.85)

The operator a'a is the workhorse of the Hamiltonian and worth studying independently. In
particular, assume that we have a set of states |n) that are eigenstates of a’a with eigenvalues 4,
that is

a‘alny = A,In). (4.86)
The action of a’a on a |n) is easy to compute
taat s = at (afa + 1
a'aa'|ny =a'(a'a+1)n) (4.87)
=, + Da' |n),

so A, + 1 is an eigenvalue of a' |n). The state a |n) has an energy eigenstate that is one unit of
energy larger than |n). For this reason we called a' the raising (or creation) operator. Similarly,

a'aaln) = (aa" - 1) aln) (4.88)
= (/1n - l)a |n> s
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so 4, — 1 is the energy eigenvalue of a|n), having one less unit of energy than |n). We call a
the annihilation (or lowering) operator. If we argue that there is a lowest energy state, perhaps
designated as |0) then we must have

al0) =0, (4.89)

by the assumption that there are no energy eigenstates with less energy than |0). We can think
of higher order states being constructed from the ground state from using the raising operator
al

(@)

V!

|n) = |0) . (4.90)

4.7 DISCUSSION.

We’ve diagonalized in the Fourier representation for the momentum space fields. For every
value of momentum p we have a quantum SHO.
For our field space we call our space the Fock vacuum and

ap [0y = 0, (4.91)

and call ap, the “annihilation operator”, and call a; the “creation operator”. We say that aI, |0) is
the creation of a state of a single particle of momentum p by a;.
We are discarding the volume term, a procedure called “normal ordering”. We define

T T .
: @ = dla. (4.92)

We are essentially forgetting the vacuum energy as some sort of unobservable quantity, leaving
us with the free Hamiltonian of

——— Wpapdp. (4.93)

Consider

& .
Hoal, 10y = f (2711)) - wpahapal 10)

dp

) fwwpai (aqap + 216V D~ ) 0) (4.94)
d3

= | Gaents (#el07 + 2076 - 10)

= wqay [0).



4.7 DISCUSSION.

Question: Is it possible to modify the Lagrangian or Hamiltonian that we start with so that
this vacuum ground state is eliminated? Answer: Only by imposing super-symmetric constraints
(that pairs this (bosonic) Hamiltonian to a fermionic system in a way that there is exact cancel-
lation).

We will see that the momentum operator has the form

d’p
® = f (zﬂ)3pa;ap. (4.95)

(T] |0) a two particle space with energy wyp + wy, and (a;)m(a:;)” |0) = (a:,)’" 0) ®
(af])” |0), a m + n particle space.

There is a connection to statistical mechanics that is of interest

i
We say that a,a

_1 —E,/ksT
(E) =~ Z Ene

4.96
1 —H/ksT 13 ( :
=~ D (e TRy,
n

so for a SHO Hamiltonian system

— 1 _En/k T 4
(E) = > BT (al Ay

n

U Bk t
—226’ (n|wa'a|n)

n
w
T ew/ksT _

= <waTa

(4.97)

>kBT ’

which is the kg7 ensemble average energy for a SHO system. Note that this sum was evaluated
by noting that (| a’a|n) = n which leaves sums of the form

:a(l—a)i( 1 ) (4.98)

If we consider a real scalar field of mass m we have wp = /p? + m?, but for a Maxwell field
E, B where m = 0, our dispersion relation is wp = ||pl|.
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We will see that for a free Maxwell field (no charges or currents) the Hamiltonian is

+
Hytaxwell = Zf(z )3a)pa’palp, (4.99)

where i is a polarization index.
We expect that we can evaluate an average such as eq. (4.97) for our field, and operate using
the analogy

aa’ =a'a+1

: s (4.100)
apay, = apap + V3.
so if we rescale by \/73
ap = Vaap, (4.101)
then we have commutator relations like standard QM
aa’ =a'a+ 1. (4.102)
So we can immediately evaluate the energy expectation for our quantized fields
d3p i
(Ho) = < f any Wpdpdp
d3p =7
(2n)3 wpVs3 <aPaP> (4103)
f dp  wp
=V .
(2m)3 eww/kaT —
Using this with the Maxwell field, we have a factor of two from polarization
d3
pMasvell _ oy, [ IRl (4.104)
(2n)? en/ksT —
which is Planck’s law describing the blackbody energy spectrum.
4.8 PROBLEMS.
Exercise 4.1 Scalar field creation operator commutator.
n [8] it is stated that the creation operators of eq. 2.78
1 [ &k i ;
S ,0) + —8p¢(x, 0) | e *X 4.105
“=3 | Gy (¢(x )+ 8065, 0)| e (4.105)

associated with field operator ¢ commute. Verify that.
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Answer for Exercise 4.1

[k am] = 7 208

_id
T 42n)°

f & xdye -y [as(x, 0)+ iao¢(x, 0). (3, 0) + wiaoeb(y, 0)]

f & xd’ye e —’mY([qs(x 0), (90¢(y 0)| +

1
o 60¢(-x’ 0)’ ¢(y’ O):|)

d3xd3ye—ik-xe—im-y (Lé(?’)(x _ y) _ _6(3)(X _ y))
w W

m

= )0
_ f itemyx (L 1
4 (277) Wy Wi

_ N 0 PVE
= 4(271') (w )6 (k +m)

6P (k
4(27r)3 (wn K| wnkn) (erm

(4.106)

Exercise 4.2

In [8] it is left as an exercise to expand the scalar field Hamiltonian in terms of the raising
and lowering operators. Let’s do that.

Answer for Exercise 4.2

The field operator expanded in terms of the raising and lowering operators is

_ d3k —ik-x T th
= i )

_ f &k (ake—iwkmk x
(27)3/2 2wy,

3
— f # e X aik eiwkt+ik-x)
(2132 72wy,
3
- fd—k (ake—iwkt + aTkeiwkt) kX

2n)32 \ 2wy,

Note that x and k here are both four-vectors, so this field is dependent on a spacetime point,
but the integration is over a spatial volume. This is discussed in the class notes but also justified
nicely in [14] using the structure of the raising and lower operators. The trick of reversing the
sign above is also from that text.

T ta)/\t th)
+ ak

(4.107)
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The Hamiltonian in terms of the fields was
1
H=> f dx (7 + (Vo) + 17%). (4.108)

The field derivatives are

d’k : o\
7 = dod f —————— (ake " + aike"""t) X
A o (4.109)

Pk wy, i P .
= __ —iwit o iwet) ikx
=i o )3/21/2( age +a' e )e ,

and

&k . Lo
Onp = On f S — (ake_"""t + a_ke""k’) oKX
@y V2o 4.110)

&Pk K » o\ ik
(ake iwpt 4 aikelwkt) ezk X

Q2 oy

Introducing a second set of momentum variables j, the momentum portion of the Hamiltonian
T iwkt) eik~xeij-x

1 3 _ 3 3Bk
2fdx = 2(2n)3fd fdd
+ale

1 wiw : . :
= - fd3jd3k]Tk (—aje_"”f + aTJe"”f )(—ake_“‘”‘t + aike"”"t) Ok +j)

is

aje —iw;jt + aTJelqu )( ake—zwkt

2
L “’_i(_ a4 gl ) (—aemiH + af o)
T2 2 Uk k K -k

1 : +
_ 3 21wkt =iyt _ T, T )
=-7 d kwk( k + a_gage aax — a-ga_, ).

(4.111)

For the gradient portion of the Hamiltonian we have



4.8 PROBLEMS.

1 3 2 3 3 3 nn —iwjt T iw —iw
Efdx(w’) 2(2 )3fd fd]d i € (age™™" + L) (axe™
W jWg nl

+ ai‘kezwkt) PURIRISS

1 1 . .
=-3 fd3jd3k—j Kk (aie @it + aJr e )(ake_”"k’ + aike"“"t) 5§93 +k)
A /4wja)k

1 1 . . .

— dgk kZ a_ke—twkt + alt lwl‘t) (ake—uukt + aikelw’(t)
\/4wkwk

_ 1 d3kk2 Tt iwgt —2iwgt T T
=- — (a' a.e + a_gaxe +aag +axa',).

4
4.112)

Finally, for the mass term, we have

lf 3,22 f 3 f 35 Pk
— | d’xu“¢” = d’x | d°jd’k
2 2 (27r)3 /4a) wk

aje —iw;jt ta Jet(uj ) (ake—zwkt

+ aikezwu) ezj-xezk-x

a —iw;t + Cl:ieiwjt) (ake—iwkt + aikeiwkt) (5(3)0 + k)

2
1
'u—fd3jd3k—( je
2 oo
W jWy

2 1 . .
- :u? fd?kz (a e —iwit + aT zwkt) (ake—twkt + aikezwkt)
Wk
s 1 :
=T fd3k— (a_kake_zw’” + aT akezu"” + a_kaik + alak) .
Wi
(4.113)
Now all the pieces can be put back together again
1 1
H=- f d*k— (
4 Wi
- wi (aikcff PO 4 g page O — a;ak - a_kaik)
+ K (aikal 2O g age O a;f(ak + a_kaik)
+ul (a_kake_zw’"t +a' al:l QP a_kaik + aiak))
4.114
_ 1 d3k 1 T T 2iwgt 2 k2 2 ( )
=7 w—k( ' ae (a)k+ +,u)

+ a_gage Hr! (—w,% + K+ qu)
+ aka:I (wi + k% + ,u2)

+ altak (w,% + K+ ,uz)).
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With w,% = k? + 2, the time dependent terms are killed leaving

L[5 ot
H=> fd key (axal, + afax). (4.115)

Exercise 4.3 Part of Problem 2.2 from Peskin and Schroeder (reproduced below). (2018 HW1.1I)

Consider a complex scalar field with action § = f d*x (8#¢T5“¢ - m2¢T¢). When doing the
variational principle consider ¢ and ¢ as independent, rather than their real and imaginary parts
(this is equivalent, but more convenient).

a. Show that H = [dx (ﬂ'Tﬂ' +Vo' -V + m2¢T¢) and that the Klein-Gordon equation is
obeyed by ¢ and ¢'.

b. Introduce complex amplitudes, diagonalize the Hamiltonian, and quantize the theory.
Show that the theory has now two sets of particles.

c. Write the charge conserved due to the global U(1) symmetry,
| Bl (gt -
Q—fdxz(gbn n$)., (4.116)

in terms of creation and annihilation operators and find the charge of the particles of
each type.

Answer for Exercise 4.3

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
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Exercise 4.4 Observability of the zero point energy: the Casimir force. (2018 HWI1.V)

In class, when discussing the quantization of the real scalar field, we found the sum of zero
point energies of the harmonic oscillators (one per each k ) into which we decomposed the field:

Pk hog

Ezero point = V3 (27'()3 T 4.117)




4.8 PROBLEMS.

Expression eq. (4.117) gives the zero point energy of the field in a spatial volume V3. This
energy is, of course, infinite and is usually discarded (as we learned, by applying a “normal or-
dering” procedure) as unobservable. Nevertheless, there are circumstances under which changes
in the zero point energy lead to measurable effects. The most celebrated example is the Casimir
effect 2, predicted by Casimir in 1948 [2] and discovered experimentally in 1958 (see Lam-
oreaux’s more recent article linked to in the “Summary of Sept. 25th class”). Another instance
where this has been “observed” (in numerical simulations) is the L’ uscher term in the confining
string in QCD. Casimir energies generally also appear whenever the topology of space(time) is
changed and people have speculated that dark energy may have something to do with that...

The Casimir effect can be described very simply (!): the zero point energy of the electromag-
netic field between two infinite conducting plates is smaller than it would be in the absence of
the plates. This is because the boundary conditions on the plates eliminate some of the modes
of the field that would be otherwise present. The vacuum energy in the space between the plates
should be proportional to the area A of the plates, as well as to 7 (as zero point energies are
proportional to ). It can also depend on a, the distance between the plates, and the speed of
light c. By dimensional analysis, the excess energy (negative) in the volume aA between the
plates should be

hic hic

AEvae(a) ~ —aA — = -A —, (4.118)
a a

where the aA factor is the volume, 7 has dimensions of energy X time, c/a has dimensions of
inverse time, and the extra factor of 1/a’ is there to make the dimension of energy right. Thus,
to minimize E,,. the plates “want to” get closer. In other words, there should be an attractive
force per unit area of the plates, called “Casimir pressure”

he
PCasimir ~ g > (4.119)

proportional to the inverse fourth power of the distance between the plates. In what follows we
shall calculate this force.

We will use our real scalar massless field theory as a model for the real thing (the electro-
magnetic field, that we have not formally learned how to quantize yet). Casimir considered two
infinite, conducting plates stretching in the y, z plane and located at x = 0 and x = a, respec-
tively; furthermore, he used perfect conductor boundary conditions on the plates. These require
that the tangential component of the vector potential, A4, , vanishes at the plates (in Coulomb
gauge V- A = 0, A° = 0). Our two toy “conducting plates” will be made of a “material” that
requires that the scalar field ¢ vanish at the plates.

Notice that just like for the Planck derivation of blackbody radiation formula, where some people would say that it
does not imply that the electromagnetic radiation is quantized, but only its sources (as radiation is emitted by the
atoms of the cavity), there are similar claims for the Casimir force (my take is to ignore these, as we know that the
radiation is quantized). See article by Lamoreaux that I put a link to online.
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a. Show that the boundary conditions on the plates impose a quantization condition on
the allowed values of field momentum perpendicular to the plates, i.e. k, = nrw/a,n =
0,+1,+2,--- [e.g., recall your waveguide physics].

b. Consider now the contribution to the energy of the vacuum fluctuations of the field in
the space between the plates and find the zero point energy per unit area of the plates...
Consider now the contribution to the energy of the vacuum fluctuations of the field in
the space between the plates and find the zero point energy per unit area of the plates.
To do this, replace the integral over &, in eq. (4.117) by a sum over n, f dky = (n/a) 3.,
[Hint: to save work, use the fact that the correct expression should have the property
that as the plates are removed, a — oo, the energy (per unit volume) should give back
eq. (4.117)]. Does the resulting expression for the zero point energy still diverge?

c. Show now, starting from eq. (4.117) , with integral replaced by sum, that the difference
between the zero point energies per unit area, in the space between the plates in the
presence of the plates and without the plates is:

gk [k 1 nr2 1 (™ n22
— _ _ 2 _ 2
AEy,.(a) = hcj; o [4+2n§:1 ,/k +— 2f0 dn[k 4447{2‘9.61 )].

where, obviously, k is radial wave vector in y, z-directions.

d. The expression eq. (4.120) is still ill-defined, as every single term is infinite
Now, to make progress, we note that the idealization of perfect conducting plates and
the corresponding macroscopic boundary conditions do not make sense for wavelengths
smaller than the atomic size. In particular, for frequencies above 1/ag (ag is of the order
of the Bohr radius) the conducting plates are totally invisible for the electromagnetic
field. To incorporate this in our calculation, introduce a function f(k) into the integrand
in eq. (4.120) such that f(k) = 1 for k < 1/ag and f(k) = O for k > 1/ag, somehow
smoothly interpolating between these two values.
The integrals in eq. (4.120) thus become absolutely convergent—all momenta larger
than the inverse Bohr size are cut off.
Show that eq. (4.120) (with the cutoff f(k) as described in the original problem spec)
can be written as:

843

2 S 00
AE ela) = 2% [%F<0>+;F(n)— fo an(n)], 4.121)

where

F(n) = f“x’ duNu +n?f((r/a) Vu + n?). (4.122)
0
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e. To calculate eq. (4.121), use the Euler-Maclaurin formula:?

1 r 1 1
EF(O) +F()+FQ2)+...— fan(n) = _EBZF/(O) - EB4F”’(O) +...,(4.123)
J ! !
where B, = 1/6, B4 = —1/30, etc. are Bernoulli numbers, and primes denote derivatives.

Now, f(0) = 1 as stated above; furthermore, assume that all derivatives of our smearing
function f(k) vanish at zero (it is not difficult to construct examples of such functions).
Show that F’(0) = 0, F’”/(0) = —4, and that all higher derivatives of F vanish.

Thus the “cutoft” function f does not enter the final result—or the fact that we assumed
a cutoff at scales of order the inverse Bohr radius; it only mattered that ay << L.

f. Show, now, that the final result for the Casimir energy per unit area of the plates is:

> B 201
r a7 (4.124)

AE b T
wel@ =5 s T %720 @

giving rise to an attractive force between the plates. This force—for the electromagnetic
field, where there is an additional factor of two—was measured in 1958, and not only
the sign, but also the ~ a~* distance dependence was observed! In fact, measuring the
distance dependence is crucial for verifying the nature of this force—at atomic distances
the Casimir force competes with Van-der-Vaals forces, which however have a different,
~ a~’, dependence on the distance.

g. To get some idea of what experimentalists have to go through, estimate the force acting
on plates of area 1cm? a micron apart... Compare with the magnitude of forces whose
measurements you are familiar with. Note that the 1990’s Lamoreaux measurements are
accurate within 5%.

h. A final bonus question: what if the scalar field had a mass, m? Would you expect an
effectif m > 1/a? Whatif m < 1/a?

You just saw the first example of extracting a finite and physically meaningful result
from seemingly infinite expressions. Infinities result from assuming that quantum field
theory makes sense at arbitrarily short distances, or large momenta k in eq. (4.120).
The possibility of extracting finite results (e.g., the Casimir force) from quantum field

3 This formula is used to approximate sums with integrals. See, e.g., Wikipedia article for a derivation by induction.
Other, fun ways to proceed exist, my favorite is [6].
Most importantly, the result is independent of the method of regularization. “By definition”, this is what we call
a physical result in QFT (=cutoff independent). Notice the striking difference with the E,,. of eq. (1.41), which
inherently depends on the cutoff and can not be made physical sense within QFT ... as you see, many lessons lurk in
this “simple” problem!
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theory simply means that in many cases (most cases, in fact: the so-called “renormaliz-
able" ones—and even in “non-renormalizable" if one is happy with finite precision—see
QFT2) the long-distance physics is independent of the details of the short-distance, most
often not understood, physics, when expressed only through quantities observed at long
distances.*

In this example, this was seen by the independence of the final answer on the cutoff
function f(k). This independence really means that field modes with wave vectors >

1/L do not contribute to the Casimir effect, i.e., it is an IR (infrared) effect.

Answer for Exercise 4.4
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Exercise 4.5 Playing with the non-relativistic limit (20/8 HW2.1V)

Consider a real scalar relativistic field theory of mass m with A¢* interaction. Let there be N
particles of momenta labeled by py, - - -, py, Whose energies are such that they are insufficient
to create any new particles. Nevertheless, the particles can scatter and exchange momenta. In
what follows you will study this N-particle nonrelativistic limit in some detail.

4 This is already familiar from classical electrodynamics although may not be always stressed. The electrostatic energy
of a point charge diverges, as is well known, hence it gives an infinite contribution to the charge’s rest energy.
However, in the non relativistic limit (to order v?/c?, in fact) the equations describing the motion of charged particles
do not depend at all on whatever structure one might ascribe to the electron (it could be a ball, a hollow sphere, or a
tiny string). The relative motion of particles in this limit (and, of course, at relative distances larger than the “classical
radius of the electron") is determined by two “relevant” parameters: their mass m and charge e. These are quantities
determined by experiment, not calculated from first principles. These experiments are made at the long distance/time
scales, where classical electromagnetic theory applies. There is no way to calculate m and e from first principles.
The situation in QFT is not that different—its calculational tools are a way to relate measurable quantities to mea-
surable quantities. It usefulness is in that there are more measurable quantities than the number of measurements
required to fix the relevant parameters in the Lagrangian (e.g., the same m and e for QED), so it has predictive power.
When QFT is used to relate observables to observables, no infinities appear.

There we go. QFT in a nutshell.
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a. Write down the Hamiltonian of the field theory, including the interaction term, restricted
to the N-particle sector of Hilbert space. (Use the creation and annihilation operator rep-
resentation, i.e. write the result as sums of products of creation and annihilation opera-
tors of particles of various momenta.)

b. Does the resulting Hamiltonian preserve particle number? Is there an associated symme-
try? What is the operator that generates it?

c. Consider now the interaction term in your reduced (to the N-particle sector of Hilbert
space) Hamiltonian. How does a typical interaction term (for given configurations of mo-
menta) act on an N-particle state? What kinds of scattering processes does it describe?

d. What do you think is the potential, in x-space, that allows the various particles to scatter
and exchange momentum? How would you describe the resulting nonrelativistic quan-
tum system to friends who never took QFT but are well-versed in quantum mechanics?

Hint: For ?? d, consider N = 2 first. Start with a two particle nonrelativistic quantum mechanics
with Hamiltonian:

2 2
AR RS (4.125)
2m  2m

H

where p;, x; are the operators of momentum and position of the i — th particle (three vectors,
arrows omitted for brevity). Use as a basis the eigenstates of the free Hamiltonian, i.e. plane
waves, |p1, p2), symmetric with respect to interchange of the momenta (even better, use the
corresponding wavefunctions ¥, p, (X1, x2) = {x1, X2|p1, p2)). Compute the matrix elements

(q1,92H|p1, p2) (4.126)

in this basis. To compare to the nonrelativistic limit of the scalar field theory, compute the same
matrix elements of the Hamiltonian you found in (1.) above, in the basis of states of the restricted
(N = 2) Hilbert space |p1, p2). Are they similar to the matrix elements you found in the quantum
mechanics problem for some choice of V(x| — x2)? Explain the difference (if any). Then go on

to answer (4.) for any N.
Answer for Exercise 4.5

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN’T TAKING PHY2403 Il
4 14 1 1 & | I | 8 | ||
4 3 & ' '3 ' 2 | J |
3 . 1 ' ' ' ' | I} 8
4 4 5 13 1171 85/ 8 JJ] 8
4 45 4 1 1 2 | | | 8§ ]
4 1 e 8 ' ' J/1 8 1 | 1]/



62

CANONICAL QUANTIZATION, KLEIN-GORDON EQUATION, SHOS, MOMENTUM SPACE REPRESENTATION, RAISING AND LOWERI

5 &/ 3 | 3 £ | J | J
4 11 ' J 1! 1 &8 ' | ' |
I B N\ D-REDACTION



SYMMETRIES.

5.1 SWITCHING GEARS: SYMMETRIES.

The question is how to apply the CCR results to moving frames, which is done using Lorentz
transformations. Just like we know that the exponential of the Hamiltonian (times time) repre-
sents time translations, we will examine symmetries that relate results in different frames.

Examples.  For scalar field(s) with action

S = f dxL(¢', 0,9 (5.1)

For example, we’ve been using our massive (boson) real scalar field with Lagrangian density

1 m*
L= 3 ' P — ¢ - V(). (5.2)
Internal symmetry example

H=J Z S, - Sy, (5.3)

(n,n")

where the sum means the sum over neighbouring indexes n, n’ as sketched in fig. 5.1.

Such a Hamiltonian is left invariant by the transformation S,, — —S,, since the Hamiltonian
is quadratic.

Suppose that ¢ — —¢ is a symmetry (it leaves the Lagrangian unchanged). Example

¢= (5.4)

¢n

the Lagrangian

1 T m? T T
J’ZE 9 5”¢—7¢ ¢—V(p ). (5.5)
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NN

/
n r

Figure 5.1: Neighbouring spin cells.

If O is any n X n orthogonal matrix, then it is symmetry since

¢'¢ — 9101 0¢ (5.6)

=¢'¢.
O(2) model (exercise 4.3). Example for complex ¢

¢ — ¢, (5.7)

Y1+ iy
= 7 5.8

¢ NG (5.8)

l;//ll . [ cos & sincx] l;//ll (5.9)

%) —sina cosa||y

5.2 SYMMETRIES.

Given the complexities of the non-linear systems we want to investigate, examination of sym-
metries gives us simpler problems that we can solve.



5.2 SYMMETRIES.

“internal” symmetries. This means that the symmetries do not act on space time (X, t). An
example is

U1

4 = ‘kz (5.10)

UN

If we map ¢/ — O;W where OTO = 1, then we call this an internal symmetry. The
corresponding Lagrangian density might be something like

1 m?
I=§ #¢-5’“‘¢—7¢'¢—V(¢~¢) (5.11)

spacetime symmetries: Translations, rotations, boosts, dilatations. We will consider con-
tinuous symmetries, which can be defined as a succession of infinitesimal transformations.
An example from O(2) is a rotation

¢! | cosa sina | |¢! (5.12)
#? —sina cosal|¢? ’ B
orifa~0
4 { i
¢’ |-a ? (5.13)
¢2
B ¢2 _¢1

In index notation we write
¢ — ¢ +aely/, (5.14)

where €'? = +1, 2! = —1 is the completely antisymmetric tensor. This can be written in
more general form as

¢' > ¢' + ¢, (5.15)

where 6¢' is considered to be an infinitesimal transformation.
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— Definition 5.1: Symmetry

A symmetry means that there is some transformation
¢ = ¢+ o0

where 6¢' is an infinitesimal transformation, and the equations of motion are invariant
under this transformation.

— Theorem 5.1: Noether’s theorem (1st).

If the equations of motion re invariant under ¢* — ¢* + d¢*, then there exists a conserved
current j* such that 9, j* = 0.

Noether’s first theorem applies to global symmetries, where the parameters are the same for
all (x, f). Gauge symmetries are not examples of such global symmetries.
Given a Lagrangian density L' (¢(x), ¢ ,,(x)), where ¢ , = d,,¢. The action is

S = fddxx. (5.16)
The equations of motion are invariant if under ¢(x) — ¢’'(x) = ¢(x) + 5<¢(x), we have

= L($) + 8, I () + O(eD).

Then there exists a conserved current. In QFT we say that the E.O.M’s are “on shell”. Note that
eq. (5.17) is a symmetry since we have added a total derivative to the Lagrangian which leaves
the equations of motion of unchanged.

In general, the change of action under arbitrary variation of d¢ of the fields is

68 = f d?x6-L(p, D)

([P sy, L
= fd x(a¢ op + a(aﬂ(p)&?ﬂqﬁ)

[ 0L oL
- [ (o5 aﬂ@)&p - aﬂ¢)aﬂ5¢)

B d oL
- [ ', (6@@5"5)‘

(5.18)




5.2 SYMMETRIES.

However from eq. (5.17)
Ol = aujg(¢’ 6u¢)’ (5.19)

so after equating these variations we fine that

5S = f d?xs. L

(5.20)
= f d?xd,JE,
or
6L
0= fddx(') ( 5 —J';), (5.21)
"\6(0,9) ¢
or d,, j* = 0 provided
oL
= ——65.0—Jt (5.22)
7= 50

Integrating the divergence of the current over a space time volume, perhaps that of fig. 3.1, is
also zero. That is

0= fd4xaujﬂ

- [ @xare, (5.23)

=fd3xdt8tj0—fd3 v -j,

where the spatial divergence is zero assuming there’s no current leaving the volume on the
infinite boundary (no j at spatial infinity.)
We write

0= f L), (5.24)

and call this the on-shell charge associated with the symmetry.
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5.3 SPACETIME TRANSLATION.

A spacetime translation has the form
= xXH =X+ a,
where the fields transform as

$(x) > ¢'(x') = $(x).

Contrast this to a Lorentz transformation that had the form x* — x* = A¥,x".

If ¢'(x + a) = ¢(x), then

¢'(x) + a0y’ (x) = ¢ (x) + a9 p(x)

= ¢(x),
SO
¢'(x) = $(x) — a9’ (x)
= ¢(x) + Sap(x),
or

0a(x) = —a"aﬂqf)(x).
Under ¢ — ¢ — a0, ¢, we have
L(p) = L(p) —a"0uL.

Let’s calculate this with our scalar theory Lagrangian
1 m?
L = 50,009 = =97 = V(9).

The Lagrangian variation' is
. 2 ov
0Ly Sp460.56=—ard e = (Oup)o(d'$) — m”pop — %&ﬁ
ov
= (0up)(~a"0,0'$) + m*$a’d,¢ + Er

v 1 m2 2
= -a’d, §3u¢3”¢ - 7¢ - V()
=-a"0,L,
1 Using: (90,((1/2)6#(;56"@ = 2(1/2)6”(;5(608”(;3)‘

(5.25)

(5.26)

(5.27)

(5.28)

(5.29)

(5.30)

(5.31)

(5.32)
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so the current is

J = (0"$)(-a"d,¢) + d'L

(5.33
= —a" (#¢d,¢ - 5,L). )
We really have a current for each v direction and can make that explicit writing
Oyl = —=0,L
= =0, (6" L) (5.34)
= 9,
HJ v
we write
. op ( 9¢
o= — - + L, 5.35
Iy axﬂ(axv) v (5.35)
where v are labels which coordinates are translated:
0,¢ =—0
v v (5.36)
0, L = -0,.L.

We call the conserved quantities elements of the energy-momentum tensor, and write it as

op O

o,

T, = + L. (5.37)

Incidentally, we picked a non-standard sign convention for the tensor, as an explicit expansion
of T, the energy density component, shows

0006 10904 1 m’
T = ——== + ==L — —(V¢) - (V¢p) — —¢* — V.
0= =S S = S(V) - (V) - 47~ V(@) .
_ 10p0g 1 m*
=5 B 2(V¢) (Vo) R4 V(o).
Had we translated by —a* we’d have a positive definite tensor instead.
5.4 1ST NOETHER THEOREM.
Recall that, given a transformation
P(x) = ¢(x) + 6¢(x), (5.39)

such that the transformation of the Lagrangian is only changed by a total derivative

L(p,0,9) = L(},0u0) + 0, J%, (5.40)
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then there is a conserved current

oL
0u)

Here € is an x-independent quantity (i.e. a global symmetry). This is in contrast to “gauge

symmetries”, which can be more accurately be categorized as a redundancy in the description.
As an example, for L' = (0,¢0"¢ — m*¢?)/2, let

¢(x) = ¢(x) — d'due. (5.42)

b 6ep — Je. (5.41)

The Lagrangian density transforms as

L(p, 0up) = L(p, 0up) — a"dyL

= L(¢,0u9) + 0, (-6"va"L). G4
Here J£' = J¥ |6:av, and the current is
JH = (HP)(—a’d,¢) + & a’ L. (5.44)
In particular, we have one such current for each v, and we write
T, = —(0"$)(9,¢) + &, L. (5.45)
By Noether’s theorem, we must have
0,T!, =0, Vv (5.46)

Check:
1 2
ayT/Jv = _(auau¢)(av¢) - (a'u¢)(auav¢) + 6#1/8;4 Eaa¢aw¢ - m7¢2)
1 1
= _(ayau¢)(av¢) - (a'u¢)(ayav¢) + §(8y8ﬂ¢)(a‘u¢) + 5(8N¢)(5y6ﬂ¢) - m2(6v¢)¢

1 1
=~ (0,00 + m°0) (0,0) = (D)D) + 5D, $) ) + (D)0, )
=0.
(5.47)
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Example: our potential Lagrangian
L1 m* 5 A,
L= 55”¢5v¢ - 7¢ - Z¢ (5.48)
Written with upper indexes
" = —(0"$)(0"¢) + gL
1 m? Pl (5.49)
= —(0"$)"¢) + & (anam -5 - Zqﬁ“)

There are 4 conserved currents JX) = T’ Observe that this is symmetric (TH = T").
We have four associated charges

Q" = f AR (5.50)
‘We call
0’ = f AR (5.51)

the energy density, and call
P = f d*x1, (5.52)

(i =1,2,3) the momentum density.
writing this out explicitly the energy density is

2
R R R\

o 2 4 (5.53)
N P 2, M5 Ay
= (2¢ +2(V¢) + 2¢> +4¢),
and
7% = %90, (5.54)
Pl=- f dx8pd' p. (5.55)

Since the energy density is negative definite (due to an arbitrary choice of translation sign), let’s
redefine T to have a positive sign
700 =

Lo, Lggr ™y A
2¢ +2(V¢) + 2¢ +4¢, (5.56)
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and

P = f d*xd°¢pd'p

As an operator the charge is

(5.57)
Q:fd3xTOO
(5.58)
1 L .o m .y A,
= | Bl + Zvoy2 + T2 4+ Lo
f X(zﬂ 5V + 7+ 07
and the momenta are
P f dxrd'p. (5.59)
We showed that
d0 . A
= i[A.0]. (5.60)
This implied that ¢, 7 obey the classical equations of motion
dé A oA dR
iAol =2 5.61
dt l[ ’¢] dt ©.61)
dn

(5.62)
In terms of creation and annihilation operators (for the A = O free field), up to a constant
A= f X1
(5.63)
d3P At A
= Wwpapap.

It can be shown (appendix B) that the operator form of the field momentum is

P = f xR0 P

_ d3l? inta
= (271_)319 dpdy.

(5.64)
Now we see the energy and momentum as conserved quantities associated with spacetime trans-
lation.
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5.5 UNITARY OPERATORS.

In QM we say that P “generates translations”. With P = —i AV that translation is
O(a) = P = 27, (5.65)
In particular
x| U(@)ly) = f &’p (x| U(a) Ip) (pl)
= f &*p (x|™* p) (ply)

- _ (5.66)
= f d*pe™® (xIp) ¥(p)
d3p ia-p ixp7
- | i
=yY(x + a).
Implicitly, this shows that the action of the translation operator on just a bra is
(x|U(a) = (x +a|, (5.67)
or
U-a)lx) = U@ %) (5.68)

=|x+a).

This is a different sign convention for the translation operator than is found in some other texts.
In one dimension, we can compute

D(@RU0(a) = éPRe™F = R + al, (5.69)

which is a consequence of the Baker-Campbell-Hausdorftf theorem.

— Theorem 5.2: Baker-Campbell-Hausdorff

[

1
By ,—B _
e Ae™ " = _EO ] [B---,[B,A]ll, (5.70)

where the n-th commutator is denoted above

en=0:A

2 In particular [3] uses D(a) = e/ defined by the property D(a) [x) = |x + a).
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e n=1:[BA]
e n=2:[B,[B,A]]

e n=3: [B, [B, [B’A”]

Proof:

f(t) — etBAe—tB
2 n
= £(0) + t£7(0) + %f”(O) +o ;—!ﬂ")(m

fO)=A

f(0)=ePBAe + ePA(-B)e ™"
— el‘B [B,A] e—tB

(1) = ¢®B[B,Ale™™® + ¢’ [B,A] (-B)e™®
= ¢'B[B,[B,A]]e78.
From
v 1 17 1 (n)
f) = fO0)+ f(0) + Ef (0)+-“;f 0)
we have
1
eBAe™ = A+ [B,A] + 5 1B, [B,A]] +---
Example (as claimed above) :
PR iaP _ % [iaf’,f(] 4o

=X +ia(-i)1
=X +al.

(5.71)

(5.72)

(5.73)

(5.74)

(5.75)

(5.76)

(5.77)



Application:

iHermitian
e

= unitary

eiHermitian X e—iHermitian =1

So

U(a) = &7

5.5 UNITARY OPERATORS.

is a unitary operator representing finite translations in a Hilbert space.
In particular, we can apply the BCH theorem to a field operator

U@ 0 @) = P gxye P
= 400+ ial [P.90] +

where the first order commutator is

[P300] = [ @3[aarae. deo)

= —id/$(x),

and any higher order commutator is zero

[ @l am] o)
L[fﬂ4w®@—mwﬂw

—ala”

2

I:pjl, [[")]'2’ @(X)” ,

[P ]Poco]] = [y [rmaoo. -idioco] 0.

This gives

U(a)dx) U (a) = ¢(x) + ial (=) $(x) + - --

= ¢(x) + @/ P(x) + - --
= $(x) +aji¢3(x) T
ﬁxj

- ;0 .
P(x) —a! ——Px) + - -

H(x — a).

ox/

(5.78)

(5.79)

(5.80)

(5.81)

(5.82)

(5.83)

(5.84)
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5.6 CONTINUOUS SYMMETRIES.

For all infinitesimal transformations, continuous symmetries lead to conserved charges Q. In
QFT we map these charges to Hermitian operators Q — Q. We say that these charges are
“generators of the corresponding symmetry” through unitary operators

l"] — eiparameterQ . (5 . 85)

These represent the action of the symmetry in the Hilbert space.

Example: spatial translation

A

U(a) = P (5.86)
Example: time translation

O(r) = " (5.87)
5.7 CLASSICAL SCALAR THEORY.
For d > 2 let’s look at

a1 m’ 2 d-2
S :fd X 56”¢6,1¢—7¢ - A¢ (5.88)

Take m*>, A — 0, the free massless scalar field.  We have a shift symmetry in this case since
¢(x) = ¢(x) + constant. The current is just

. 9¢

T S5b —

7= 50,0 » (5.89)
= constant X ¢
= ¢,

where the constant factor has been set to one. This current is clearly conserved since d,J¢ =
0,0"¢ = 0 (the equation of motion). These are called “Goldstone bosons”, or “Nambu-Goldstone
bosons”.

Withm = A =0,d = 4 we have NOTE: We did this in class differently with d # 4,m, A # 0,
and then switched to m = 1 = 0,d = 4, which was confusing. I’ve reworked my notes to d = 4
like the supplemental handout that did the same.



S = f d4x(%5'“¢5ﬂ¢)

Here we have a scale or dilatation invariance

x— x =elx,

P(x) > ¢'(x) = g,

d*x - d*x = eMdx.

The partials transform as

so the partial of the field transforms as

Fox) — XD _ gy,
ox

/
u

and finally

2

0u0)> > ™ (0u0(x))

5.7 CLASSICAL SCALAR THEORY.

(5.90)

(5.91)

(5.92)

(5.93)

(5.94)

(5.95)

(5.96)

With a —44 power in the transformed quadratic term, and 44 in the volume element, we see
that the action is invariant. To find Noether current, we need to vary the field and it’s derivatives

610 = ¢ (x) — p(x)
=¢'(e7'x') — p(x)
~ ¢ (X = AX) = p(x)
~ ¢/ (X)) = AX Y0’ (') — $(x)

2 (1= D(x) = A0 (X') — ¢(x)

= —A(1 + x¥0,)9,

(5.97)

Tl
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where the last step assumes that X' — x,¢’ — ¢, effectively weeding out any terms that are
quadratic or higher in A.
Now we need the variation of the derivatives of ¢

60, p(x) = 9,8 (x) = Bup(x), (5.98)
By eq. (5.95)

al;¢/(x/) — 8—2/16#¢(x)
— e—Z/Ialu(b(e—/lx/)

- ’ ra ’ (599)
~ €10, () — W00 ()
~ (1-22) 8, ($(x') = A" Bap())
o)
00up = —Ax"00,h(x) — 200,4(x) + O(2%) (5.100)
= —A(x"0q +2) 0up(x).
oL = (0
(0")6(0ud) (5.101)
= —1(20,¢ + x"060,9) 39,
or
oL
= = 4L + X7 (060,9) 99
-4 (5.102)
=4.L + xY04 (L)
=4L + 0y (X7 L) — LEgx*.
The variation in the Lagrangian density is thus
6L = 8, = 0, (- L), (5.103)
and the current is
Sy =L (5.104)
The Noether current is
oL
j/l — 5¢ —JH
(0. 9) (5.105)

= -3¢ (1 +x70,) ¢ + %x“avqb@%,
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or after flipping signs

1
Jy = #o(1+x70,) ¢ - 5x"&,¢6v¢

| . (5.106)
= x (aﬂw% - Eg”ama%) + 58”@2),
1
Foy = 0T+ 50“(¢2)- (5.107)
™ = 8'¢d"¢ — gL (5.108)

The current and T#” can both be redefined j* = j* + ,C** adding an antisymmetric C* =
—C"™

, _ o
]éllil conformal — XV Tconforrnal (5.109)
8:“ .dil conformal — _Tconformal'u,u (5.110)

consequence: 0 = 7% — 711 — 722 _ 733 'which is essentially

0=p-3p=0. (5.111)

5.8 LAST TIME.

We followed a sequence of operations

1. Noether’s theorem

2. — conserved currents

3. — charges (classical)

4. — “correspondence principle”
5. -0

e Hermitian operators

e ‘“generators of symmetry"
O(a) = &0 (5.112)
We found

O@)307(@) = ¢ +ia|0.] +--- (5.113)
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Example: internal symmetries:  (non-spacetime), such as O(NV) or U(1).
In QFT internal symmetries can have different “modes of realization”.

I “Wigner mode”. These are also called “unbroken symmetries”.
010)=0 (5.114)

i.e. U(@)|0) = 0. Ground state invariant. Formally : Q : annihilates |0). [Q, ﬁ] = 0 implies
that all eigenstates are eigenstates of Q in U(1). Example from HW 1

Q = “charge” under U(1). (5.115)

All states have definite charge, just live in QU.

II “Nambu-Goldstone mode” (Landau-Ginsburg). This is also called a “spontaneously broken
symmetry”. H or L is invariant under symmetry, but ground state is not.

Example:
L =0, 0" - V(o)), (5.116)
where
A
Vigh =n¢ ¢+ 3 (470) (5.117)

When m?> > 0 we have a Wigner mode, but when m?> < 0 we have an issue: ¢ = 0 is not a
minimum of potential. When m? < 0 we write

. A
Vg)=-m’¢'p+ 2 (9°9)

_il * 2_& 2
_4«¢¢) Am) (5.118)
A 25\ 4t
“a\0emAr) e
or simply
V@)zg(w¢—vﬂz+amm. (5.119)

The potential (called the Mexican hat potential) is illustrated in fig. 5.2 for non-zero v, and in
fig. 5.3 for v = 0. The following is a Mathematica code listing that can be used to play with this
shape

3 First encounter example (HWIL, SU((2) x SU(2) — SU(2)). Here a U(1) spontaneous broken symmetry.
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In[1]:= ClearAll[potential]
potential[x_, y_, v_] := (xA2 + yA2 - vA2)A2

Manipulate[

Plot3D[ potential[x, vy, v], {x, -5, 5}, {y, -5, 5}, PlotRange
—Full],

{{v,4}, 0, 10}

]

Figure 5.3: Degenerate Mexican hat potential v = 0.
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We choose to expand around some point on the minimum ring (it doesn’t matter which one).
When there is no potential, we call the field massless (i.e. if we are in the minimum ring). We
expand as

$(x) = v(l + @)e’”“‘”v, (5.120)
SO
/—l(¢*¢—v2)2 T PpaiC) 2— 2
4 1
2
=§v4((1+f£)) _1] (5.121)
v
_ A 4(2p P ?
-3 (7 i V—z) ’
and
O = (v (1 + ’@) éaﬂa + a,,p) ev. (5.122)

The Lagrangian takes the form

At
1 44 2
= 0up0'p + d00a (14 2) = T2 4 00%) (5.123)
v v

= 0,pd"p — 2% + aﬂa/(?la/(l + /—)).
v

L = |o¢*

¢*

We have two fields, p : a massive scalar field, the “Higgs”, and a massless field a (the Goldstone
boson).

U(1) symmetry acts on ¢(x) — €“@(x) i.t.o a(x) = a(x) + vw. U(1) global symmetry (bro-
ken) acts on the Goldstone field a(x) by a constant shift. (U(1) is still a symmetry of the La-
grangian.)

The current of the U(1) symmetry is:

Ju = 0y (1 + higher dimensional p terms) . (5.124)

When we quantize

& o i & ot
a,(x)zf : 14 elu)pt—lea:;_,’_f p e—lu)pt+lp~X&p (5125)
(27)

For oo oy
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J(x) = & a(x)

43 L
:f F— (iwp - ip) ¢z

2r)3 . 2w, (5.126)
3 . .
+f d 14 (—iwp + lp) e—la)],tﬂp-x&p.
(27)3 2w
F(x)10) £ 0, (5.127)

instead it creates a single particle state.

5.9 EXAMPLES OF SYMMETRIES.

In particle physics, examples of Wigner vs Nambu-Goldstone, ignoring gravity the only exact
internal symmetry in the standard module is (B# — L#), believed to be a U(1) symmetry in
Wigner mode.

Here B# is the Baryon number, and L# is the Lepton number. Examples:

e B(p) =1, proton.

B(g) = 1/3, quark

B(e) = 1, electron

B(n) = 1, neutron.

L(p) = 1, proton.

L(g) = 0, quark.
e L(e) =0, electron.

The major use of global internal symmetries in the standard model is as “approximate” ones.
They become symmetries when one neglects some effect( “terms in .£). There are other ap-
proximate symmetries (use of group theory to find the Balmer series).

Example from exercise 5.4 (Hw2):  QCD in limit
my, =mg = 0. (5.128)

m,mq < m,, (the products of the up-quark mass and the down-quark mass are much less than a
composite one (name?)). SUR)L X SU2)g —» SUQR)y
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EWSB (Electro-Weak-Symmetry-Breaking) sector ~ When the couplings g»,g1 = 0. (g2 €
SU2),8 € UD)).

5.10 SCALE INVARIANCE.

X—)@AX

p—>e'e . (5.129)
Ay — e A,
Any unitary theory which is scale invariant is also conformal invariant. Conformal invariance

means that angles are preserved. The point here is that there is more than scale invariance.
We have classical internal global continuous symmetries. These can be either

1. “unbroken” (Wigner mode)

A

Q10) = 0. (5.130)

2. “spontaneously broken”

F(@)]0)#0 (5.131)

(creates Goldstone modes).

3. “anomalous”. Classical symmetries are not a symmetry of QFT. Examples:
e Scale symmetry (to be studied in QFT II), although this is not truly internal.

e In QCD again when wq = 0, a U(1 symmetry (chiral symmetry) becomes exact, and
cannot be preserved in QFT.

e In the standard model (E.W sector), the Baryon number and Lepton numbers are
not symmetries, but their difference B# — L# is a symmetry.

5.11 LORENTZ INVARIANCE.

We’d like to study the action of Lorentz symmetries on quantum states. We are going to “go by
the book”, finding symmetries, currents, quantize, find generators, and so forth.
Under a Lorentz transformation

= X = AP, (5.132)
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We are going to consider infinitesimal Lorentz transformations
A, = 84, + W, (5.133)

where ", is small. A Lorentz transformation A must satisfy ATGA =G, or
v = A% u8ap NP, (5.134)

into which we insert the infinitesimal transformation representation

0=—-gu+ (‘Wu + wau) 8ap (6ﬁ" * wﬁy)
s (5.135)

= —guy + Guv + Wy + Wy + WL

The quadratic term can be ignored, leaving just
0 = wyy + Wy, (5.136)

or
Wyy = —Wyy. (5.137)

Note that w is a completely antisymmetric tensor, and like F,, this has only 6 elements. This
means that the infinitesimal transformation of the coordinates is

= A+ x,, (5.138)

the field transforms as

¢(x) — ¢'(x') = p(x) (5.139)
or
¢+ 00) = ¢ () + 2,0, () (5.140)
= ¢(x),
SO
8¢ = ¢ (x) — B(x) (5.141)
= —w"x,0,¢.

Since L is a scalar

0L = - x,0,L
= =0, (" x,L) + (Oux,)"" L (5.142)
=0, (- x, L),
since 0,x, = gy, i1s symmetric, and w is antisymmetric. Our current is

Jhy = = x, L. (5.143)
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FIXME: index mismatch above!
Our Noether current is

jZ}“ﬂ = g;i&p - Jg
=0"¢ (—w"pxpaygb) + W x,L (5.144)
= " (0”9 (~xp0u0) + 8" uxpL )

= W"x, (~0"90up + 8"L).

We identify
T, = =0"¢p0up + 6" L, (5.145)

so the current is

jcvuup = W1y = —wy T (5.146)
Define
1
jvyp — 5 (xpTV,U _ X#TVP), (5]47)

which retains the antisymmetry in pp yet still drops the parameter «w**. To check that this makes
sense, we can contract j** with wp,

1
jvypwp/l — _5 (xpTVM _ x/JTVP) w/lp

1 1

= _ExPTV/‘wﬂp - ix“TVPwW (5.148)
1 1

= _EXPTW(”MP - EXPTV”‘”W

= —x"T"wy,,

which matches eq. (5.146) as desired.

Example. Rotations up = ij

y L/ ioi o

Pee= 5 (FT% = T e (5.149)
= x'T% € jk-

Observe that this has the structure of (x X p)x, where p is the momentum density of the field.

Let

ngzfﬁM%w (5.150)
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We can now quantize and build a generator

Ula) = ol
. (5.151)
=exp(iakfd3xx’T016,~jk)

From eq. (5.145) we can quantize with T% = 0%¢d/¢p — # (V&)j, or

U(a) = exp (iak f d3xxiﬁ(V<$)j€ijk)

= exp (ia . fd3xfrV<2J X x)

(up to a sign in the exponent which doesn’t matter)

(5.152)

d(y) — U(@)dp(y)U(a)
() +ia - [ f dExr(x)VH(x) X X, B(y)

Q

(5.153)
= d(y) + i - f P x(-)6P (x - y)V(x) x x

= d(y) + - (Vd(y) xy).
Explicitly, in coordinates, this is
3(y) — d(y) + o' (33(y)y eju)

= B(y) — exja'y ¢
- by - Myt

(5.154)

This is a rotation. To illustrate, pick @ = (0,0, @), so y/ — y/ — éXayks;3 = y/ — e*ayk, or
B e g
-y - e3k2ayk =y’ —ay! (5.155)
V)3 = Bk = 33,

or in matrix form
y! 1 a 0|y
V=l-a 1 0|[y?| (5.156)

3 0o o 1]y
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5.12 PROBLEMS.

Exercise 5.1 Energy-momentum tensor for a scalar field

Itis claimed in [8] (3.2.1) that the momentum components of the energy-momentum tensor was

found to be

e, f T = f d*kka/ ax. (5.157)

a. Calculate this.
b. Calculate the other energy-momentum tensor components for the spacelike components.

c. Calculate the other energy-momentum tensor components for the Hamiltonian compo-
nent.
Answer for Exercise 5.1
First, from the Noether current for the scalar field Lagrangian in question, what is the energy-

momentum tensor explicitly?

T = 9" — g L

1
=n'd"¢ - g‘”§ (6a¢6"¢ - #2¢2)
1 (5.158)
— AN a _ 242
=n'n" — g 2(wr H ¢)
1 1
=na'n’ - Eg/”gaﬂﬂﬁna + Eg’”/fqﬁz.
Consider some special cases for the indexes. For 4 = v = 0, the result is the Hamiltonian

density

1 1
700 _ 20,0 _ Egooﬂaﬂ“ " Egooluz(ﬁz

1 1
0_0 13 242
S A il Y i g T ()
27 2 (5.159)
1 o0

1 1
=5nm - Ennﬂ" + Eyzqﬁz

1 1 1
= 57?2 + §(V¢)2 + §ﬂ2¢2,

where 72 = (9gp)> # 0*¢. For any u # v the off diagonal metric elements are zero, leaving
just

T = n#'n". (5.160)
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Finally, when n # 0, the remaining diagonal terms are

1
T = gt — _gnnﬂ_aﬂ,a + _gnnn2¢2

2 2
1
:n"n"+§7r(,7r“—§,u2¢2
— lﬂ2+ﬂ,nﬂ,n_lﬂ,mﬂ_m_l 2¢2
2 2 2+ (5.161)
_ 1 2 1 n 1 m__m 1 242
—27r+27r"71 ZZHTF 2;1(]5
m#n,0
_ 1 m_m 1 m_m 242
- LS Ly
m=n,0 m#n,0

The canonical momenta are

&k , . ,
a :aﬂf— ae *¥ 4l e* Y, (5.162)
(232 2wy )

but
' e™* = 9 exp (ik" x,) (5.163)
= ik" exp (ik - x),
SO
ki . .
o= s~ _ake—tk-x + aTetk-x
(2132 2wy ( )
3 ek . o
— IIL (_ake—zwka-x + alezwkt—lk-x) (5.164)
(27‘()3/2 \/2wk
3
= lfi _ake—iwkt + aikeiwkt) eik~x‘
(2m)3/2 \ 2wy,
This gives

1 BPkd®p ktp” : . . ) .
fd3xﬂ“7r” — _E fd3x (2 )3p p (_ake—zwkt + ajkezwkt) (_ape—lw,,t + aipelw,,t) el(p+k)-x
7} wrw,

1 K p” . . . ,
- __ d3kd3p (_ake—zwkt +d elwkl) (_a e iopt 4 aT elwpt) 5(3)([) +k)
2 \Vorw, -k P P
_ _l Bld kp ( it _ .t _ T +at af Ziwkt) 5@ + k
=3 p—wk aga-_ge akay —a_a-g +a_ae (p + k).

(5.165)

Further reduction of the leading k* p” term has a sign that depends on the values of the indices.
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Part a.  First consider the momentum case where one of u, or v is zero

fd3x7r“7r0 = fd3x7r0ﬂ“
(5.166)

1 s . .
— 1 —2iwt _ T T o7 2iwgt
=3 fd kk (aka_ke akay, — aag + aa_ e )

For p # 0 this can be written as a vector operator
1 . .
e, f & xT = ~5 f d*kk (aka_ke_z“"” + alaikez“"”)
1 P
+ 3 fd3kk (akak + aliak)

To get the desired result the time dependent terms have to be made to go away somehow.
Consider a spherical parameterization of the momentum space

(5.167)

k = k(sinfcos ¢, sinfsin ¢, cos 6) , (5.168)

Note that the volume element is

&’k = k* sin0dk A dO A de, (5.169)
where k € [0, co], 8 € [0, 7], and ¢ € [0, 2x]. If we map k — -k, the volume element becomes
&’k = (=k)? sin 0d(~k) A d6 A dg, (5.170)

over the same angular intervals, but k € [—o0, 0]. Flipping the sign of the time dependent opera-
tor products gives

aka—ke—Zzwkt + alaikebwkt N a_kake—lekt + aikalehwkt (5 171)
= axa_xe 2 a;aikez’“”" ,

which shows that this is an even function in k. The even characteristics of the volume element
and time dependent terms and the odd character of the momentum vector k can be used to show
that these terms integrate out to zero. Let’s compute the integral by averaging the momentum
operator using both parameterization sign options. First write

f(K) = axa_ie ™ +ala’, N, (5.172)
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SO
f Ik f(K) = 1 f d3kkf(k)+l f PEK f(K)

2
- f K*dk f sin 6d6 f kk(6, ¢) f(k)
27
.l f (k) f Sin 66 f (=0, ) f(K) (5.173)
271
— f sin 6d6 f d¢k( f Kdkf(K) + f k3dkf(—k))
0 —00
21 ) )
=— f sin 6d6 f d¢f(( f Kdkf (k) — f k3dkf(k))
2 Jo 0 0 0
Oa

so the momentum is reduced to

e,,fd3xT0” = %fd?’kk (akalt +a£ak)
-5 [ i aja+ [aal]) (5.174)

1
— 3 i 3)
= fd ik (akak + 50 (0)).

An argument like that of [14] can be used to dismiss the unphysical infinity associated with
the ground state energy level, leaving just

e, f PPxT" = f d*kka; a. (5.175)

Partb. Foru=m#0,and v =n # 0, we have
d.’a m_n _ 1 d3kkmkn —iwyt t T T T 2iwt 5.176
xnint = 3 o (aka_ke —aka —a_a-x+a_aqe ) (5.176)

Can the time dependent terms be killed in this case?

Part c.  'TODO: some stuff is wrong here.
Forv # 0

1 Ktk .
f Exntn’ = —= f d’k (—aka_ke_z"”” - akal - altak - alaTkezlwkt)
2 w
, (5.177)

= lfd3kkﬂkv (aka_ke_Zi“’" taa +aax+ala Ziwkt).
3 o k T k4
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Here’s a summary of these products

fd3x7ro7r0 =5 dkwy (aka_ke_zu”"’ - akalL - alLak + alLa}_keZ"”“) ,

fd3x7r”7r0 = fd3x7r07r"

1 3710 2iw,
- __ 3 —2iwyt T_ 1 Tt 2iwgt
=5 fd kk (aka_ke —aka, — apax + aga’ e )

K"k e .. ..
fd3x7rm7r” 3 fd3 ” (aka_ke Ziayt 4 akal + al'(ak + ala'_kem‘”"t).
k

For the mass term it was previously found that

L[ 2 (L Sdigt | b f et gt
2fd ,uq’) = 4fdk—k(a kaxe ~ ' +a’ a e +akak+akak).

The Hamiltonian component has been previously calculated, and resolves to

1
deXTOO = 5 fd3kwk (aka;; + alak).

The other diagonal components, for » # s # t are

fd3xT":fd3x[—Zn " ——Zﬂm m_

m=r,0 m=s,t
k" 2 k* 2 _ kt 2,2 .
=2 de ( )= ( )wk *)" —p (aka_ke_2"”” +a al + a;f{ak +aya’ e
1 )
~1 fd3kwk (aka_ke_z"”"’ akalT( - alak + alaTkeZ“"”)
1 er_kSZ_kZZ_ —0) . . )
_ : dek( ) — (k%) w(k ) —H k (aka—ke—ZIwkt +all(a}_k621wkt)
1 3 (kr)Z _ (kS)2 _ (kt)Z _MZ + wi ) ;
+ Z fd k " (akak + akak)

1 5, (K — o Sdiwgt 4t T Diwgt (k")
zifdkw—k(aka_ke /‘+Clk k€ k) Q,f k(,()_k(

(5.178a)

(5.178b)

(5.178c)

(5.179)

(5.180)

21wkt)

axa, + a;iak)

(5.181)

This doesn’t have the nice cancellation that killed the time dependent terms in the Hamilto-
nian. Such cancellation also doesn’t appear in the off diagonal energy-momentum tensor com-

ponents, which are
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fd3)CTnO Zfd3xTnO
(5.182)

1 » N . .
_ = 3.0 —2iwt _ P f Pt thkt)
=5 d’kk (aka_ke aga, — aax + a,a’ e s

andform#n #0

1 K i )
fd3xT’"" =3 fd3k o (aka_ke_z’“’k’ + akal + alak + alaikezwk’). (5.183)

The eq. (5.182) result has time dependence that the stated result does not (but is linear in k
as desired)? Did I miss something?

Exercise 5.2 Field Lagrangian with a divergence (2015 psl.5)
Show that replacing the Lagrange density L = L(¢,, 0o¢4) by

L' = L+8, N'(x), (5.184)

where A*(x),u = 0,---, 3, are arbitrary functions of the fields ¢,(x), does not alter the equa-
tions of motion. Thus, when constructing the most general Lagrange density for a field, we do
not have to include terms which are total derivatives. This will simplify life.

Answer for Exercise 5.2

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN"T TAKING PHY2403 I
. 1t 0 1 | &8 | 1 | B | | |
3 4 5 & ' /71 7 8 | ] J]
. ¢ 1 ! J ' 1 1 ] 8
4 . 43 1 11 8/ 8 ]} 8B
. 1 0 ' ' 8 1 ' 1 8 ]
[N I N N DN N DN BN N BN NN N AN N e
43 8 3 ! 3 & J P ' J
i 1 1 1 1 8 1 I | |
I B =\ D-REDACTION

Exercise 5.3 Scale invariance and conserved charge. (2018 HWI1.1V)

Consider classical electrodynamics with the Lagrangian

I
S = fd4x(—ZF,“,F’”). (5.185)
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Consider the following “dilatation” (or “scale”) transformation:

r _  d
xﬂ—>xﬂ—exﬂ

’ ’ —d (5186)
Au(x) = A (X") = e "Au(x),

where d is a constant, called the dilatation parameter.

Dilatation invariance in QED (and QCD) is perhaps the simplest example of a symmetry,
where the classical action is invariant, but the quantum theory is not (as you will learn later, in
the spring class). Broken scale invariance arises because one has to introduce a short-distance
cutoff (a UV “regulator”) to define the quantum theory. (We already saw an indication of the
need for a regulator when we considered the divergent zero point energy of the free quantum
scalar field.)

a. Show that the action is invariant under dilatations.
b. Find the corresponding Noether current.

c. Show that — perhaps, after a redefinition of j, ; notice that any conserved current j,
can be redefined by adding to it 8”C,,, where C,, is antisymmetric, without spoiling
its conservation (in this case C can depend on x*, 9" and A*, of course) the dilatation
current is simply related to the energy-momentum tensor: jff“f = x,T "#C"“f
the symbol con f indicates that these are the conformal energy-momentum tensor and
dilatation current. Notice that this problem, secretly, requires you to also derive T*” for

the electromagnetic field.

, Where

d. Show, then, that conservation of j;™ fimplies that the energy-momentum tensor of clas-
sical electrodynamics is traceless (the trace of the tensor is defined as usual to be g,,, T*").

e. Finally, open your classical electrodynamics books and recall the interpretation of the
T9 T* T¥ etc., components of the energy momentum tensor as energy density and
pressure. Show that the tracelessness of T#” is equivalent to the familiar relation

p=p/3 (5.187)

between the energy density and pressure of isotropic radiation — the equation of state of
blackbody radiation.*

Answer for Exercise 5.3

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN’T TAKING PHY 2403 Il
4 14 1 1 & | I | 8 | ||
4 3 & ' 5 ' 2 @} |

4 In class, I promised you some finite-temperature problem, but this homework got long. For now, this will remain the
only connection. I'll try to keep my promise... may be in the final?
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Exercise 5.4 A model with SU(2); X S U(2)g internal global symmetry: chiral symmetry and the Higgs (2018 HW2.

This problem introduces a model to describe the symmetry realization of the nonabelian
chiral symmetry in QCD (quantum chromodynamics). The word “chiral” should become clear
later in this class, but the “nonabelian” part will be clear below. S U(2)r X S U(2)g is an exact
symmetry of QCD in the limit when the “current masses” of the u# and d quark, m,, and mg, are
taken to vanish. In the real world, it is an approximate symmetry, in the sense that m, and m, are
small compared to the intrinsic scale of QCD, given, say, by the proton mass (m, 4 ~ MeV <«
1 GeV). This is, thus, an example of an “approximate symmetry”.

Closer to the theory you will study below, the scalar model with S U(2); X S U(2)g symmetry,
is really the same as the Higgs sector in the Standard Model, in the limit when the electro-
magnetic and weak interactions are turned off. SU(2);, X S U(2)g becomes a symmetry in this
limit. It is only an approximate symmetry, as the electromagnetic and weak couplings (which
explicitly break it) are dimensionless numbers smaller then unity.

Finally, to end the preaching preamble, the notion of approximate symmetries is not new and
you have, for sure, been exposed to its usefulness when studying the hydrogen atom spectrum
in quantum mechanics.

a. The Lagrangian you will study is that of two complex scalar fields, assembled into a
column ® = (¢, $»)" (the T is here so I do not have to go through the trouble to write
a column instead of a row). It is given by:

£ =0,070,0 - md'® - A(dD) (5.188)

Show that eq. (5.188) is invariant under an S U(2); global symmetry transformation
b — U D, where UZ Ur = 1is a2 X2 unitary matrix of unit determinant. In addition,
the Lagrangian has a U(1) symmetry, not part of S U(2);, acting as & — ¢'*P. Find the
currents and conserved charges under these symmetries.

Hint: recall that an infinitesimal S U(2);, transformation can be written as Uy = o +
iwu%, where 0¥ is the unit 2 x 2 matrix, 0%, a = 1,2, 3 are the Pauli matrices, and w,
are the three parameters of infinitesimal S U(2);, transformations.

0

b. Show that the charge operators, Ok, a = 1,2,3, conserved due to S U(2), invariance,
obey the angular momentum algebra, i.e., [ AIL, Qé] =i Qé (plus cyclic permutations).
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c. The Lagrangian eq. (5.188) has, however, a larger symmetry than simply the above

SU(2)r. To begin seeing this, instead of using ® = (@', ¢»T introduce the real and
imaginary parts of ¢'2. Use ¢! = y' +iy?, ¢> = ¢ + iy*, and introducing ¥ =
(;.//1, w2, gl/3, ;04)T, show that eq. (5.188) can be written as:

L = ad, Y Y - bm* ¥ — cA(YTY)? (5.189)

on the way determining the (pure numbers) a, b, c. The Lagrangian eq. (5.189) has,
clearly, an O(4) symmetry, i.e., is invariant under ¥ — OY, where O is a 4 X 4 or-
thogonal matrix, OTO = 1. Is there a continuous U(1) allowed in this case?

Comment: I will spare you finding the currents for S O(4) (S O(4) matrices are the re-
striction of O(4) matrices to the ones with unit determinant). What you will do next,
instead, is to use the equivalence of Lie algebras S O(4) =~ SU(2)r X S U(2)g, which will
come about by another change of variables (see below). Notice also that, as it comes,
S O(4) happens to be the Euclidean version of S O(1, 3).

. To expose the SU(2);, X S U(2)g symmetry of eq. (5.188), now use the following change

of variables. Consider, instead of ® in eq. (5.188) the 2 X 2 matrix H made up by com-
ponents of ® as follows:

L, L |¢5 ¢
H=—(ic?®" , d)= — | "2 (5.190)
V2 V2 [—w; qu

Show that under S U(2) transformations,

1
H —> —(ic?(U.D)", U, D)

V2

1 (ULic? D, Uy D) (5.191)
= —=\Lio > UL

V2

=ULH.

Hint: the tricky part is to show that ic>(U;®)* = io? U, =U Lio?®*. What you need
to show, then, is that c2U 0% = U ; (this fact will be very useful in our future studies of
spinors, so make sure you understand it).

. Using the change of variables eq. (5.190), show that

_ L{igil? + 12 0

H'H ) e
2 0 611 + I¢pa]

(5.192)

and, hence, that eq. (5.188) can be written as

£ = tw(3,H & H) - m* e (HH) - A (w H'H’ (5.193)
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where tr denotes the matrix trace. Show that now eq. (5.193) has SU2);, X SU2)r
symmetry, acting on H as

H— U HU, (5.194)

where the action of U; on the right is pure convention (we could have taken U instead).
Uy and Uy are two sets of independent S U(2) transformations. The L and R (left and
right) names are self-evident in the way eq. (5.194) is written. Show that under S U(2); X
SU2)r

b

a
OH = iw,’;%H - iw’;H%. (5.195)

Hint: clearly, the only thing you need to show is S U(2)g invariance, as S U(2); was
already shown.

f. Show that the left and right S U(2) conserved currents can be written as

Ji = w(@'H'o“H - H'o“9"H)

: 5.196
b = L (o*Ho"H' — Hobo 1T o
% =5 u(¢Ho H — Ho'¢'H')

and that the corresponding generators oLk obey the commutation relations of two com-
muting angular momentum algebras.
Hint: notice that both currents are Hermitian and that the left is obtained from the right
by interchanging H with H'.

Answer for Exercise 5.4

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN"T TAKING PHY2403 Il
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Exercise 5.5 SUR2)p x SU(2)g, realized in the Wigner and Nambu-Goldstone modes. (2018 HW2.11I)

Consider now our Lagrangian eq. (5.193) and imagine that m®> < 0, for whatever reason
(nobody knows, really), while A is still positive. This now becomes the Higgs Lagrangian of the
Standard Model.



98

SYMMETRIES.

a. Show that the classical potential in eq. (5.193) now becomes:

V= —|m|w H'H + A (e HT H)'
s

21

2 (5.197)
] + const.

= A[W + |¢paf* —

b. Clearly, there are extrema of the potential when |¢;|* + |#2*> = 0 and when |¢]* + |¢,|* =
% The second one has, clearly, smaller energy density. To quantize the theory, we now
have to choose which classical minimum to expand around. Show that, if we expand
around |¢1|2 + |¢2|2 = 0, we will find that the ¢; > excitations are tachyons, even clas-
sically. This signals an instability, rather than a faster-than-light propagation and shows
that we have chosen the wrong value of & to build our quantum theory.

c. Thus, consider the |q§1|2 + |q52|2 = @ minimum of V. This is really a set of minima. In
fact the set parameterized by |¢1|2 + |¢2|2 = const is also known as a three sphere (S3,
embedded in a four-dimensional space parameterized by ' - not the spacetime!). To
build the quantum theory, we will choose a point on this three sphere (a.k.a. the “vacuum
manifold” - the set of field values that minimize the potential). We will now study the
small fluctuations around the chosen point and the spectrum of the theory in this vacuum.
There is an infinite number of parameterizations that can be used to do this, but I will
suggest one that makes the symmetries the clearest. Thus, use the H-representation and

take

H(x) = Ma + h(x))e!? 7" (5.198)
2V2
The logic here is as follows. When A(x) and ¢“(x) vanish (i.e. there are no excitations),
the parameterization eq. (5.198) is equivalent, by eq. (5.192) , to taking a specific point
on the vacuum manifold, i.e. the one where ¢; = 0 and ¢ = |m|/ V2. The fields h(x)
and ¢%(x) parameterize the fluctuations around this ground state (for sure, they can be
mapped - the map is nonlinear - to the fluctuations of the fields ¢, around the chosen
vacuum value for ¢».> What you will do now is take the form eq. (5.198) , plug it into
the Lagrangian eq. (5.193) with m? = —|m2 , and expand what you find to second order
in the fields A(x) and ¢“(x). Show that the field 2(x) has a mass and find an expression

5 As in classical mechanics, which variables one uses to describe physics is a matter of choice and convenience.
The Euler-Lagrange equations have the property that they are invariant under changes of variables, so long as no
singularity occurs in the process. In fact, one of the main motivations of using Lagrangians in classical mechanics is
that the change of variables is much easier to do. In other words, it is much easier to first transform the Lagrangian to
spherical coordinates and then find the Euler-Lagrange equations then to transform the equations found in Cartesian
coordinates to spherical coordinates (in the latter case you need to differentiate twice...). Invariance of physics under
nonsingular changes of variables in the Lagrangian is, of course, inherited in field theory.



5.12 PROBLEMS.

for it. Show that the fields ¢“(x) remain massless and that their Lagrangian (not just to
quadratic order) only contains derivatives.

The latter point can be seen pretty simply by noting that H(x) from eq. (5.198) can be
written as

H(x) = %Q(x)(l + h(x)), (5.199)

with QTQ) = 1 and det(Q)(x)) = 1. In this parameterization ()(x) fluctuations corre-
spond to going around the vacuum manifold §3, while the h(x) fluctuations are along
the “radial” directions away from the minimum. The latter cost energy, hence A is mas-
sive (the Higgs field!), while the ()(x) only cost energy if the x-dependence is nontrivial.
The ¢“(x) (or ()(x)) are equivalent parameterizations of the Goldstone fields. What you
found here is an example of a general story: if a theory has a continuous symmetry,
which is not a symmetry of the ground state, there is a number of massless Goldstone
(or Nambu-Goldstone) modes. For internal symmetries like the ones we are considering
here, their number is equal to the number of broken generators.

In the Standard Model, A(x) is indeed the Higgs field. The fields ¢“(x) actually become
the longitudinal components of the W and Z-bosons (one usually says that they are
“eaten”, a manifestation of the Landau-Anderson-Higgs-Brout-Englert-Guralnik-Hagen-
... mechanism).

. One question that was not discussed and remained a bit obscure is that of the unbroken
part of the symmetry. The original Lagrangian has S U(2); x S U(2)g symmetry. The
value of H(x) in the vacuum, denoted by (H), is given by eq. (5.198) with 2 = ¢% = 0
and is (H) ~ unit matrix. Show that, while (H) is not invariant under SU(2);, X SU(2)r
for arbitrary S U(2)r and S U(2)g transformations, it is invariant under eq. (5.194) with
Ur = Ug. Such SU2)r X S U(2)g transformations with Uy = Uy are called “diagonal”
or “vector” S U(2)y transformations. These remain unbroken in the vacuum. In the elec-
troweak theory, the third component of S U(2)y is identified with electromagnetic U(1).
Show that the current associated with § U(2)y transformations has the form:

Va _ i T r-a a T

Jut =5 (0uH" [0, H] + 3,H |0, HT]) (5.200)
Show also that the other “linear” combination of S U(2);, and S U(2)g, eq. (5.194) with
Ug = Uz corresponds to the current (not conserved!) usually called the “axial current”

jie = %traﬂHT{a“,H} - 3 H{o", H'}, (5.201)

where {A, B} = AB + BA denotes the anticommutator.
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e. Show that to linear order in the fields A(x), $“(x), the a-th axial current is simply
J4~ (H)Y0,4", (5.202)

and find the constant in front. Thus, when the quantum operator corresponding to eq. (5.202)
acts on the vacuum, it creates a quantum of the Goldstone boson (times the momentum
and the “Goldstone boson decay constant” which is really equal to (H)).

Show also that, to leading nontrivial order in the fields, the conserved vector current jV’“

is quadratic in the fields ¢“.

In QCD, the relation eq. (5.202) and the algebra of the currents j¥4 constitute the basis

of an approach to soft-pion physics (soft means low energy) known as “current algebra”.
Here, we studied the Nambu-Goldstone mode. In the Wigner mode, when m? > 0, there
are no massless particles, as is easy to convince yourselves.

Answer for Exercise 5.5
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LORENTZ BOOSTS, GENERATORS, LORENTZ INVARIANCE,
MICROCAUSALITY.

6.1 LORENTZ TRANSFORM SYMMETRIES.

From last time, recall that an infinitesimal Lorentz transform has the form

NN (6.1)

where
= -, (6.2)

We showed last time that w'/ induces a rotation, and will show today that w" is a boost.
We introduced a three index current, factoring out explicit dependence on the incremental
Lorentz transform tensor w*” as follows

e = %(XPTW _ AT 6.3)

and can easily show that this current has the desired zero four-divergence property

1
0, = 3 ((OyXO)T™ + X0, — (0, X)T'P — X3, FF)
1 (6.4)
= — (TP* + —TH)
2
=0,
since the energy-momentum tensor is symmetric.
Defining charge in the usual fashion Q = f d*xj°, so we can define a charge for each pair of

indexes uv, and in particular
0% = f 3 xJO0k

— %f‘px(kaOO —XOTOk)

(6.5)

d3 X jOOk

0% =

_ ldeX(kaOO _XOTOk)'

—

(6.6)

[\
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However, since 0 = 9, T*" = 7% + 6jTjV, or 7% = —GjTjV,

1 ‘ .
=5 f &x (H(=0,17°) - T% = 0(-0;T))
1 )
=5 f dx (0;(-TT) + 0T - T% + x°0,T)
(6.7)
f P (9(-FT) + P9~ P 4 x09,17)
1 ) )
=3 fd3x6j (—kaJO + xOTfk),
which leaves just surface terms, so Q% = 0
Quantizing:  From our previous identification eq. (5.145), we have
T =0"¢pd"p — g L. (6.8)
In particular
1
00 = 5%a°p — 5 (300’0 + Bk 9) ©9)
1 1 '
— _60 60 - (V 27
> 0" ¢ 2( ®)
and
%k — 509k, (6.10)
We may quantize these energy momentum tensor components as
R 1 1 _.
70 = 72 + —(V$)?
% 2 (6.11)
T = Eﬁa"é.

We can now start computing the commutators associated with the charge operator. The first
of those commutators is

(160,800 = 5 [#00.8]. 6.12)

which can be evaluated using the field commutator analogue of [F(p), g] = iF’ which is

|Fx)), ¢<y>]—— 5<3><x y), (6.13)
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to give
|70, d(y)| = —i6® (x - y)(x). (6.14)
The other required commutator is
|77, 3(y)| = |23 (x), d(¥)]

= 3'(x) [2(x). (y)] (6.15)
= -6V (x - y)o'$(x).

The charge commutator with the field can now be computed
- [ A0k 4 _ € 3. k[+00 2 O[O0k 3
e 0™ )] =15 [ Ex(#[7%.0w)] -2 [P b))

(¥4 -»°8"6) (6.16)
(o —r"0"bw)),

NN m

so to first order in €
i A0k A -0k ~ € A € A
L IWTECT = dy) + 50 + 33 IdW)- (6.17)
For example, with k = 1
O A _ieO% A € A ag?)
0 e 0" = iy + £ (quﬁ(y) +y0@(y))

A € €
= 30" + Eyl,y1 + 5y2,y3)-

(6.18)

This is a boost. If we compare explicitly to an infinitesimal Lorentz transformation of the
coordinates

-0+ wmxl =x0 = Myt 6.19)
-+ a)]oxo =x' - a)mxo =x' - wmxo,
we can make the identification
€
— = =", (6.20)

We now have the explicit form of the generator of a spacetime translation

UA) = exp (—ink fd3x (fooxk - TkaO)). (6.21)
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An explicit boost along the x-axis has the form

A n A ~ t—vx X — Vvt
O(N)G(1,x)0T(A) = ¢ , sz (6.22)
VI =12 V1 -2
and more generally
U(MN)$)UT(A) = (Ax), (6.23)

where x is a four vector, (Ax)* = A*,x", and A*, ~ &, + W*,.

6.2 TRANSFORMATION OF MOMENTUM STATES.

In the momentum space representation

n d3p . . f
o(x) = f— (el(wp[—P'X)ap + e—l(wpt—p«)&p)
(27)3 \2wp
& (6.24)
= f—P (eip”x”&p + e_"p“x’l&;f,)

(21 \2p

U(N@)UT(A) = p(Ax)

Po=wp

_ f d3P PN e—ip“A“VxV&T) ‘ (6.25)
213 2w, ’ P lpo=cp
This can be put into an explicitly Lorentz invariant form
. dp°d® : v,
d(Ax) = f éﬂ)fé(pé -p? - mHOR%) A /2wpe”’”A#” ap +h.c.
dp’d®p (8(po — wp)  8(po + wp) (020
- f é )31’ ( pgw LI pgw P )@(po) \[2wpétp + hec.,
g P P
which recovers eq. (6.25) by making use of the delta function identity 6(f(x)) = X (x,)=0 %,
since the ®@(pP) kills the second delta function.
We now have a more explicit Lorentz invariant structure
. dp°d® : v,
H(Ax) = f é ﬂ)f’ 5(p2 - p? — m)O(°) \2wpe” N ay + hic. (6.27)

Recall that a boost moves a spacetime point along a parabola, such as that of fig. 6.1, whereas
a rotation moves along a constant “circular” trajectory of a hyper-paraboloid. In general, a
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Lorentz transformation may move a spacetime point along any path on a hyper-paraboloid such
as the one depicted (in two spatial dimensions) in fig. 6.2. This paraboloid depict the surfaces

of constant energy-momentum p° = /p? + m2. Because a Lorentz transformation only shift
points along that energy-momentum surface, but cannot change the sign of the energy coordi-
nate p°, this means that @(p°) is also a Lorentz invariant.

Figure 6.1: One dimensional spacetime surface for constant (p°)? — p> = m?.

Figure 6.2: Surface of constant squared four-momentum.

Let’s change variables

pt=AYp”, (6.28)
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so that

p/JAﬂva = A/lpp/pg/lvAyaxa-

(M) 629
= " gporx’,

which gives

. dp’°’&@Pp ., o

P(Ax) = %5@ 5= = mHOP®) \J20ap e Fany +hec.

] (022 (6.30)
pap_ . > 2 2 0 ip-x A
= P S(py —p° —m )O(p”) \J2wape apnp + h.c.

Since

A dpodsp 2 2 2 0 ipxa

o(x) = 2 O(py —p~ —m )O(p”) \[2wpe'’ ayp + h.c. (6.31)

we can now conclude that the creation and annihilation operators transform as

\20apiap = U(A) \20pap UT(A). (6.32)

If the desired normalization for a momentum state is assumed to be

2wpdih 10) = |p), (6.33)

then by noting that U(A)|0) = |0) (i.e. the ground state is Lorentz invariant), we have

2a)ApeﬁAp 10y = U(A) \[20pa, 0 (A)O(A)10)

= U(A) \2wpa}, 10) (6.34)

=0 Ip).

The normalization eq. (6.33) means that the Lorentz transformation of a momentum state, takes
a particularly simple form

O(N)Ip) = |Ap) . (6.35)

In [14], this is argued differently. In particular, it’s argued that eq. (6.33) must be the re-
quired normalization based on a requirement for Lorentz invariant measure, and then demands
U (A) Ip) = |Ap). After this eq. (6.32) follows as a consequence (albeit, how to conclude that is
not spelled out in detail).



6.3 RELATIVISTIC NORMALIZATION. 107

6.3 RELATIVISTIC NORMALIZATION.

We will continue looking at the generator of spacetime translation U (A), which has the property

U(A) 0y = 10), (6.36)
That is
U(A) = 1 + operators that annihilate the vacuum state. (6.37)

The action on a field was

U(MN@)UT(A) = d(Ax), (6.38)

and the action on the annihilation operator was

U(A) \[2wpap U (A) = \[2wppanp. (6.39)

If [p1) is the one particle state with momentum p1, then that momentum state can be generated
from the ground state with the following normalized creation operation

1) = 2wp, &, [0). (6.40)

We can compute the matrix element between two matrix states using the creation operator
representation

(p2Ip1) = \lzwpl prz (0 aPZ&I’I 10>
AT A .
= \2wp, \[2wp, (01 (a}, &y, + 276 (p - ) (6.41)

= J2wp, [2wp, 216 (p1 - p2)

= 2wp, (273 6®(p; — p2).

6.4 SPACELIKE SURFACES.

If x#, p# are four vectors, then p*x, = invariant = p’”x;l. The light cone is the surface p(z) =p?,

whereas timelike four-momentum form a paraboloid surface p3 —p? = m? (i.e. E = Jm>c* + p>c?).
The surface for constant spacelike points (i.e. all related by a Lorentz transformation) is illus-
trated in fig. 6.3. A boost moves a point up or down that surface along the energy axis. It

is therefore possible to use a sequence of boost and rotation to transform a point (E,p) —
(-E,p) — (—E,—p). That is, any spacelike four-vector x may be transformed to —x using a
Lorentz transformation.
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Figure 6.3: Constant spacelike surface.

6.5 CONDITION ON MICROCAUSALITY.

We defined operators ¢(x), which was a Hermitian operator for the real scalar field. For the com-
plex scalar field we used ¢(x) = (1 + $2)/ V2, where each of ¢, ¢, were Hermitian operators.
i.e. we can think of these operators as “observables”, that is ¢(x) = ¢'(x).

We now want to show that these operators commute at spacelike separations, and see how
this relates to the question of causality. In particular, we want to see that an observation of one
operator, will not effect the measurement of the other.

The condition of microcausality is

[6(x), ()] = 0

if x ~ y, that is (x — y)> < 0. That is, x, y are spacelike separated.
We wrote

e, al (6.42)

Bx) = f — f =
Q) 2wy pieen Q) 2w,

or ¢(x) = ¢_(x) + ¢, (x), where

————¢ P a
Q) 2w
’ (6.43)
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Compute the commutator
D(x) = [$-(x), $+(0)]

dBp . Bk . .
B
f 213 \[2wp P J ) V2w ‘ (6.44)
&’ ipx Bk
= f — =, f ———0n’s(p - k),
2m)? 2w, *J(2n)} V2w

dp :
D = —ipx . 6.45
) f G2y oy (049

Now about the commutator at two spacetime points

|0, 80| = [-(0) + $+(x), ) + ¢ )]
= [6-00.8.0)] + [:(0).8-0)] (6.46)
=-Dy—x)+ D(x—y).
Find
[$(x), $()] = D(x = y) = D(y — x)
[#(x). §(0)] = D(x) = D(~x).
Let’s look at D(x), eq. (6.45), a bit more closely.

(6.47)

Claim:  D(x) is Lorentz invariant (has the same value for all x*, x"#
We can see this by writing this out as

& .
D(x) = f ( 2771)9 =dp°s(pg — p* — mHO(p)e P (6.48)

The exponential is Lorentz invariant, and the delta function has been put into a Lorentz in-
variant form.

Claim 1:  D(x) = D(x') where x2 = x'2.

Claim 2:  x*,—x" are related by Lorentz transformations if 2 <0.

From the figure, we see that D(x) = D(—x) for a spacelike point, which implies that [qAS(x), @(0)] =

0 for a spacelike point x.

We’ve shown this for free fields, but later we will see that this is the case for interacting fields
t0o.
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EXTERNAL SOURCES.

7.1 HARMONIC OSCILLATOR.

1. w? .
L=34-—q - ji)g .

The term j(z) shifts the origin in a time dependent fashion (graphical illustration in class
wiggling a hockey stick, as a sample of a harmonic oscillator).

W2
t

P2 2
H = £ +—q" + j(tg (7.2)

iqu(t) = [qu, H| = ipu

7.3)
ipn(0) = [pu, H) = —iw*qu — ij(0) (
qn(t) = —w*qu(®) — j(t) (7.4)
or
(O + WHqu(t) = = j(D) (7.5)
qu(®) = g% + f Gr(t = 1) j(t"dr' . (7.6)
This solves the equation provided Gg(t —t) has the property that
Oy + W)Gr(t—1') = =5t —1'). (7.7)
That is
On + W)qu(t) = Ou + 0HGH D + (04 + W) f Gr(t — 1) j(t))dt . (7.8)

This function Gg is called the retarded Green’s function. We want to find this function, and
as usual, we do this by taking the Fourier transform of eq. (7.7)
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f dte (B + wGr(t —1') = - f d1e's(t — 1) (7.9)
S
Let
’ dp —ip(t—=t) Sy
Gu-1)= | =" IG(p), (7.10)
21
SO

CV] : d ! .7 /N~
—e = f dte’ (B, + w?) f zle*lf’ “OG(p)
T

: dp, 2 T~
— ipt o 2 ip’(t—t") ’
fdte f_27r ( P +a))e G(p") (7.11)
= fdp’ (=p" +w?) e 5(p - p)G(p')

(-p* + ) G(p)e™,

SO
~ 1 0
) == (7.12)
Now
dp _. .~
G(t) = f GP oirtG3( ). (7.13)
2n
Let’s write the momentum space Green’s function as
G(p) = ! (7.14)
P p—owrw '
The solution contained
fG(t -1 j{)dr . (7.15)

Suppose j(t) = 0 for all # < ty. We want the effect of j(¢) to be felt in the future, for example,
Jj(®) is an impulse starting at some time. We want G(¢) to vanish at negative times.
We want the integral

U
60 = | S o e



7.1 HARMONIC OSCILLATOR.

Figure 7.1: Lower plane contour.

-

S ®

0

Figure 7.2: Upper plane contour.

to vanish when ¢ < 0.

Start with # > 0 (that is ¢’ < 7), so that e”"?" = ¢~"P!l which means that we have to integrate
over a lower plane contour like fig. 7.1, because the imaginary part of p is negative, but for r < 0
(that is ' > t), we want an upper plane contour like fig. 7.2.

Question: since we are integrating over the real line, how can we get away with deforming
the contour? Answer: it works. If we do this we get a Green’s function that makes sense (better
answer later?)

We add an infinite circle, so that we can integrate over a closed contour, and pick the contour
so that it is zero for ¢t < 0 and non-zero (enclosed poles) for ¢ > 0.

dp _; 1
G (t>0):f—e R
A c2n (p-w(p+w)
1 e—iwt eiwt
- (=2ni _c (7.17)
271( m)( 2w Zw)
sin(wt)

w

113



114

EXTERNAL SOURCES.

Now we write the Green’s function for all time as

sin(wt)
w

Ggr(t) = —

O(1). (7.18)

The question of what contour to pick can now be justified by the result, since this satisfies
eq. (7.7). If we wanted a Green’s function that selected just future contributions we’d have used
a “bumps down” contour. There will be circumstances where we will use some of the other
contour possibilities (fig. 7.3). In particular, the bumps up and down contour will be used to
derive the “Feynman propagator” that we’ll use later.

</ N
M\ /M
/M
U/
L
/

Figure 7.3: All possible deformations around the poles.

7.2 FIELD THEORY (WHERE WE ARE GOING).

We will consider a massive real scalar field theory with an external source with action
a4 (1 m oo
S=|dx Eﬁycpé"(/} - 7(/’) + j(X)p(x)]. (7.19)

We don’t have examples of currents that create scalar fields, but to study such as system,
recall that in electromagnetism we added sources to the field by adding a term like

f d*xA*(x) ju(x), (7.20)

to our action.
The equation of motion can be found to be

(60" +m?) p(x) = j(x). (7.21)
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We want to study the Green’s function of this Klein-Gordon equation, defined to obey
(60" + mz)x G(x—y) = —is®(x - y), (7.22)

where the —i factor is for convenience. This is analogous to the Green’s function that we just
studied for the QM harmonic oscillator.

Exercise 7.1 Compute D(x — y) from the commutator.

Generalize the derivation eq. (6.45) by computing the commutator at two different space time
points x, y.
Answer for Exercise 7.1

Let
D(x - y) = [$-(x), ()]
:f d3p e—ip.x| N f Pk eik-y|k0_ [A AT]
@p oy T @O T

d3 . d3k " (723)
- f L = LS f — ", 16 (p - k)

(2n)3 J2wp (2m)% 2wy

3
= [ L2 vy
(27r)32wp P =wp
Exercise 7.2 Verification of harmonic oscillator Green’s function.

Take the derivatives of a convolution of the Green’s function eq. (7.18) to show that it satisfies

eq. (7.7).
Answer for Exercise 7.2
Let
(o] l (o]
q(t) = f G(t—1)ji"ydt = —— f sin(w(t — )0 — 1) j(')dr . (7.24)
—00 W J_xo

We are free to add any go(7) that satisfies the homogeneous wave equation g (7) + w?qo(t) = 0
to our assumed convolution solution eq. (7.24), but that isn’t interesting for this exercise. Since
O —-1t)=0fort—¢ <0,ort >t the convolution can be written as

g =~ f sin(e(t - 1)) (), (7.25)

o0
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which is now in a convenient form to take derivatives. We have contributions from the bound-
ary’s time dependence and from the integrand. In particular
d b(t)

b
o g(x,)dx = g(b()b'(t) — g(a(t))d’' (1) + f gg(x, Ndx. (7.26)
a(t) a t

Assuming that j(—co) = 0, this gives

d 1 !
Z—(t) = ——sin(w(t — 1)) j(t')| P f cos(w(t — 1)) j(tHdt
' 0 oo (7.27)
= - f cos(w(t — 1)) j(")dr' .
For the second derivative we have
q" (1) = —cos(w(r — 1)) j(t’)(l,:t +w f sin(w(r — 1)) j(t')dt’
o )0 (7.28)
— —j(l‘) _ w2 f wﬂt,)dt,’
or
q"(1) = = j(t) - wq(1), (7.29)

which is our forced Harmonic oscillator equation.

7.3 GREEN’S FUNCTIONS FOR THE FORCED KLEIN-GORDON EQUATION.

The problem were were preparing to do was to study the problem of “particle creation by exter-
nal classical source”.
We continue with a real scalar field, free, massive, but with an interaction with a source

Sint = f d*xj(xX)p(x). (7.30)

Modern application:  think of ¢ has some SM field and think of j as due to inflaton (i.e. cos-
mological inflation interaction) oscillation. In the inflationary model, the process of “reheating”
creates all the matter in the universe. We won’t be talking about inflation, but will be considering
a toy model that has some similar characteristics to the inflationary theory.

The equation of motion that we end up with is
(60" +m*) ¢ = ji (7.31)

and we wish to solve this using Green’s function techniques.



7.3 GREEN’S FUNCTIONS FOR THE FORCED KLEIN-GORDON EQUATION.

— Definition 7.1: Klein-Gordon Green’s function.

The QFT conventions for the Klein-Gordon Green’s function is

(E)MB'“ + mz) G(x—y) = —is®(x-y).

As usual, we assume that it is possible to find a solution ¢ by convolution
o0 =1 [ G- i) 732)

Check:

(60" +m?) p(x) = i (8,0 + m?) f d*yG(x = )j()
7.33
_ f (6P (x — y)j) 7

= Jj(x).

Also, as usual, we take out our Fourier transforms, the power tool of physics, and determine
the structure of the Green’s function by inverting the transform equation

d*p A
G(x—y) = f (ZHI)’ e POG(p). (7.34)

Operating with Klein-Gordon gives

d* , , i)

(8uau+m2)G(X):fﬁ((—lpﬂ)(—lp”)+m2)e PENG(p). (7.35)

This must equal
d*p .

_is® v ) = i ip-(x=y)

0" (x—y) lf(er)“e , (7.36)
or

(m* = pup*) G(p) = —i. (7.37)

The Green’s function in the momentum domain is

~ i
G(p) = lm (7.38)
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The inverse transform provides the spatial domain representation of the Green’s function

i

— d4p —ip-x
Gl = f et O —pr-m?

_ f Ep_ipx f dpo -ippa® i _
(277)3 2n (po— wp)(Po + wp)

In the po plane, we have two poles at pg = *wp. There are 4 ways to go around the poles,
the retarded time deformation that we used to derive the Green’s function for the harmonic

oscillator, as sketched in fig. 7.4, the advanced time deformation sketched in fig. 7.5, and mixed
deformations.

(7.39)

Figure 7.5: Advanced time deformation.

We will evaluate the integral using the “Feynman propagator” contour sketched in fig. 7.6.
Why we use the Feynman contour, and not the retarded contour can be justified by how well
this works for the perturbation methods that will be developed later.

Consider each contour in turn.

Case I. X" > 0 For this case, we use the lower half plane contour sketched in fig. 7.7, which
vanishes for J(pg) < 0, xg > 0, where —i(i3(pg)xo) < 0.
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_'U-J/ .
N

Figure 7.6: Feynman propagator deformation path.

Figure 7.7: Feynman propagator contour for 7 > 0.

Here we pick up just the pole at pg = wp, and take a negatively oriented path

Gr = d’p ePx f dﬂe_ipoxo !
(2n)? 2n (po — wp)(PO + 6Up)

dp N
= | S e®X(-2ni) —
(2m) 2r po + wp

Po=0) (7.40)

_ i
) @ 2 2w,
d*p
= e .
(2r)3 2wp

e —ip )0
d3p -p,x—2m je~'PoX¥
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Case II. X" < 0 For x° < 0 we use an upper half plane contour with the same deformation
around the poles. This time

d3p eip-x f dﬂe—ipoxo i
(2n)? 21 (po — wp)(Po + wp)

d3 ) —ipgx? :
- f LD X (427 | & !
(2m) 2 po — wp

f dp ipx 127 ie=irox’
= e
(2m)3 2n 2wy

Gr =

Po=—wp (7.41)

d3p ip-x eiwpxo

= ePX—,
(2m)3 2wp

We’ve obtained a piecewise representation of the Green’s function, where the only difference is
the sign of the ia)px0 exponential.
We can combine eq. (7.40) eq. (7.41) by using ©® functions

d3p

p- —iwyx® iwpx°
Mel”‘(e P @(xg) + € @(—xo)). (7.42)

The first integral (without the @ factor) is the Wightman function

dp j
= L pTwX
P f 2m3 2w, ks (7.43)

For the second integral, we make a change of variables p — —p leaving

f dzp eip~x+iwpx0 _>f dzp e—ip-x+ia)px0
(2m) 2wy (2m) 2wy

3
_ d P —ip-x

-~ J 22w,
= D(-x),

(7.44)

SO

Gr(x) = O(x")D(x) + O(=x")D(-x). (7.45)




7.4 POLE SHIFTING.

7.4  POLE SHIFTING.

Recall that the four dimensional form of the Green’s function was

d*p 1
Dr =1 —ipx . 7.46
F ’f QS o (7:40)

For the Feynman case, the contour that we were taking around the poles can also be accom-
plished by shifting the poles strategically, as sketched in fig. 7.8.

P";"wf ﬂ

L pa=—r TE
—=>

v
\/

=‘~)’;
Pe r 2

Figure 7.8: Feynman deformation or equivalent shift of the poles.

This shift can be expressed explicit algebraically by introducing an offset

d*p _; 1
Dr =i T , 7.47
F lf(Zn)“e p?—m? +ie (7.47)

which puts the poles at

Wp
1 ie (7.48)
= ia)p 1- 507
p
| twp— %lwip
—wp + %lwip
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7.5 MATRIX ELEMENT REPRESENTATION OF THE WIGHTMAN FUNCTION.

Recall that the Wightman function eq. (7.43) also had a matrix element representation

D(x) = (0] ¢(x)$(0) |0) . (7.49)

This can be shown by expansion.
d3q 1 +
—————(a) +aq)0).
Po=wp f (aq q) | >

(2n)? \/ﬁ

—ipx aTeip-x)

1
—_— (ape P
A /2wp

1600010y = 01 [ o

(7.50)
Since agq [0y = 0 = (0] a;, eq. (7.50) reduces to
&dPp dq 1
(01 p()$(0)[0) = (0] f . X (apade™)| [0y
2n)°> (2m) ,20) /2w po—wp
d3p d3 T —ip-x
= (0| f Gnr Ty apaq ap,aq])e P )m:wp |0)
V V (7.51)
&dp dq :
= (0| f b (@ny’sPp - @) )
(2n)3 (2n) /20) ,2(1) Po=wp
_ d3p e—lpx
(2m)3 2wy Po=ap
7.6 RETARDED GREEN’S FUNCTION.
Claim: Retarded Green’s function (bumps up contour) can be written
Dg(x) = 6(x0)(D(x) — D(—x)), (7.52)

where D(x) is given by eq. (7.43). Proof: The upper half plane contour (xy < 0) is zero since it
encloses no poles. For the lower half plane contour we have

&Ep dpo _ipyx0 i
DR(x)ly >0 =i f e f A
R( xo >0 (27.[)3 2r (pO - (Up)(pO + a)P)

3 . .
= (Czl ‘l;seipX( 227”)( e ) (7.53)
s T Wp —2wp -
— d3p ip-x 1 —iwpx® _iwpx®
- Q2 )36 2 (e ' e )
T Wp

= D(x) — D(—x).



7.7 REVIEW: “PARTICLE CREATION PROBLEM .

What does the field look like in terms of the propagator? Assuming that ¢g satisfies the
homogeneous equation, we have

B(x) = po(x) + i f d*yDr(x - y)j()
(7.54)
= ¢o(x) +1i f d>ydyo®(xo — yo) (D(x — y) — D(y = X)) j(y).

Imagine that we have a windowed source function j(y",y), as sketched in fig. 7.9.

\‘)(gQ

A pefire taddew

Figure 7.9: Finite window impulse response.

By, = Po()

. &Ep iy Pp (7.55)
+’f d4y(f a2y ))’(y)_f Gy i)
p P

Define
ip) = f d*ye' j(y), (7.56)
which gives
. d3p 1 —ipx inx
BNy = 0000+ [ g (T = Tep) (7.57)

We will interpret this in the next lecture, and start in on Feynman diagrams.

7.7 REVIEW: “PARTICLE CREATION PROBLEM .

We imagined that we have a windowed source function j(y*,y), as sketched in fig. 7.9, which is
acting as a forcing source for the non-homogeneous Klein-Gordon equation

(6u0" +m*) ¢ = j. (7.58)
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Our solution was
$(x) = P(xo) +i f d*yDr(x = )j(),

where ¢(xgp) obeys the homogeneous equation, and
D(x = y) = O =) (D(x = y) = Dy = X)),

and D(x) = f @p e‘i”"‘|

2n)32wp
For x° > tfier

$(x)

= f—d3p (e_ip'xap +eip'xa;f,)

@1 \2p

where we have used j*(po, p) = j(po. —p). This gives

3 ~ e
d(x) = f—d P e P ap +i JP) + e |l — i (p)
(2n)}

A /2wp

It was left as an exercise to show that given
1 1 m?
H= | &@p|=n®+ = (V¢)* + —¢?|,
f p(zﬂ 5 (Vo) + —¢
we obtain

Hafter:ffpwp o il 2 || gy 4 i L2

P .
A 2wp \2wp
System in ground state

(0] ﬁbefore 10} = (EDpefore = 0.

o 1s the Wightman function.
P =wp

p° =wp

(0] I:Iafter |0) = <E>after

(s TP
= f d pwp—zwp
1 ~ 2
=— | &pliip)|.
5 f plip)|
We can identify
~ 2
J(p)
N(p)=|2—|,
Wp

as the number density of particles with momentum p.

. d3p _l'p.x": ip~x-
e, (e7j(p) + €7 j(po, —P))
P

(7.59)

(7.60)

p0=wp

(7.61)

(7.62)

(7.63)

(7.64)

(7.65)

(7.66)

(7.67)



7.8 DIGRESSION: COHERENT STATES.

7.8 DIGRESSION: COHERENT STATES.

Definition 7.2: Coherent state.

A coherent state is an eigenstate of the destruction operator

ala) = ala).

For the SHO, if we solve for such a coherent state, we find
> oz” n
&) = constant x Z:) — (a")" 10y (7.68)
n=

If we assume the existence of a coherent state

J(p) >_ i» | jp > (7.69)

ap =
\/ 2wp \/ 2wp \/ 2wp

then the expectation value of the number operator with respect to this state is the number density
identified in eq. (7.67)

~ ~ ~ 2
(p) (p) J(p)
<—] L apay L > = | > | = N(p). (7.70)
\2wp \/2wp @p
7.9 PROBLEMS.
Exercise 7.3 Spacetime behaviour of various Green’s functions. (2018 HW2.1)
Here, you’ll study some properties of
d3p . .
D(x) = [¢_(x), ¢ = | ———e "rItPX, 7.71
(0= [3-00.8. 0] = [ T (7.71)

a. For m = 0 (“photon”), show that:
1 1 i (6(t—r) 6(t+r))

r r

D(x) = —— -
) 212 2 -2 8m

(7.72)

where r = ||x||. Notice that D(x) is singular on the light cone ¢ = r. Does it vanish for
spacelike separations?
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Hint: Please recall that (and why!)
1

a+ie

= @é F ind(a) (7.73)

(here & denotes “principal value integration”, as this relation is to be understood in
terms of generalized functions, i.e. in the back of your mind it always needs to be in-
tegrated over a with suitable smooth and integrable “test functions”). Note also that
what looks like a “half-delta-function integral” fooo dye™ should really be understood as
lime_,0 fooo dye= vy

b. For m> > 0, study the behaviour of D(x) for spacelike x and find the asymptotic be-
haviour for —x* > 1/m? (i.e., at spacelike separations larger than the particle’s Compton
wavelength).

Answer for Exercise 7.3

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403 I
4 14 1 1 & | I | 8 | ||
4 3 & ' '3 ' 2 B} |
3 . 1 ' ' ' ' ' 1} 8
4 4 5 1 3 1171 85/ & JJ] 8
4 45 4 1 1 2 1 | | 8 |
0 e 8 ' ' J1 8 1 | 1]/
4 8 ' J ! 8 ' ' J J
1 2 5 1 1 1 8 | | | |
I B END-REDACTION

Exercise 7.4 Coherent states (2015 psl.2)

In a theory of a single harmonic oscillator, define the coherent state |z) by
j2) = Ne*' [0) (7.74)

where z is a complex number and N is a real positive constant, chosen such that (z|z) = 1.
Coherent states of the SHO are interesting because they smoothly interpolate between the clas-
sical and quantum worlds: for large z they become indistinguishable from classical oscillators.
(Similarly, coherent states of photons correspond to electromagnetic waves in the limit of large
numbers of photons). They also give you good practice at manipulating creation and annihila-
tion operators. As usual, H = w(p® + ¢*)/2 and the raising and lowering operators a and a'are
defined as a = (g +ip)/ V2, a" = (g — ip)/ V2, where the usual momentum P and position X
are P = uwp, X = q/ Juw.

a. Find N.
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b. Compute (Z’|z), and (z| H |z).

c. Show that |z) is an eigenstate of the annihilation operator a and find its eigenvalue.
(Don’t be disturbed by finding non-orthogonal eigenstates with complex eigenvalues;
a is not a Hermitian operator.)

d. The statement that |z) is an eigenstate of a with well-known eigenvalue is, in the g-
representation, a first-order differential equation for (g|z), the position-space wave-function
of |z). Solve this equation and find and sketch the wave-function. (Don’t bother with nor-
malization factors here).

e. Consider the time evolution of the system (work in the Heisenberg representation). Show
that for real z (this just sets the initial conditions) the expectation values of the position
and momentum of the coherent state satisfy

2
@ Xlz) = 4 f—zcos wt (7.75)
Hw

(z| P|z) = — \/2uwz sin wt (7.76)

By contrast, what are the expectation values of X and P for an oscillator in any state of
definite excitation number n? Using a sketch, describe the behavior of the wavepacket
as a function of time.

Answer for Exercise 7.4

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN"T TAKING PHY2403 Il
. 1 0 0 1 |1 &8 | 1 | B | ] |
4 4 5 8 ' 171 7 8 | ] J]
4 ¢ 1 ! J ' 1 1 ] 8
J . 41 1 11 8/ 8 ]} B
4 14y 1 '} 8 1 ' 1 8§ ]
11 e 1 8 1 1 11 8 0 1] |
43 8 3 ! 3 & J B I J
i 14 8 1 11 1 8 | I | |
I B END-REDACTION






PERTURBATION THEORY.

8.1 FEYNMAN’S GREEN’S FUNCTION.

Dr(x) = ©(x")D(x) + O(-x")D(-x) @.1)
= O(x") (0] ¢(x)¢(0) [0) + O(x) (0] p(—x)$(0) [0) .
Utilizing a translation operation U(a) = e where U (@)p()U T(a) = ¢(y + a), this second

operation can be written as

(01 ¢(=)¢(0)10) = (0| U (@) U(@)¢(-0)U (@)U (@)¢O)U" (@)U(a) [0)
= (0| U(a@)¢(-x)UT (@) U(@)p(0)U  (a) |0) (8.2)
= (0| ¢(—x + a)p(a) |0},

In particular, with a = x
(01 ¢(=x)¢(0) [0 = (0] $(0)$(x) [0}, (8.3)
so the Feynman’s Green function can be written
Dr(x) = ©(x") (0 ()$(0) [0) + O") (0] $(x)h(x) 0) 8.4)
= (01 (O(")$(x)¢(0) + O(=x")p(0)¢(x)) 0} .
We define

—| Definition 8.1: Time ordered product.

The time ordered product of two operators is defined as

p(0p(y) 0 >)°

T(¢(x)¢(y>>={ N
PP A0 <y

or

T(p(X)()) = (MO’ = y0) + ¢(1)P()O(° — x°).

Using this helpful construct, the Feynman’s Green function can now be written in a very
simple fashion

| Dr(x) = I T($x)¢(0)[0). | 8.5)
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130 PERTURBATION THEORY.

8.2 INTERACTING FIELD THEORY: PERTURBATION THEORY IN QFT.

We perturb the Hamiltonian

H = Hy + Hiy, (8.6)

where H is the free Hamiltonian and Hjy; is the interaction term (the perturbation).

Example:

0)2 q2

2 (8.7)

2
Ho=SHO = % +
Hin =/16[4.

i.e. the anharmonic oscillator.
In QFT
Hy = fd3x 1712 + ! (Vg)* + m—2¢2
0 2" T2 2
Hin = A f dx¢*.

We will expand the interaction in small A. Perturbation theory is the expansion in a small
dimensionless coupling constant, such as

(8.8)

e 1in A¢"* theory,
o a=e*dn ~ % in QED, and

e «;in QCD.

8.3 PERTURBATION THEORY, INTERACTION REPRESENTATION AND DYSON FORMULA.

H = Hy + Hipt (8.9)
Example interaction
Hiy = Afd3x¢4. (8.10)

We know all there is to know about Hy (decoupled SHOs, ...)

Hy |0y = [0) EY, 8.11)



8.3 PERTURBATION THEORY, INTERACTION REPRESENTATION AND DYSON FORMULA.

where EV, . = 0. Assume
(Ho + Hin) 1€2) = Q) Evac, (8.12)
where the ground state energy of the perturbed system is zero when 4 = 0. That is Ey,c(4 =
0)=0.
So for

d3

P00 —1p,some fixed value = f
(27)3 \[2wp

(e_’p “ap + e 'xa;)

(8.13)

P=wp

Let’s call ¢(x, tg) the free Schrodinger operator, where ¢(X, ty) is evaluated at a fixed value of fg.
At such a point, the Schrodinger and Heisenberg pictures coincide.

[$(x, 10), 7(y, 10)] = 6V (x — y). (8.14)
Normally (QM) one defines the Heisenberg operator as

Oy = eiH(l—lo)OSe—iH(f—lo), (8.15)

where Oy depends on time, and Oyg is defined at a fixed time #y, usually 0. From eq. (8.15) we

find

dOg
—— =1i[H,Og]. 8.16
TR [H, Ol (8.16)
The equivalent of eq. (8.15) in QFT is very complicated. We’d like to develop an intermediate
picture.
We will define an intermediate picture, called the “interaction representation”, which is equiv-

alent to the Heisenberg picture with respect to Hy.

Definition 8.2: Interaction picture operator.

¢[(t X) — eiHo(t—t0)¢(tO X)e_iHO(t_tO).

This is familiar, and is the Heisenberg picture operator that we had in free QFT

d? , ,
¢i(t,x) = f— (e—szap + e”"xa;f,)

21} \20p

, (8.17)

o =wp

where xg = ¢.
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132 PERTURBATION THEORY.

The Heisenberg picture operator is

dut,X) = ¢(1,X)

— eiH(l‘—l‘())e—iH()(l—t()) (eiHo(t—t0)¢S (t()’ X)e—iHo(l‘—l‘o)) eiH()(t—t())e—iH(t—to)

— eiH(t—to)e—iHo(t—t0)¢I(t X)e—iH()(t—t())eiH(t—l‘o)

or
ot %) = UT(1, 10)1 (10, ) U 1, 10),
where
U(f t()) — eiHo(t—to)e—iH(l‘—t())‘
We want to apply perturbation techniques to find U(?, fy) which is complicated.
.0 e Ho Gt o rr i) iHo(—t0) —iH (1)
l_U([ tO) — lelH()(l l‘())lHOe lH(l l‘()) + lelH()(I to)e lH(l l())(_lH)
ot
— eiH()(t—t()) (_HO + H) e—iH(t—to)
— eiH()(t—Io)Hinte—iHo(I—to)eiHo(t—to)e—iH(t—to),
so we have

0
i U(t,10) = Hin 1 (U2, 19).

(8.18)

(8.19)

(8.20)

(8.21)

(8.22)

For the (Schrodinger) interaction Hiyy = A f d>x¢*(x, tp), what we really mean by Hine 1(1) 18

Hins (1) = A f P, D).

(8.23)

It will be more convenient to remove the explicit A factor from the interaction Hamiltonian,

and write instead
Hil’l[,](t) = fd3x¢;‘(x, t)v
so the equation to solve is
0
i U(t, to) = AHine (DU (2, 1p).

We assume that

Ul(t,t0) = Uo(t, t0) + AU (1, 1) + A2 Us(t, t0) + - - - + A" Un(t, 10).

(8.24)

(8.25)

(8.26)
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Plugging into eq. (8.24) we have

0 0 0 0
"= Uo(t, t0) +il' = U (1, tg) + il>—Us(t,t9) + - - - + il"— U, (1, 1,
i o(t, 10) + i % 1(2,10) + i Y 2ot tg) + -+ % n( o)’ 827)
= AHin 1 (1) (1 + AU (8, t0) + AUt 10) + -+ + X" Un(t, ),

so equating equal powers of A on each side gives a recurrence relation for each Uy, k > 0

0 .
B_tUk(t’ to) = —iHin (U111, 1o). (8.28)

Let’s consider each power in turn.

0(1%):  Solving eq. (8.22) to O(1%) gives

0
—Up(t, ty) =0, 8.29
i o(t, 1) (8.29)
or
Ut 1o) = 1 + O(). (8.30)
ohH:
oU (1, ¢ .
S — it 100, (8.31)
which has solution
5
Ui(t, 1) = —if Hine s (t)dr'. (8.32)
to
0(23):
U (1, t .
OO — b U 1,10
g . (8.33)
= (_i)zHim,I([)f Hint,](t,)dtlv
to
which has solution
1 "
Un(t, to) = (=i)* f Hi 1 (¢")dt” f Hin (1)t
fo fo (8.34)

¢ "’
= (i) f ar’ f dt’ Hine 1 (t”" ) Hine 1 ().
o 1)
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134 PERTURBATION THEORY.

O(%):
oUs(t, ¢t i
TR — b Ut 1), (835)
SO

!
Us(t,t9) = —i f dr”’ Hin (1" UL (1", 10)

To

t A
= (=)’ f dt” Hin 1(1"") f
fo to

t t/” t//
= (-i)’ f dr’”’ f dr” f dt’ Hing 1(t""" ) Hin 1 (") Hing 1(1).
to fo o

Simplifying the integration region.  For the two fold integral, the integration range is the upper
triangular region sketched in fig. 8.1.

11

l”
ar’ f dt,Hint,I(tN)Hint,I(t,) (836)
o

14

t
A

+o

Figure 8.1: Upper triangular integration region.

Claim:  We can integrate over the entire square, and divide by two, provided we keep the time

ordering

(=i)?
2

t t"
Us(t,1y) = f dr” f dt' T (Hing 1(1"")Hin 1 (1)) (8.37)
Iy Iy

Demonstration:
(_i)Z t t
f dt’ f df' T(Hi(t")H;(t))
2 Io Io
(—i)?
2

(8.38)

t t N2 t t
f dr” f dt’@(t”—t’)H,(t”)H,(t’)+( ) f dr’ f drel —¢")H;(YH;({"),
to to 2 fo Iy




8.4 NEXT TIME.

but the (¢ — ¢') function is non-zero only for "’ —¢ > 0, or ' < ¢/, and the @(*' — ¢"’) function
is non-zero only for ¢’ — ¢/ > 0, or #’ < ¢, so we can adjust the integration ranges for

(_i)2 ! 17 ! ’ ’” ’
5 f dt f dt' T(H (¢ H (1))

_ &) f ar” f dr Hy(" )Hz(t)+Q f dr” f dr' Hy (" (")
2 J. " (8.39)

(_i)2 ! 77 " ’ ’” ’ (_ )2 ’” / ’” ’
= dt dt'Hi(t"HH;(t') + —— dt dt'Hi("H;(t")
2 to to 2 fo fo

= Us(1, 1),

where we swapped integration variables in second integral. We can clearly do the same thing
for the higher order repeated integrals, but instead of a 1/2 = 1/2! adjustment for the number
of orderings, we will require a 1/n! adjustment for an n-fold integral.

Summary:

Up=1

!
U= —if dn H(t1)
fo

(_l')2 t t
U = fdtlfdlzT(HI(tl)Hl(lz))

(8.40)
Us = ’)3 f dty f dty f AT (Hy(1)Hy(t2)Hi(t3))
;’!)" f in f s f, ds - f Aty T(H () Hi(1) -+ Hy(1)
Summing we find
U(t, tg) = T exp (—ift dtlHI(t’))
o (8.41)

) (Y

= dty - dt, T(Hy(n) - Hy(ty).
n=0 lo

This is called Dyson’s formula.

8.4 NEXT TIME.

Our goal is to compute: (O T(¢d(x1) - - - p(xn)) |CD).
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8.5 REVIEW.

Given a field ¢(#y, X), satisfying the commutation relations
[7(t0. %), ¢t0. ¥)] = =iV (x - ),

we introduced an interaction picture field given by
$1(t, x) = MU0 (10, x)eHHI=0),

related to the Heisenberg picture representation by

$r(t,x) = (10, x)e I
= U'(t, t0)¢1(t, ) U(t, 19),

where U(t, tp) is the time evolution operator.

U(t,ty) = eiHO(t—to)e—iH(t—tO)
We argued that

0

ZEU(” 10) = Huin(DU (2, 10),

and found the “glorious expression”

!
U(t,tp) = T exp (—i f HLim(t')dt')
fo

n=0

(="
n

!
f dtidty - - - dt,T (Hyind(t1)Hiine(12) - - - Hying(tn)) -
1o

However, what we are really after is

QIT(@(x1) - - p(xn)) 1€D) .

(8.42)

(8.43)

(8.44)

(8.45)

(8.46)

(8.47)

(8.48)

Such a product has many labels and names, and we’ll describe it as “vacuum expectation values

of time-ordered products of arbitrary #s of local Heisenberg operators”.
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8.6 PERTURBATION.

Following §4.2, [14].

H = exact Hamiltonian = Hy + Hjy (8.49)
Hy = free Hamiltonian. '

We know all about Hy and assume that it has a lowest (ground state) |0), the “vacuum” state of
Hy.
H has eigenstates, in particular H is assumed to have a unique ground state () satisfying

H Q) = |Q) Ey, (8.50)

and has states |n), representing excited (non-vacuum states with energies > Ej). These states
are assumed to be a complete basis

1=10)Of+ ) In) (nl +fdn In) nl. (8.51)
n
The latter terms may be written with a superimposed sum-integral notation as

Z+fdn = I (8.52)

so the identity operator takes the more compact form

1= Q)+ I [y {n|. (8.53)
For some time T we have

e T 10y = & HT 1) (Q0) + I‘ n) (nIO)]. (8.54)

We now wish to argue that the Bj term can be ignored.

n
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Argument 1:  This is something of a fast one, but one can consider a formal transformation
T — T(1 —ie), where € — 0%, and consider very large 7. This gives

e—iHT(l—iE) |0> — lim e—iHT(l—iE)

T —00,e—0* T—00,e—0*

1) (QI0) + jf in) <n|0>]

n

e—iEQT—EQET |Q> <Q|0> + i e—iEnT—EErzT |n> <I’l|0>

n

T—00,e—0"

=  lim e EoT~Eoel

T—00,e—0"

100) <0|0>+§j ¢~ En—ET=eT(Ex=Eo) |1y <n|0>] :

(8.55)

The limits are evaluated by first taking 7 to infinity, then only after that take e — 0*. Doing
this, the sum is dominated by the ground state contribution, since each excited state also has a
e~€T(En=Eo) suppression factor (in addition to the leading suppression factor).

Argument 2:  With the hand waving required for the argument above, it’s worth pointing other
(less formal) ways to arrive at the same result. We can write

dp
In) (nl — f Ip, k) (p, &l , (8.56)
Lro-35]55

where k is some unknown quantity that we are summing over. If we have
H|p,k) = EpxIp. k), (8.57)

then

. d3p .
iHT iEpk
e i [n) (n| = Ek f(2 3 Ip,k)e (P, kl. (8.58)

If we take matrix elements

. a? ;
e Yomons = 3 [ G apb e
k

_ Ep ik
—zk: f 205¢ f)

If we assume that f(p) is a well behaved smooth function, we have “infinite” frequency oscil-
lation within the envelope provided by the amplitude of that function, as depicted in fig. 8.2.
The Riemann-Lebesgue lemma [18] describes such integrals, the result of which is that such an
integral goes to zero. This is a different sort of hand waving argument, but either way, we can
argue that only the ground state contributes to the sum eq. (8.54) above.

(8.59)
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Figure 8.2: High frequency oscillations within envelope of well behaved function.

Ground state of the perturbed Hamiltonian. ~ With the excited states ignored, we are left with
e”MT10) = &7 100 (Q)0) , (8.60)
inthe T — oo(1 — ie) limit. We can now write the ground state as

eiE()T—iHT |0>

(€0)
_ e—iHT |0>
e (Q]0)

Q) =

T—oo(1-i€) (8.61)

T—oo(1-i€)
Shifting the very large T — T + fy shouldn’t change things, so
e—iH(T+t0) |0>

|Q> = e—iEO(T+t0) <Q|0>

(8.62)

T—oo(1-i€)
A bit of manipulation shows that the operator in the numerator has the structure of a time
evolution operator.

Claim: (DIY):  Equation (8.45), eq. (8.47) may be generalized to
U(t, 1) = eHot=10)o=iH=1) o=ito(t'~10) — T exp (—i f t HLim(t")dt”). (8.63)
p
Observe that we recover eq. (8.47) when ¢’ = t. Using eq. (8.63) we find
Ulty, =T)|0) = eHolto=t0) g=iH(to+T) g=iHo(=T10) |0y

— e—iH(t0+T)e—iH0(—T—l‘0) |0> (864)
— e—iH(t0+T) |0> ,
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where we use the fact that e |0) = (1 +iHyt +--)|0) = 1]0), since Hy |0) = 0.
We are left with

B U(t()’ _T) |0>
)= ZE-cD) 0y’

(8.65)

We are close to where we want to be. Wednesday we finish off, and then start scattering and
Feynman diagrams.

8.7 REVIEW.

We developed the interaction picture representation, which is really the Heisenberg picture with
respect to Hy.
Recall that we found

U(t, t/) — eiH()(Z‘—tQ)e—l'H(t—t')e—iHo(t’—l‘())’ (866)

with solution

'
Ut t") =T exp (—if HLim(t”)dt”), (8.67)
l/

!
Ut, ') = Texp (i f HLim(t”)dt”)
[/

g (8.68)
= T exp (—if HLim(t")dt”)
t

=U(",1),

and can use this to calculate the time evolution of a field ¢(x,7) = U (@, t0)d1(x, HU(¢, ty) and
found the ground state ket for H was

U, -T)10)

|Q> = e—Eo(T—19) <Q|0>

. (8.69)
T—oo(1-i€)

Question:  What’s the point of this, since it is self referential?

Answer:  We will see, and also see that it goes away. Alternatively, you can write it as

U(to, =1)10)

e—iEo(T—t())

1€2) <C)0) =

T—oo(1-i€)



8.7 REVIEW.

‘We can also show that
Ol U(T, 19)

A= ————— . 8.70

) e~ BT =10) (O] ) |7y 0(1—i¢) (570
Our goal is still to calculate

QT (@))€ . (8.71)

Claim: the “LSZ” theorem (a neat way of writing this) relates this to S matrix elements.
Assuming x° > y°
OLUT, ) U, )1 () U, YUT (0, D)1 U G, YU 29, =T) [0)
e 2B [(O|L) '

(Qlp(x)p(y) 1Y) =
(8.72)

Normalize (Q)|Q)) = 1, gives

_ QO1U(T, 10)U(1, -T)10)

1
e 2ETKOIO) (8.73)
_ U, -7)(0)
e BT O
so that

OLUT, 1)U (1%, )10 U, ) UT O, )1 (UG, 1)U (10, ~T) |0)

(Qd(x)p(y) 1€2) = (0| U(T,-T)|0)

(8.74)
Fort; >t > 13
LM )
Ut ) U(ty, t3) = Te o Hipe b
=T (e_if';] Hi i I H’) (8.75)
M
=T(e s M,
with an end result of
U(t1,)U(t2, 13) = U(t1, 13). (8.76)

(DIY: work through the details — this is a problem in [14])
This gives
OLUT, )1 ()UK, y) 1 (UG, =T) [0)

QI ()P 1Y) = OUT.—T)0) : (8.77)

If y > x° we have the same result, but the y’s will come first.
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Claim:

ol (¢1<x)¢,(y>e—i 0 HLim@)df) o
QU (D)) 1) = |

0| T(e™ I Hyim )1y |0y

More generally

(A r(x1) -+~ pr(xn) 1Y) =

T (¢I(X1) ... ¢1(xn)e_if_TT HI,im(f')dt’) 10)

0] T(e_if—Tr HI,im(t’)dt’) 10)

This is the holy grail of perturbation theory.
In QFT II you will see this written in a path integral representation

f[@¢]¢(xl)¢(xz) o B(xy)e S 19

(Qfr(x1) -+~ dr(xn) [€2) = (D91 59

8.8 UNPACKING IT.

T T /l
f Him() = f f x5 @i, )"
T T

- f g @0,

or (¢1 (x) - ¢>1(xn)e"% / d4x¢;‘<x)) 0)
0] Te i1 [ d*xd](x) 10 .

so we have

The numerator expands as

A
O (@(x1) -~ ¢r(x)10) = i5 f d*x O T ($1(x1) - $r0an)d} ()

1

1 2
+3 ("'z) f d*xd*y QI T (¢r(x1) - - 1Cen) b7 (X)¢] (7)) 10) + - -

so we see that the problem ends up being the calculation of time ordered products.

(8.78)

(8.79)

(8.80)

(8.81)

(8.82)

(8.83)
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8.9 CALCULATING PERTURBATION.

Let’s simplify notation, dropping interaction picture suffixes, writing ¢(x;) = ¢;.
Let’s calculate (0| T (¢ - - - ¢ ) |0). For n = 2 we have

OIT (¢1---¢n) |0y = Dp(x1 — x2) (8.84)
= Dp(1-2).
8.10  WICK CONTRACTIONS.

Here’s a double dose of short hand, first an abbreviation for the Feynman propagator

Dp(1 = 2) = Dp(x1, x2), (8.85)
and second

'_| . o

$ip; = Dp(i — )), (8.86)

which is called a contraction.
Contractions allow time ordered products to be written in a compact form

— Theorem 8.1: Wick’s theorem (stub).

The rough idea (from the example below) is that the time ordering of the fields has all the
combinations of the pairwise contractions and normal ordered fields.
See exercise 8.2 (Hw4) for full details.

[lustrating by example for the time ordering of n = 4 fields, we have

T(p19203¢4) = ¢1¢2¢3¢4 + ¢1¢2 P3a: + ¢1¢3 ¢2¢4 + ¢1¢4 Porp3: + ¢2¢3 ¢1¢4 (8.87)

1

+ ¢2¢4 d1¢3: + ¢3¢4 o1 + ¢1¢2¢3¢4 + P1P30204 + ¢1¢4¢2¢3

— Theorem 8.2: Corollary: Vacuum expectation of Wick’s theorem expansion

For n even

1 —1 1 1
OIT (192 $n) 10) = 1203¢4¢5P6 - - - pn—1$, + all other terms.

For n odd, this vanishes.
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8.11 SIMPLEST FEYNMAN DIAGRAMS.

For n = 4 we have
1 1

1 1
O T(91020304) |0) = P1$2P304 + P1P3D204 + P1Pad23, (8.88)

the set of Wick contractions can be written pictorially fig. 8.3, and are called Feynman diagrams

e e

e o} lj - L

el A g
d & %
5 i ¢ e

Figure 8.3: Simplest Feynman diagrams.

These are the very simplest Feynman diagrams.

8.12 ¢* INTERACTION.

Introducing another shorthand, we will use an expectation like notation to designate the matrix
element for the vacuum state

(blah) = (0| blah|0) . (8.89)

For the ¢* theory, this allows us to write the numerator of the perturbed ground state interaction
as

Q1B 1O) ~ (O T (#1(01 () L im0 ) )
= (9101 (e 1),

(8.90)

To first order, this is

(16.0,) 15 [ d*2(T0:6,6.0:00.). (8.91)

The first braket has the pictorial representation sketched in fig. 8.4. whereas the second has the
diagrams sketched in fig. 8.5.
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¢

Figure 8.4: First integral diagram.

Xr’f’_"';l 4 g

(@ (b)

Figure 8.6: Integrals as diagrams.
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We can depict the entire second integral in diagrams as sketched in fig. 8.6.

Solving for the perturbed ground state can now be thought of as reduced to drawing pictures.
Each line from x — x’ represents a propagator Dg(x — x”), and each vertex —id f d*z x
symmetry coefficients.!

We may also translate back from the diagrams to an algebraic representation. For the first
order ¢* interaction, that is

7
(T¢:,) - ZZ f d*zDF(x = y)D%:(z — 2) + Dp(x — )Dp(y - 2). (8.92)

Other diagrams can be similarly translated. For example fig. 8.7. represents

Figure 8.7: Figure eight diagram.

4 2
fd‘*zD,%(z—z): V3T( 4p ! ) . (8.93)

Qr)* p? —m? + ie

Clearly, additional interpretation will be required, since this diverges. The resolution of this
unfortunately has to be deferred to QFT II, where renormalization is covered.

8.13 TREE LEVEL DIAGRAMS.

We would like to only discuss tree level diagrams, which exclude diagrams like fig. 8.8 2.
For the braket 3

< f d4z¢1¢2¢3¢4¢z¢z¢z¢z> (8.94)

we draw diagrams like those of fig. 8.9, the first of which is a tree level diagram.

1 Symmetry coefficients weren’t discussed until the next lecture. This means making combinatorial arguments to count
the number of equivalent diagrams.

2 [ think this is what is referred to as connected, amputated graphs in the next lecture. Such diagrams are the ones of
interest for scattering and decay problems.

3 I'd written: < f P1P23044 f d4z¢z¢z¢z¢z>. Is this two fold integral what was intended, or my correction in
eq. (8.94)?
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Figure 8.8: Not a tree level diagram.

N4 I I

4 ¥

3 Y

Figure 8.9: First order interaction diagrams.

8.14 PROBLEMS.

Exercise 8.1 Hamiltonian with forcing term.

Prove eq. (7.64).
Answer for Exercise 8.1

In class we derived the field for the non-homogeneous Klein-Gordon equation

Eo 1| sy ¢ HP |, girs| g1 - T D)

px) = | S —— P
2m) A /2wp A /2wp A /20)
PP=wp (8.95)
_ f d3p3 LI P i) |, wpr-ipx lJ ()
2m) ,/pr Zw
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This means that we have

_4e f a zwp e D) | iwpi-ipx al - ij"(p)
(2m) /2wy \/2wp
(8.96)
3 . st e
(Vo) == 621 p3 l’i e—ipriP-X ap + £j(p) _ eiwpl‘—ip~x al'f; _u (p) i
() \2wp \/2wp \/2wp
and could plug these into the Hamiltonian
1 1 m?
H= | &@p|=zn®+ = (V9)? + —¢?], 8.97
[an(3m 3 wor+ 2o 5.97)

to find H in terms of j and a;,ap. The result was mentioned in class, and it was left as an
exercise to verify.

There’s an easy way and a dumb way to do this exercise. I did it the dumb way, and then after
suffering through two long pages, where the equations were so long that I had to write on the
paper sideways, I realized the way I should have done it.

The easy way is to observe that we’ve already done exactly this for the case j = 0, which had

the answer
1 & )
H=— ﬁa)p (a;ap + apaz,). (8.98)

To handle this more general case, all we have to do is apply a transformation

ap = ap + 2P (8.99)
2wy

to eq. (8.98), which gives

3 . i .~ o~

2o 29 £g) 1 00)

:1fd% LAV | D)0 I DR (OO | B
2 \/2wp

Qnp
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Like the j = 0 case, we can use normal ordering. This is easily seen by direct expansion:

. . g T ooy ~2
sk l* a ali ( )
o TN T |, T i +2|J|
A /2a)p A /2a)p A 2wp A /2a)p @p
(8.101)
= = ) ¥ e ~2
~ _ ; g
ap + ij(p) a;_u(p) - dlap + S Py pJ(P)+2|J| .
1/2a)p 1/2a)p A 2wp 1/2wp @p

Because  is just a complex valued function, it commutes with ap, aIT,, and these are equal up to
the normal ordering, allowing us to write

H::f d3p T lj*(P) + l](p) (8.102)

——wypla a
o 3P p P >
(2m) \/2wp 1/2wp

which is the result mentioned in class (albeit without the explicit normal ordering syntax.)

Exercise 8.2 The Wick theorem(s) (2018 HW4.I)

The mother of all Wick theorem(s): Let A, A»,... and B denote a set of either creation or
annihilation operators. In other words, A; = ay, or a,ti (as well as B; B is just like one of the A’s,
but we’ll use the letter B to denote an operator which is singled out, as it is needed in the proof).
Next, define a contraction A;Ay, as follows:

— —
01A;O07A; = 0102A:A; (8.103)

where O1, O, are arbitrary strings of operators. The above equation signifies the fact that the
“contraction” is a c-number, i.e. commutes with all operators. It is defined as follows:

0, if Aj=a.Aj=ay, or Aj=a ,Aj=a
[ ’ i J
AiAj=4 0, if A;=a and A} = a, (8.104)

@2m)P63 (ki — kj), if Aj=ay, and Aj=a
J

Put in words, the contraction vanishes if both A’s are creation (or both are annihilation opera-
tors), as indicated in the first line in eq. (8.104). The contraction is also zero if the operator to
the right is an annihilation one, as per the second line in eq. (8.104). Finally, the contraction is
equal to the commutator of a;, with aZj in the case when the creation operator is to the left of
the annihilation operator.

149



150

PERTURBATION THEORY.

Finally, we use : A...B : to denote the expression where all annihilation operators appear
to the right of all creation operators, i.e. the usual normal ordered expression. Then, Wick’s
theorem—as used in many body physics—is formulated as follows:

A]...An = ZAl...AnI

| | — | —
+:A1AQAs . A+ AL AL A AL A (8.105)

1
+:A1A2A3A4 . A+

The first line contains the normal-ordered product of all operators without contractions, the
second line—all possible terms with one contraction (not involving only A; of course, but all
single-contraction terms, which would be painful to indicate), the third line has all possible
two-contraction terms, etc.

Now, you will prove eq. (8.105) in steps.

a. Prove the following Lemma:

1
2A1A2...An ' B =2A1A2...AnB T+ Z 2A1 ...Ak...AnBi (8.106)

1<k<n

Argue that if B is an annihilation operator, the Lemma is trivial. Thus, consider B to be
a creation operator. Notice that if any of the Ay __, are creation operators, they can be
taken to the left of the normal products in eq. (8.106) (because all their contractions with
B are zero). Thus, if the eq. (8.106) is proven for arbitrary n for the case when all A;’s are
annihilation operators, the general case is obtained by multiplying on the left with the
desired number of creation operators. Thus, it suffices to prove the Lemma for the case
when all A;’s are annihilation operators. Also notice Thus, after proving the Lemma for
n = 1, use induction to show that it holds for any #n. Assuming it holds for some number
n, go to the case n + 1 by multiplying eq. (8.106) by some annihilation operator Ag on
the left and show that the Lemma holds for n + 1 operators.

By the chain of logic described above, you have proven eq. (8.106).

Notice also that the lemma eq. (8.106) holds also if the product

ZA1A2...A,12

is replaced by

[ —
A1Ay LAy A (8.107)

i.e. with the product of operators with an arbitrary number of contractions (one, as writ-
ten above), with a trivial modification of the last term (since, obviously, you can not
contract B with contractions).
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b. Now prove the actual Wick theorem eq. (8.105). Assuming that it holds for n = 2.
Imagine that eq. (8.105) holds for n operators and prove that it holds for n + 1, using
eq. (8.106).

c. An intermediate step: Let now A; and B be operators expressed as some linear com-
binations of creation and annihilation operators. In particular the subscripts i may now
indicate spatial dependence, rather than momentum eigenvalues. Now, define the con-
traction as follows:

—
AiA; = (0|A;A[]0) , (8.108)

where |0) is the Fock vacuum. Notice that eq. (8.108) is equivalent to eq. (8.104) when
A;’s are either creation or annihilation operators. Argue that eq. (8.105) holds verbatim.

d. The time-ordered Wick theorem: Use the above Wick theorem to prove the time-
ordered version. Notice that, despite appearances, there is not much left to do. Now,
we have space-time rather than momentum space arguments and the theorem is now
formulated as follows:

T(A1 ...An) =:A1 ...An .

[ 1 1
+:1A1AA3 . A+ T ALLLLALA T ALLLAL
1 1
+ZA1A2A3A4...A,,I+... ,
(8.109)

with the difference that A; are fields (we are considering real scalar fields), 1...n denote
space-time points, and the contraction is now the Feynman propagator, e.g. Dp(x; — x3),
etc.

Notice that to prove (8.109) one can consider a particular time ordering. Then the T
product becomes the normal product of operators (as they are assumed ordered). The
space-time dependence can be taken out by Fourier transform which multiplies every
term. Every operator is a sum of creation and annihilation operators. Their commutators
are exactly the ones giving rise to the contraction in eq. (8.104), on one hand, and to the
function D(x; — x;) after Fourier transform, on the other (recall that this function appears
in the Feynman propagator). Convince yourselves, using eq. (8.108), that this proves the
theorem.

e. For extra bonus, generalize all theorems above to anti commuting fields.

Answer for Exercise 8.2

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403. 1IN
4 14y 1 1 & | I | 8 | ||
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g4 41 3 2 ' 13 1 8 ' | |
5 . 1 ' ' > ' 1 | 8
5 5 i J1 i J1] 81 8 1] 8
. <1 1 18 1 ! | 8 |
11 1.8 1 8 I | | 8 1 | 1] |
5 8 3 1 3 £ | J | }
41 1 8 1 P 13 1 2 ' | I J}
I B °N\D-REDACTION

Exercise 8.3 UT,ty)U(ty,-T)
Show that

UT,t0)U(ty,-T) = UT,-T).

Answer for Exercise 8.3

We can see that from

U(T, 1) = e'HoT=10) p=iH(T~10) ,~iHuki=T5)

U(ty,-T) = Me—iH(to——T)e—iHo(—T—to), (8.110)

SO

U(T, 10)U(ty, -T) = el:HO(T—lo)e—l:H(T—IO).e—iH(fo+T)e—fH0(—T—f()) 8.111)
— elH()(T—[())e—leTe—lH()(—T—I())’

whereas

U(T, —T) — eiH()(T—[())e—iH(T——T)e—iH()(—T—l‘())

(8.112)
iH()(T—I())e—iHZTe—iHo(—T—lo) .

=e
Exercise 8.4 Pondering the ground state bra formula.

Prove eq. (8.70). What is wrong with conjugating eq. (8.69) to find

OlU(=T, 1)

<Q| = e+tiEo(T—to) (OlQ)

T—oo(1-i€)

Answer for Exercise 8.4

While there is nothing wrong with stating

( U(to,~T) |0) )*_ (Ol U(-T, 10)

e~iEo(T=10) ()|0) T pHEN(T—10) 0|1Qy (8.113)
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the limit point co(1 — i€) also needs to be changed with this conjugation. So eq. (8.113) is correct,
but it is only part of the story, and should really be stated as

eHEo(T—1) [e) T—>oo(l+l'€)'

Q] = (8.114)
This is awkward because now our expressions for ()| and |Q)) approach T from different direc-
tions, and we want to evaluate both with a single limiting argument.

To resolve this, we really have to start back with the identity expansion we used in lecture 14,
and write

O]~ HT =

01O (O + I (Oln) <n|] e HT
n (8.115)

= (01 (O e™0" + I (Oln) (nl ™"
n
We argued (as does the text) that approaching to as 7(1 — ie) kills off the energetic states since

—iE,T

(nle — (n| e BT g7 EnTe (8.116)

and the exponential damping factor is smaller for each E,, > Ey, so it can be neglected in the
large T limit, leaving
Ol T = 1Lim  (0|Q)(QY. (8.117)
T—oo(1-i€)
As we did for [()) we can shift the large time T by a small constant (this time —#; instead of fy),
to give

. (0] e~T

im —

T—oo(1—ie) (0|QY) e~iEoT
<0| e—iH(T—to)

Q=

X

li L —

roli @) ¢ 0 (8.118)
<O| eiHo(T—to)e—iH(T—tQ) °

lim i

T—oo(1-ie)  (0]QY) e~Eo(T~10)
(Ol U(T, 19)

m —

T —oco(1—i€) <O|Q> e~ 1Eo(T—10)

where the projective property (0| efo@ = (0] has been used to insert a no-op (i.e. (0| Hy = 0).

This recovers the result stated in class (also: [14] eq. (4.29).)

Exercise 8.5 Interaction energy between static external charges (2018 HW3.1)
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a. Calculate the vacuum expectation value of the time ordered exponential

<0|Teifd4)€gj(x) ¢(x)|0> (8.119)

for the case of a massive free real scalar field. Here, g is a coupling constant, which we
shall call the “Yukawa coupling". Show, e.g. using Wick’s theorem, that the answer is

o =5 [ dxd'y ODE) (8.120)

which is really the exponential of the second order term and Dy is the Feynman propa-
gator.

. Consider the case where j(t,x) = (T — )&(T + 1) (5(3)(X) -6 (x - R)). This source

term represents two external opposite “charges"* a distance R = |R| apart, created at
t = =T and existing for time 27. Show that, in the limit T > R > 1/m, eq. (8.120) is
proportional to:

e 2TVR) (8.121)
where V(R) is the Yukawa potential.

T
Hint: Recall that Tlim f dxe'P* = 218(p) as well as the usual relation (276(p))? = 216(p)2T.
—>OO_T

The result (8.121) means that “fwo static sources of scalar field a distance R apart interact via
the Yukawa potential." This is because (8.121) is the evolution operator (it is ~ e~#! for t = 2T
of the field theory in the presence of the static external sources (or, more appropriately, (8.121) is
the contribution to the evolution operator that has to do with the interaction between the sources
induced by the field). Thus, it is natural to call the quantity multiplying —i27" and depending on
R, the interaction potential V(R) between the sources.

Do opposite-sign “charges” attract or repel? How about same-sign?

Notice that when the “charges" are also considered as part of a QFT and, therefore, j(x) in
(8.119) is replaced by an appropriate QFT expression, one finds more interesting results. Namely,
the Yukawa interaction between two fermions is always attractive—whether it is between two
particles, two anti-particles, or between a particle and an anti-particle. The way to establish this,
as well an alternative derivation of the expression for V(R) you found in (8.121), is to start from
the scattering of (anti)fermions via scalar exchange and then take the nonrelativistic limit. A
comparison with quantum-mechanical Born scattering yields then an expression for V(R).

This result quoted above is of great interest in nuclear physics, where single-pion exchange
operates via V(R), and turns out to be attractive between nucleons and between nucleons and
anti-nucleons.

4 In other words, classical particles linearly coupled to ¢ (if ¢ was the electrostatic potential A, this would really be
the electromagnetic charge.) For a discussion of whether an interaction like you will study can arise from a realistic
QFT, see comment in 2. below.
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¢. What do you think is the significance of the various limits 7 > R > 1/m? Also, what
is the meaning of the factors you omitted upon going from (8.120) to (8.121)?

Answer for Exercise 8.5

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN’T TAKING PHY 2403 I
4 14 1 1 & | I | 8 | ||
4 3 & ' '3 ' 2 [ J |
3 . 1 ' ' . ' | I} 8
4 4 5 13 1151 85/ & JJ] 8
4 5 4 1 1 2 | | ]| 8§ ]
4 41 s 8 ' ' I/l 8 1 | 1]/
4 8 1 4 1 8 ' ' ' |
1 2 ' ' /1 18 | | | |
I B =ND-REDACTION

Exercise 8.6 The action of an external source perturbation and particle creation (2018 HW3.1I)

In class, the problem of creation of particles by an external source in quantum mechanics was
discussed. Let us now study this using QFT and Feynman diagrams. Consider a massive scalar
free field interacting with a classical source j(x) via:

H = Hy + f & x(— j()p(x)) . (8.122)

The classical source j(x) is nonzero only for a finite amount of time, i.e. it is turned on and off,
is assumed localized in space, and thus has a well-defined four-dimensional Fourier transform
(thus the source is not itself a generalized function).

a. Argue—e.g. using our expressions for overlap of |0) and [()) from class, as well as their
meaning—that the probability that the source j(x) creates no particles is

P(0) = |(0|T {eifd4X.i(X)¢1(x)} |0>|2 ) (8.123)

b. Find the order- j2 term in P(0) and show that P(0) = 1 — A + O( j4), where
d3

A= f P

(27)3

c. Represent the term computed above as a Feynman diagram. Now represent the entire

1 - ~ P
S ()P, where J(p) = f dyePj(y) . (8.124)
Wp

series for P(0) in terms of Feynman diagrams. Show that the series exponentiates and,
therefore, P(0) = e~".
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d. Find the probability that the source creates one particle of momentum k. First, compute
this to order j and then to all orders, using the trick above to sum the series.

e. Show that the probability of producing n particles is P(n) = %/l”e"l, the Poisson distri-
bution.
f. Show that > P(n) = 1 and that (N) = ) nP(n) = A, where A is given in (8.124).
n=0

n=0 =
Notice that the expression for the mean particle number (N) created exactly reproduces

(when dimensionally reduced to d = 1) the one from quantum mechanics given in class.
Finally, compute the mean square fluctuation ((N — (N 2).

Answer for Exercise 8.6

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY2403
. 1 0 1 | &8 | 1 | 8 | | |
4 4 5 8 ' /71 7 8 J ] ]
. ¢ ' ! J ' 1 | ] 8
4 . 41 1 11 8/ 8 ]} 8B
4 14y 1 '} 8 ' ' 1 8 ]
41 s 1 8 1 1 118 0011 |
43 8 3 ! 3 & J B I |
1 2 ' 1 /1 1 8 | | | |
I B =\ D-REDACTION

Exercise 8.7 Where is the particle? (2018 HW3.1V)

In class, we did mention that, by analogy with non relativistic quantum mechanics, the state
H(x,t = 0)|0) allows us to say something along the lines that “the operator ¢(X), creates a
particle at X". These words are based on noticing that in QM, we have

%)~ > e®¥p),
)
where [x) is an eigenstate of the position operator with eigenvalue x and p is, likewise, an

eigenstate of momentum. On the other hand, in free massive scalar theory, the state d(x,t = 0)[0)
can be similarly expressed as

d3p

N . &dp _
,t=0)0) = TV ipxpt 0) = f ~IPX|n)y,
o(x,t = 0)|0) f oy ,_zwpe apl0) (27r)32a)pe Ip)

where |p) is the relativistically normalized momentum eigenstate. Comparing the above two
equations, reading from left to right, we are compelled to utter the words quoted in the begin-
ning.
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Accepting this interpretation literally, we are next faced with explaining the following. Con-
sider the state [0,0) = $(0,¢ = 0)|0), interpreted (as per the above discussion) as a particle
created at x = 0 at t = 0. Similarly, the state

ly, 1) = ¢(y. 1)|0)

is that of a particle at y at ¢. Notice that these are free fields so their time evolution is trivial. Then,
by the usual Born rule of quantum mechanics (which we accept in QFT), the inner product

(y,10,0)

would be “the amplitude that the particle created at 0 at t = 0 is found at 'y at t". Notice that this
is exactly the kind of answer that the quantum-mechanical propagator, often denoted precisely
by (y, 1|0, 0), gives. A problem with this arises when one realizes that

(y110,0) = (0lg(y, N$(0,0)I0) = D(y, 1) # 0 for (y,1) ~ (0,0) .

In other words, this amplitude is nonzero for spacelike separations (as you explicitly showed
in Homework 2, Problem 1, Part 2). The point of the simple exercise below is to argue that the
above interpretation of this amplitude should be taken with a grain of salt, i.e. not too literally,
as far as relativity is concerned, of course.

The question we will ask is: to what extent is this particle at x = 0 localized? In quantum
mechanics, we answer this question by pointing out that for an eigenstate of X, whose wave
function is 6(x — x’), the probability to find the particle anywhere but at x = x” is zero. Trying
to pursue this in QFT, a conundrum that arises is that we do not have wave functions for par-
ticles. Recall that we have wave functionals, which determine the probability that the field has
this or that value. The coordinate, on the other hand, is an argument, not an operator (hence
“observable") in the theory—just like time in QM, which is also not an operator; after all we
said “QM=QFT in d = 1". The best we can do is to consider the state |y, 0) and ask where its
properties identifiable in QFT—energy or momentum—are localized.

Thus, consider the expectation value of Too(x, 1) (assumed normal-ordered) in this state:

p(y,x, 1) =y, 0Too(x, Dy, 0) .

From the Born rule, the natural interpretation of the above quantity is the value of the energy
density of the state |y, 0) observed at (x, f)—spacelike or not w.r.t. (y, 0).
a. Show, using the translation operator, that p(y,x,?) = p(0,x -y, ?) = p(x -y, ), where
the last equality defines the new energy density p(X, 7).
b. Using Wick’s theorem—really, a baby-version thereof—express p(X, ¢) in terms of D(X, f)
and its derivatives.
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c. Using the knowledge acquired from Homework 2, study how well is the particle’s energy
localized, already at ¢ = 0.
Are you surprised by the result? Are you comforted?

We didn’t have time, apart from Problem 4 of Homework 2, to dwell much on the nonrelativisic
limit. This limit can be achieved by forgetting the antiparticles and then defining non-relativistic
fields. This is very well described in either Tong’s or Luke’s notes. For those of you studying

cold atoms, it is definitely a must-read!

My final comment is that the most concise formulation of causality that goes beyond
simply stating that the commutators vanish for spacelike separations is the one first due
to Stueckelberg (1940’s) and then finessed by Bogoljubov (1950’s).

They consider the expectation value of an operator O(x) in a state prepared by the action
of an operator U[g]|0). U[g] is an evolution operator (see below) which is a functional
of some classical fields g(y) used to prepare the state of the field (e.g. external e.m. fields
using to focus, accelerate, etc., the particles; g(y) could also be used to turn on and off
the interactions in different space time regions). Thus the object of study is:

(0(x)) = (0lU'[g10(x)U[g][0) .
The causality condition, then, is that

5(0(x))
oglyl

=0forx~y.

Now, recalling the form of the evolution operator, U[g] = Tel [ did’~Ls X8%0) and the
Baker-Campbell-Hausdorf formula, it should be clear how the vanishing of the com-
mutators outside the light cone becomes relevant for the above condition to hold. For
Bogoljubov, the vanishing commutators are a consequence of the causality condition
given in terms of variational derivatives, as expressed above; he derives the S -matrix ex-
pansion from that requirement along with a few others (locality and Lorentz invariance,
basically).

The reason to include this comment was to close the loop on something that I mentioned
in class, now that we’ve seen what U[g] may look like.

Answer for Exercise 8.7

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN"T TAKING PHY2403
0 1t . 1 | &8 | 1 | B | | |
g 4 5 2 ' ‘13 1 8 B | ]
. ¢ ' ! J ' 1 | ] 8
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SCATTERING AND DECAY.

9.1 ADDITIONAL RESOURCES.

The video [10] does an excellent job explaining these concepts, covering the same material, but
doing so in a very structured fashion. He also nicely highlights which parts we are basically
taking on faith in order to gain some calculation experience.

9.2 DEFINITIONS AND MOTIVATION.

In QM we did lots of scattering problems as sketched in fig. 9.1, and were able to compute the
reflected and transmitted wave functions and quantities such as the reflection and transmission
coefficients

/\} " Vo

SN\

a . —o
/‘N/M \

Figure 9.1: Reflection and transmission of wave packets.

R= ¥ refl?
[¥inl?
_ ¥orans
Wil

9.1

We’d like to consider scattering in some region of space with a non-zero potential, such as the
scattering of a plane wave with known electron flux rate as sketched in fig. 9.2. We can imagine
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162 SCATTERING AND DECAY.

that we have a detector capable of measuring the number of electrons with momentum pyy¢ per
unit time.

€

e

u(j’\(%o
(Wf"'\

—_— / Py
- ,/\/V\Z,(
—7

o
"
# e~ |

-
Cha ‘

Figure 9.2: Plane wave scattering off a potential.

Definition 9.1: Total cross section (X-section).

number of scattering events with poy # Kin per unit time

Ototal = - - :
Flux of incoming particles ’

where the flux is the number of particles crossing a unit area in unit time.

Units of the x-section are (withi =c = 1)

[o] = area = # 9.2)

The concept of scattering cross section may not be new, as it can even be encountered in

classical mechanics. One such scenario is sketched in fig. 9.3 where the cross section is just the
area

o = nR%. (9.3)

Other classical fields where cross section is encountered includes antenna theory (radar scatter-
ing profiles, ...).
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ok "

; miFﬁn R% radns K
- b et

=  s{rewm //é

Figure 9.3: Classical scattering.

— Definition 9.2: Differential cross section.

Ao _ number of scattering events with poy between (p, p + Ap)

dp.dp,dp, flux

In QFT we typically study 2 — n inelastic scattering. Most commonly the nature of the final
state particles are different from the nature of the incoming state.

For example, we can collide an electron and anti-electron, and can get muon and anti-muon
particles as sketched in fig. 9.4, or pions as sketched in fig. 9.5, or even both as sketched in
fig. 9.6.

Figure 9.4: Muon pair production.

In the A¢* theory we can have scattering events such as 2 — 2 and 2 — 2#n production as
sketched in fig. 9.7.
How to calculate in QFT. Initial state of 2 particles A, B with initial state

K, KB)in7—-co 9.4)
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&

Figure 9.5: Pion pair production.

e e
LA &
/
/- T

Figure 9.6: Muon and pion pair production.

7~ da
\ \
(a) (b)

Figure 9.7: lambda fourth scattering events.



9.3 CALCULATING INTERACTIONS.

and final n-particle state

IP1, P2, s Prdout, T—+o0 9.5)
The QM transition amplitude from the initial to the final state is

our(P1s P2, s Pul Ika, K)in = (1P, Pl e T [k, Kp) (9.6)

This is the amplitude for AB — 1 - - - n. Ultimately, we want the scattering x-section.
We will also be interested in decay rates, as there are unstable particles in QFT that can

decay. This doesn’t happen in A¢* theory. In a theory with 2 scalar fields ®, ¢ with me > 2my,.

A possible interaction for such a theory is
Hing = n®¢?, ©.7)

which would permit ® — ¢ decays. HW4 has a coupling like (h/V)d,¢“0*¢* for which a
h — ¢?¢* decay is possible.

—| Definition 9.3: Decay rate.

The decay rate is defined as

I Number of decays ® — ¢ in unit time

Number of & particles present

What is the amplitude for such a decay transition?
<k¢|in T——co - <k17 k2|0ut,T—)+cx> . (98)

The amplitude for ks — K, k.

(i, kol e k) = (ki koky) 9.9)

out

mysterious seeming statement something like  : “The decays are essentially due to interactions
with vacuum fluctuations.”

9.3 CALCULATING INTERACTIONS.

We write
0ut<p1’ e pnlkA, kB)in = 712130 <p1’ e pnl e_iZHT |kA, kB)
= (p1,- - Pul S [k, kp) (9.10)
= <p1’pn|1 + ileAekB>’
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where § is called the S-matrix or scattering matrix, which is decomposed into a unit portion 1
which is a convenient way to exclude events with no scattering. 1 contributes for n = 2 only, but
is an n scattering amplitude. We are really interested in the i7" portion of this amplitude

n
(@1, PuliT ko, ki) = 2m)*6“ 0y +kp = ) p)) X iM(ka + kg = pr---pa). (911
i=1

This amounts to a definition of M. Recall that we found

U(T,-T)=T (e—if_’; H,aw)

(9.12)
— eiHo(T—to)e—iZHTe—iHo(—T—to)
We want to replace the e 2H7 in the matrix element above with U.
In perturbation theory, we assume (conjecture) that
ka,Kkp) ~ |ka, Kk
[ka,Kp) ~ [Ka,Kp), 9.13)

ToT
~ constay ay |0)

Because we’ll be squaring the amplitudes, we can assume that the ¢/#0(7 =) will result in just
phase factors that won’t survive, so in eq. (9.10) we can insert U

out<pl, Ut pnIkAa kB>in = 71220 <p1, Ut pl’ll U(Ts _T) IkA’ kB> (914)
N . (T gy
P pal T lka kp) = Tim - o(pr, - pul TCe O 1, k), (9.15)

We will see that evaluating this beastie amounts to summing all the connected and amputated
diagrams, a subset of all the possible graphs. Why this is true is not covered in this course (i.e.
see QFT II and/or §7.2 [14]). Using the ¢4th theory, [9] provides a very nice example that shows
how the first order disconnected diagrams happen to cancel out perfectly (even though they both
represent infinities!).

What is “connected and amputated”? — Explaining by example. n = 2, 1¢*/4!.

il 1 (i1
(Ol ap, ap, (1 -5 f gl + 5 (%) f dxd*yg(OBH) + - ) Tal ) 0.16)
Here time ordering operations are implied, but not written explicitly. Also, the “amputated” indi-
cates that we are going to be dropping the 1 portion of the exponential expansion (as we’ve also
dropped that in eq. (9.15)). We will also be using a relativistic normalization so that the alT(AaT

kp
terms include /2w, 2wk, contributions and the ap, ap, include /2wy, 2wp, contributions.



9.4 EXAMPLE DIAGRAMS.

1
T¢i1(x1)¢1(x2) = Dp(x1 — x2) 9.17)

When we look at

d3 —ip-x
el an = [ L f
T

3, i (9.18)
DD T 50 - k) 2

(2n )3\/7

— e—lk~x‘

Similarly

ap¢1(x1),/2w f(Z )3 apalt 2wy

d3k lkx (919)
- f (2n)3 3—5(3)(1’ k) V2w

+ip-x

=e

Summarizing

'_lT ,
1(x)ap = e~

(9.20)
‘,’1)_<|f’1(x) = ¢'P*

9.4 EXAMPLE DIAGRAMS.

We want to examine the relevant diagrams corresponding to a transition amplitudes for the ¢*
theory. Contractions such as

" af 9.21
(aplapzlakAakB)o. 9.21)
result in diagrams that are not connected as sketched in fig. 9.8.

There are no other possibilities for the first order (and these ones are not interesting). For the
second order transition amplitudes we want to sum of all the contractions for the expectation

A
<ap, ap2¢}‘(x)a£Aa£B> = —zm Z all contractions. (9.22)
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k, f

by f

Figure 9.8: Not connected diagrams.

e, Y‘

Figure 9.9: Not connected second order interactions, including vacuum fluctuations.

Figure 9.10: Another second order diagram.



9.4 EXAMPLE DIAGRAMS.

Our diagrams include fig. 9.9, which are not connected. The figure eight is a vacuum fluctuation
that represents virtual processes. Another diagram is fig. 9.10, also not connected.

We want diagrams that we will describe as “connected and amputated”. We are clearly dis-
carding non-connected diagrams like those above, but will need to demonstrate what is meant
by amputated, and will continue to consider examples to make that clear.

Here’s another diagram fig. 9.11 that is also not connected. From the diagrams we can con-

b !

v\ /?
\zb v X ?"
Figure 9.11: Another not-connected diagram.

struct the functionals that they represent. The single line in this one is a 6®(p; — k) whereas
the balloon with two strings is

f d*xe X Dp(x — x)eP?, (9.23)

There are similar not-connected variations of the possible diagrams that we will also discard.
The connected diagrams all come from contractions such as

]
(0l ap, ap, ¢} (V)ay ay [0) (9.24)

The diagram for this interaction now has a vertex representing the contractions with ¢‘I‘ (x) with
four edges from that vertex as sketched in fig. 9.12. The algebraic expression for this diagram
is

4! (_4#?) f d*xe katkn) Xl P1rp)x = a2yt 6™ (py + py — ka — kp). (9.25)
Such a diagram has the general form

Qn)*s® (Z in— Z final) x iM(A, B > 1,2), (9.26)
SO

M(A,B - 1,2) = -4 (9.27)

Here the “symmetry factor” 4! was added in to count all possible ways of constructing such a
diagram.
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ks T

Figure 9.12: Not non-connected diagram.

Next order  How about an amplitude like

YA g dac v
Olanaps (7] [ ¢ [ @siwston,al, o 9.28)

Disconnected diagrams include fig. 9.13. However, we have connected diagrams like fig. 9.14.

(

Figure 9.13: Disconnected third order interaction.

The loop in this diagram represents an interaction with “vacuum fluctuation”. Such an interac-
tion is not relevant to scattering, and we may consider just the portion of the diagram that leaves
off this vacuum fluctuation. This is what is meant by amputated. Amputated diagrams do not
include such factors. Other example interactions that may also be amputated include fig. 9.15.

At the next order we can have fun interactions like that of fig. 9.16, which is not amputatable
(it connects branches), and must be considered.

At the A order, the relevant diagrams are sketched in fig. 9.17 At this order ¢*(x), ¢*(y) each
contribute a vertex with 4 edges.

Definition 9.4: Amputated

Omit anything that only effects input or output lines.
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)

{v

Figure 9.14: Connected diagram.

Figure 9.15: Other amputatable diagrams.

E 3

Figure 9.16: Fun interaction.
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A l

(a) (b) (c)

Figure 9.17: Second order connected amputated diagrams.

9.5 THE RECIPE.

The general transition amplitude for a 2 — n event has the form

(p1-+- palkaks) = @m)*6“ (> kin = ) pow) iM(A, B — 1,--n). 9.29)
Our recipe is
1. iM =} of all connected amputated diagrams, lines and vertices.
2. to every internal line (not connected to input or final particle)

3. associate a propagator

i
2o ie 9.30)

where p is the 4-momentum of the line. External lines are = 1.
4. Impose non-conservation with every vertex.
5. integrate f d* p/ (27)* over all momenta not fixed.
6. symmetry factors

7. vertex: (—iAd).



9.6 BACK TO OUR SCALAR THEORY.

9.6 BACK TO OUR SCALAR THEORY.

Applying these rules to the diagram fig. 9.18, we get
—id = iM,

or
M=-A

Figure 9.18: First order interaction.

For the second order diagrams The first diagram gives

b fr . F z

(@) (b)

Figure 9.19: Second order diagrams.

(—id)? i i

. )
gt —m? —ieqs —m? —ie

where q| + g2 = ka + kp, so we can let ¢» = k4 + kg — g1, which gives

d4q 1
Q2n)*

i i

(—id)?

q%—mz—ie(kA+k3—q1)2—m2—ie

(c)

(9.31)

(9.32)

(9.33)

(9.34)

Calculating the symmetry coefficients is a counting game, illustrated roughly in fig. 9.20, where
the 1/2 factor was eliminated by the two choices, and the rest by factorial counting (4 ways to
pick first, leaving 3 ways for the next choice, two for the next, until the last.) In the end we have

a symmetry factor of (4 X 3) X 2 X (4 X 3).
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Figure 9.20: Symmetry coefficient counting.

9.7 REVIEW: S-MATRIX.

We defined an S —matrix

IS 1y = S i = (27)* 6@ [Z [p,» - Z]] iMy;, (9.35)

143
where

iMy; = Z all connected amputated Feynman diagrams . (9.36)

The matrix element (/| S |i) is the amplitude of the transition from the initial to the final state. In
general this can get very complicated, as the number of terms grows factorially with the order.
We also talked about decays.

9.8 SCATTERING IN A SCALAR THEORY.

Suppose that we have a scalar theory with a light field ®, M and a heavy field ¢, m, where
m > 2M. Perhaps we have an interaction with a z2 symmetry so that the interaction potential is
quadratic in ¢

Vine = 0. (9.37)

We may have ®P — O scattering.

We will denote diagrams using a double line for ¢ and a single line for ®, as sketched in
fig. 9.21.

There are three possible diagrams:

The first we will call the s-channel, which has amplitude

A(s-channel) ~ 5 !

p? —m? +ie (9.38)
1

s—m?+ie
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2

:f

Figure 9.21: Particle line convention.

(a) (b)

il ﬁw/
i 13

(c)

Figure 9.22: Possible diagrams.
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176 SCATTERING AND DECAY.

where we designate the total squared four-momentum as

(pr+p2) =>s. (9.39)
In the centre of mass frame

p1 = —Pp2, (9.40)
o)

s=(p)+pY) = E%. (9.41)

To the next order we have a diagram like fig. 9.23. and can have additional virtual particles

Figure 9.23: Higher order.

created, with diagrams like fig. 9.24.

—O—O- <

Figure 9.24: More virtual particles.

We will see (QFT II) that this leads to an addition imaginary iI" term in the propagator

i i
- . 942
s—m2+ie s—m?—iml +ie ( )

If we choose to zoom into the such a figure, as sketched in fig. 9.25, we find that it contains
the interaction of interest for our diagram, so we can (looking forward to currently unknown
material) know that our diagram also has such an imaginary iI" term in its propagator.
Assuming such a term, the squared amplitude becomes
2
ol 2 ~ |Agl

s nearm 1 (943)

(s —m?)? + m?I'2
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— ),____

Figure 9.25: Zooming into the diagram for a higher order virtual particle creation event.

m’

,' >5
mz

Figure 9.26: Resonance.
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This is called a resonance, and is sketched in fig. 9.26.
Where are the poles of the modified propagator?

i i

= 9.44
s—m? —iml +ie  pl—p?—m?—iml + i€ o4
The pole is found, neglecting ie, is found at
po = ,/a)lz, + imI’
iml’
=wp,|l+— (9.45)
Wp
N iml’
X Wp _—
2wy
9.9 DECAY RATES.
We have an initial state
iy = k), (9.46)
and final state
5 = |plpf -+ ph). (9.47)
We defined decay rate as the ratio of the number of initial particles to the number of final
particles.
The probability is proportional to
p~KAS )P

’

(9.48)
= @06 pin = " PO D (pin = Y pp) x Ml

where the proportionality is because we will have to divide by all the norms of the final states'.
Saying that 6(x) f(x) = 6(x) f(0) we can set the argument of one of the delta functions to zero,
which gives us a vacuum volume element factor

m* D (pin = D py) = m)*6(0) = VT, (9.49)
SO

probability for i — f ’ 9.50)

2
nit fime ~ )t 6P (pin — Z pr)Vi X |Mfi|

1 Required for the probabillity to be no greater than one.



For the norms, we use the relativistic normalization
(klp) = 21206V (p ~ k)
and our volume element interpretation of §*(0)?, which is
(plp) = 2wy fd3xeip"“x=0 = 2wp V3.
We now have the full expression for the probability per unit time

2
probability fori — f Q6D (pin - X Pf)|M fi| V3
unit time 2wk V32wp, - 2wy, Vi

In terms of number of states in a small momentum space volume.

of final states with p{ € (p{ , plf +d plf ) for a particle in a box
27tn
Px = I
2r
Apy = TAnx
L
An. = —
ny ' Px
and
V3
AnyAnyAn; = WA]))CApyApZ

number of events i — f

unit time
2
_ 1—[ Pp oDk - 3, pH|Myi|
f (27T)32wpf 2wk

9.9 DECAY RATES.

(9.51)

(9.52)

(9.53)

If we multiply the number

(9.54)

(9.55)

(9.56)

(9.57)

(9.58)

Note that everything here is Lorentz invariant except for the denominator of the second term
( 2wy). This is a well known result (the decay rate changes in different frames).

2 Originally seen in eq. (4.76).
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9.10 CcROSS SECTION.
For 2 — many transitions

probability i — f o
unit time

( number of final states with pr € (pys, pr +dpy) )

2 9.59
QSIS pi- 5 pH|My %l—l &p ©-59)
2wk, V32w, VA 5 @n )3 2wy
We need to divide by the flux to obtain the cross section.
In the CM frame, as sketched in fig. 9.27, the current is
j=nvi—nvy, (9.60)
so if the density is
1
=—, 9.61
n A 9.61)
(one particle in V3), then
. ViI—W
= . 9.62
J Vs (9.62)
—7% &
) [
Figure 9.27: Centre of mass frame.
2
Qmy* o pi - Ty p)|Mpi| M &p 063
o= 6"
2wk, 2wk, [IV1 = val| f 2m)3 2wy
This is where [14] stops.
There is, however, a nice Lorentz invariant generalization
. 1
J (kakp)? — mims, (9.64)

Viwy, wi,



9.11 MORE ON CROSS SECTION. 181

(Claim: DIY)

e = 1 (likall ikl
CcM V3

Wi, Wiy

1
= = (vall + sl (9.65)
B 1
7 [[vi — va|
(27r)4<5(4)(2p > phiMsl dp
l—[ (2m)3 2w, (9.66)

4 [ (kakp)? — mims2,

9.11 MORE ON CROSS SECTION.

do(AB—1---n) =

IMf* x 2m* 6@ pi- Y p)
4\/M Z Z l—[ (27T)32a) i

(9.67)
For two particles, the particle data book this factor has the identification
d(LIPS), = 2n)*s® N =—— 9.68
(LIPS); = 2r)*6 DY pi— Zp)]_[(zﬂ)%f (9.68)
2
d(LIPS ),|My;
o= LIPS |Myi (9.69)
4 J(kpkg)? - mf‘mz
Digression

Digression: One to three muon decay 1 can’t recall what prompted this, but an example of
muon (a negative charged “heavy electron”) decay was given, sketched in fig. 9.28. In such
decay lepton number and charge both have to be conserved. This is why such a decay must
have a mu-neutrino (v,), as well as an antineutrino (v,.) along with the electron (e™).
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«é’\

Y

Figure 9.28: Muon decay: One to three scattering.

Example: ¢ — ¢¢:  Let’s calculate the flux factor for the 2 — 2 scattering sketched in
fig. 9.29 from the CM frame. Our four-momenta are

'YI

Figure 9.29: Two to two scattering in CM frame.

(9.70)

Vs = Ex + E, ©.71)



9.12 d(lips)s.

and s is known as a Mandelstam variable (see for example: [17]. The particles are each on shell,
SO

N
KE=>-k =m

4
(9.72)
k=3 -k =m,
The flux factor is
s 2
4 \J(kakg)? — m2m = 4 (- n k2) —(m2)?
4 (9.73)

:4¢(§+kz_mz)(;+kz+mz).

Using eq. (9.72), gives

4 J(kpkg)? - mim, =4, /(2k2)% = 4|K|| V. (9.74)

9.12 d(LIPS),.
In the CM frame the delta function simplifies and we have

d’pi d’py 1
2m)3 27m)3 2w 2w,
_ d3p1 1

d(LIPS), =

27(27)* 63 (p1 + P2)d Qw1 — V)

= ———216Quw; - 9.75
(2n)? 402 76Qwi = V) 9.75)
dp 1
= ————=2716(2 \|p? + m? -
(271_)3 40)% T ( pl m \/E)
Vs
p1= (T’pl (9.76)
The square of this four-momentum is
2_ . 2_ 8 2
py=m- =~ | (9.77)
o)
2_ 5 2
p] = 7" (9.78)
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Using the delta function identity
o(x™)
PO =0

and letting d>p; = dQp?dp, p = ||p1ll, and f(p) = 2 /p2 + m?2 = +/s we have a zero at

o(f(x) = 9.79)

x*=p—s/4-m2, (9.80)
p* = 2 —m?. (9.81)
) = %zx/;ﬂ +m?
_oL, P (9.82)
2 w1
_2r
=
d3p1 1
d(LIPS )y = ———=216(p — \/s/4 — m?)
2n)3 4w%
_ d*Qp’dp 8(p — V's/4 - m?) (9.83)

(2m)24w? 2p/wi

2
= R sp ~ 5T ),

"~ 218w
but fdxx&(x —-x") = x*, so
d*Qp

(2m)?8w; (9.84)
d*Qp

T 16m2 s

since w; = Vs/2.
Plugging eq. (9.74) and eq. (9.84) into eq. (9.69) we have

d(LIPS), =

do d(LIPS), 1

2
= My

2 2 | fl|

d2Q) d2Q) 4 /(kAkB)z_mi 2

- _F |—iA)? 1 (9.85)
1672 /s 41kl Vs
AZ

64n2s
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Since
f d*Q) = 4r, (9.86)

the total cross section is

A2 Arx
o = —
ol = "2 264/16 9.87)
/12
T 3y

There was a counting adjustment made here that I didn’t catch.

9.13 PROBLEMS.

Exercise 9.1 The “h — WW, ZZ" Higgs-decay width. (2018 HW4.1I)

From the S U(2);, x S U(2)g model of Homework 2—really, the Higgs Lagrangian of the Stan-
dard Model, find the coupling of the A-particle (the Higgs boson) to the ¢“ particles (these are
now Goldstone bosons, in the electroweak theory, they become the longitudinal components of
the W and Z particles). Canonically normalizing / and ¢“, this coupling has the form

Lint = const. h 8,¢" "¢ . (9.88)

a. Determine the value of const. for canonically normalized /4 and ¢?.

b. Use this coupling to compute the width T'(h — ¢>¢>) of the Higgs particle to decay to
two longitudinal (say) Z-bosons (hence the index 3).

c. Plug in some numbers. Use the fact that the vacuum expectation value |m|/ VA = 246
GeV and the fact that m;, = 125GeV to get a number for the lifetime. Compare to the to-
tal width of the Higgs from http://pdg.1lbl.gov/2012/reviews/rpp2012-rev-higgs-boson.
pdf, see figure 5 there, as well to the partial width to WW given in Figure 4 there.
d. At the same time, determine the values of |m| and A separately. Is 4 < 1 (i.e. perturba-
tive)?
Notice that this calculation would have been physically relevant had the Higgs been heavy, my, >
my ~ 100 GeV. This is because the 1 — WW decay then is dominated (in this limit) by the decay
into the longitudinal component, which is really the Goldstone boson field ¢ (in this limit, the
result is independent of the gauge couplings g » of the Standard Model). Nonetheless, having

some real numbers in this class is good.


http://pdg.lbl.gov/2012/reviews/rpp2012-rev-higgs-boson.pdf
http://pdg.lbl.gov/2012/reviews/rpp2012-rev-higgs-boson.pdf

186

SCATTERING AND DECAY.

Answer for Exercise 9.1
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Exercise 9.2 The Goldstone boson scattering cross-section, its growth with E. ,, , and the Higgs (2018 HW4.1

This problem has:

e A great historical significance, for giving an argument in favor of the existence of a
Higgs particle. The strongest argument for the Higgs particle’s existence was that it was
required—within the weakly coupled scenario of electroweak symmetry breaking—to
tame the growth of the WW scattering amplitude and restore unitarity of the electroweak
theory. Unitarity is a sacred thing and we don’t want to easily give it up.

e A great future significance: measurements of WW scattering at the LHC (and future col-
liders) will test the Higgs model precisely, in particular the hypothesis that the Higgs
particle that was found last year completely restores unitarity and there is no other state
required. Current measurements of WW scattering at the LHC are not just not complete,
they are nonexistent (and are very difficult, I am told), hence the question of whether “the
Higgs is the Higgs" is still open.

Now, to the concrete stuff:

a. You will calculate the scattering amplitude of Goldstone boson quanta via Higgs ex-
change, due to the coupling you found in eq. (1) of Problem 2. To be definite, study the
amplitude M(¢'¢! — ¢3¢>) (I am being very nice here, as I let you only look at the
s-channel process!).
For energies of the ¢ quanta greater than the mass of the W and Z bosons (roughly 100
GeV), this scattering amplitude via h-exchange can be shown [you got to believe me
here] to be the same as the scattering of longitudinal W, Z-bosons.
Show that

§2

M(¢l¢1 - ¢3¢3)|h—exchange = const. (9.89)

b
V2(s —m3)
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where s is the appropriate Mandelstam variable (the square of the c.m. energy), my, is
the mass of &, v = |m|/ \/1 and you will determine the constant. What you found is that
the scattering amplitude (9.89) grows with the c.m. energy, without bound. It should
intuitively clear that this may violate unitarity by leading to probabilities greater then
unity at sufficiently high energies.’

b. Now, the interesting thing about the Higgs model is that the growth of (9.89) with cen-
ter of mass energy is actually cancelled by the same amplitude, but now due to the
direct coupling between ¢“ quanta. To find these interactions, go to eq. (9) of Home-
work 2 and study the coupling of ¢“: substitute H(x) of eq. (9) into eq. (5) and find the
coupling between four ¢-quanta that gives the leading contribution to the M(¢'¢! —
&0 iocal ¢—interaction SCattering amplitude. Show that it has the form:

const ¢>C¢d(9#¢”6”¢b Tr (O'CO'dO'”O'b ) , (9.90)

and determine the constant.

c. Finally, use (9.90) to calculate M(¢'¢" — ¢ )icar p—interaction @nd show that, when
added to M(¢'¢" — ¢>$°)_cxchange- the various constants combine such that the ampli-
tude M(¢l¢l - ¢3¢3)|h—exchange+local ¢—interaction does not grow with the center of mass
energy. Hence, in the Higgs model of Homework 2 unitary (as expected) rules.

The discovery of the Higgs—expected from such theoretical arguments—is a strong
evidence in favor of the recent statement:

"Quantum field theory is how the world works." -Ed Witten (NYT, August

12 2013)
Answer for Exercise 9.2
PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
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Showing this more precisely—and putting bounds on the mass on the Higgs from unitarity—requires study of partial
wave decomposition (which is also widely used in quantum mechanics; while the idea is the same, it gets technically
a bit more messy in QFT), which is left for future studies.
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Exercise 9.3 “Radiation" by accelerated source and “IR catastrophe” (2018 HW3.1II)

This is a baby problem having to do with radiation of scalar particles. (As we will not have too
much time to study the radiation of electromagnetic fields this term, it is a good opportunity.)
Consider the coupling of a classical particle to a scalar field (remember Homework 1, Problem
1, where a similar coupling to the electromagnetic field was considered):

Sim=e f dsp(x(s)) , (9.91)
worldline
where x(s) is the worldline of the particle and e is its scalar charge (what is its dimension?). The
coupling (9.91) corresponds to a “current” j(x) coupling to ¢ as in Problem II. above:

Sm=e f dsp(x(s) = f d*xj(xX)p(x), where j(x)=e f dss®(x - x(s)), (9.92)
worldline worldline

is the current.

a. Consider a particle of mass M, whose worldline is given by:

A vy
xH(s) = e for s <0and x(s) = uS for s >0, (9.93)

where pt‘ and p“; are the initial and final four-momenta of the particle (both obeying
oy = M?, with p® > 0, of course). The physical meaning of this trajectory is that the
particle undergoes acceleration at x” = 0, suddenly changing its four-momentum from
pi to py. Show that the Fourier transform of the current, as defined in (8.124) above, is
given by:
ieM ieM

p-pr D Di
To make the TA’s life (and yours) easier, in getting (9.94), consider without loss of

ip = (9.94)

generality, trajectories with p; = (M,0,0,0) and p; = (/M2 +¢2,¢,0,0). *

b. Now study the expression for the average number of particles produced, A, or (N), of
eq. (8.124), as well as the average energy (E), which you can easily come up with, from
(8.124). From now on, consider the case where the mass of the produced particles (¢-
quanta) is zero. This has two advantages: simplifications in the various formulae as well
as giving us the feeling that we are actually looking at something close to radiation of
photons.

Show that the integrals over the momenta of the emitted “photons"” in (N) and (E) di-
verge at large p.

4 Recall the “half-delta function" integrals from Homework 2, Problem 1 and ignore the ie factors which should be

present in the denominators in (9.94) as they will not be important for what follows.
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This is because our trajectory has a sudden change of momentum at s = 0. We expect that the
formulae for the radiated “photons" is still valid for sufficiently small momenta where the nature
of the kink is not relevant (presumably for momenta less than the inverse time during which a
smooth change of momenta occurs, i.e. momenta smaller than the reciprocal of the scattering
time). Thus, we now suppose there is a high-momentum cutoff.

Let us then study the convergence of the small-p integrals over the momenta of the
emitted particles in (N) and (E). This counts the number or energy of “soft" photons
emitted. Show what while (E) is finite, the expression for (N) diverges for small p.

This divergence in the number of soft photons radiated by a classical source is called the “in-
frared catastrophe", in the case of QED. A similar answer is obtained using a tree-level QFT
calculation of the radiation of soft photons. Note one interesting fact: the divergence of the in-
tegral determining (N) is logarithmic: (N) ~ e? log % where the IR cutoff k,;, is introduced
to make the integral finite. You see now that e (really, the fine structure constant & ~ 1/137, in
QED) is multiplied by a large log, which can be bigger than 137. This is a first indication that
perturbation theory breaks down and some resummation of diagrams may be needed. Indeed, in
QED, the infrared divergence is cancelled after adding “loop" effects, see Section 6.5 of Peskin
and Schroeder.

The point of this problem was to illustrate two things. First, it shows (within this classical calcu-
lation of the overlap between free and interacting vacua) how the two vacua can be orthogonal
(in the case of massless ¢, due to infrared (small momenta) problems). Second, it points toward
something—the infrared divergences in QED, and the resulting “Sudakov double logs"—that
you will study later, either in QFT2 or by yourselves.

Answer for Exercise 9.3
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FERMIONS, AND SPINORS.

10.1 rERMIONS: IR3 ROTATIONS.

Given a real vector x and the Pauli matrices

1 —1i 1
T L P T L) DR 01 (10.1)
1 0 i 0 0 -1
We may form a Pauli matrix representation of a vector
3 1_:2
ocx=| o (10.2)
xb+ix? -3

where o = (01,0'2,03). This matrix, like the Pauli matrices, is a 2 X 2 Hermitian traceless

matrix. We find that the determinant is

det(o - x) = —@2 — (x1? = (x%)? (10.3)
= —X".

We may form
U(o-x)U", (10.4)

where U is a unitary 2 X 2 unit determinant matrix, satisfying

U'u =1
(10.5)
detU = 1.
Further
det(UO'-X)UT = det U det(o - x) det Ut (10.6)
= det(o - x).
Moral: U(o - x)U" = o - X', where x’ has the same length of x.
We may use this to represent an arbitrary rotation
U(o - x)U" = R jx/o” (10.7)

191
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We say that U € SU(2) and R € SU(3), and S U(2) is called the “universal cover of S O(3)”.
Pauli figured out that, in non-relativistic QM, that this type of transformation also applies to
(spin) wave functions (spinors)

¥Yx) > ¥Y'x)=U¥x) (10.8)
where
X = X' = Rx, (10.9)
and RTR = 1. Here ¥ is a two element vector
b4
¥(x) = T(X)‘, (10.10)
Y, (x)
so the transformation should be thought of as a matrix operation
\I[/ ’
[‘YT(X)} SNy [TT(X)} . (10.11)
Y0 || [

Having seen such representations and their S U(2) transformations in NRQM, we want to know
what the relativistic generalization is.

10.2 LORENTZ GROUP.

Let
x*,x) = x’c" -0 - x
_ - —x+ix? (10.12)
om0+ 3|

This has determinant

det(x”,x) = (x*)* = (x')* = (*)* — () (10.13)
= x'x,.
We therefore identify (xY, x) as a four vector
0
(x,x) = x, 0" (10.14)
= x'o"guy.

We say that S L(2, C) is a double cover of S O(1, 3).
Note that the matrix U can be built explicitly. For example, it may be built up using Euler
angles as sketched in fig. 10.1. or algebraically
U = ¢V73/2i001/24i003/2 (10.15)
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Y4

e

Figure 10.1: Euler angle rotations.

10.3 WEYL SPINORS.

We will see that there is generalization of Pauli spinors, called Weyl spinors, but we will have
to introduce 4 component objects.

We’d like to argue that there is a correspondence (also 2 — 1) between S L(2,C) — SO(1, 3).

Here:
e S :special
e [ : linear
e 2:2x2

e C : complex.

and we say that M € SL(2,C) if det M = 1, where M is a complex 2 X 2, but not necessarily
unitary. The S U(2) group is a subset of SL(2,C). In this representation S U(2) matrices are
S L(2,C) matrices, but not necessarily the opposite.

We introduce a special notation for the identity matrix

0'05{1 O} (10.16)
0 1
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and can now form four vectors in a matrix representation

x'(rzx“O'ﬂ

= xOO'O — 0 X
) (10.17)

1 2

- =x+ix
—X —ix

O+ 53

Such 2 x 2 matrices are Hermitian. Notice that the space of 2 x 2 Hermitian matrices is 4 dimen-

sional.
‘We found that

det(x“o,) = (x°)* — x%. (10.18)

The transformation
Moy — M(xo,) M, (10.19)
maps 2 X 2 Hermitian matrices to 2 X 2 Hermitian matrices using a unit determinant transfor-

mation M. Note that M is not unitary, as it is an arbitrary (Hermitian) matrix. In particular
MM # 1! Also note that the determinant of the transformed object is

det (M (s, ) M) = 1 x det (o) x 1, (10.20)

since det M = 1, so that we see that the Lorentz invariant length is preserved by such a transfor-
mation. This can be expressed as
xo— Mx-oM =X o, (10.21)
where (x')? = x2.
Motivated by this S L(2,C) — S O(1, 3) correspondence, postulate that we study two compo-
nent objects

Ui(x)
Ux(x)

Ux) = (10.22)

bl

where x = (X%, x', x2, %) is a four-vector, and assume that such objects transform as follows in
S0(,3)
Ux) - U'(X)= MTU®x)

10.23
FYLNEN x/,u — A,uvxv’ ( )

where M is the one giving rise to A. To understand what is meant by “giving rise to”, consider

To_
Mxt'o,M' = x 7\3 p (10.24)
= O-V y2 ’



10.3 WEYL SPINORS. 195

and this holds for all x*, we must have

Mo,M' = o, N, (10.25)

Theorem 10.1: Transformation of U T(X)O'ﬂ U(x)

U’ (x)o, U(x) transforms as a four vector.

Proof:

U (0o, U(x) - U (3o, U'(x')
=(M'Ux) o.M U(x)
= U'(x) (Mo, MT) U(x)
= U ()0, U(x)A,

(10.26)

so we find that U T(X)O'ﬂ U(x) transforms as a four vector as claimed.

Theorem 10.2: Transformation of partials.

The four-gradient coordinates transform as a four vector

@) =A™ 0.

Proof': Inverting the transformation relation
xXH =AM X, (10.27)
gives
= (ATH A = (AT X, (10.28)
SO
O — (O
0

- Ox'#
_0x7 0

©OxH Ox
0
= (A
(A7) Hoxo
N
=(A") 0s.

(10.29)

1 In class we proved this by considering the transformation properties of a direction derivative dx* - d,,, but that isn’t
the method that seems most intuitive to me.
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Theorem 10.3: Transformation of U'c*d,U

U'o#8,U transforms as a four vector.

Proof:

d d
¥ v 1T reor
Ut (x)o* S U@ - UG )o-“—ame (x')
a ’
= AU (0o — A U
ox'H g (10.30)
o, U(x)

0
= U'(x)o”
(x)o pyT

= U'(x)o” 9 U(x)
ox”

‘We can now define

— Definition 10.1: Weyl action (name?)

We may construct the following Lorentz invariant action

S Weyl = f d*xiU" (x)0*,U(x),

where U(x) is a Weyl spinor.

The i factor here is so that the action is real. This can be seen by noting that (ic")t = —ig*
and integrating the Hermitian conjugate by parts

_—

(ia'O)T= 0 i) _ ;50 (10.31a)
i 0
,0 ._T

(ial)* ) O - (10.31b)
i 0
o 1]

(io'z)T - = _ig? (10.31¢)
10
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.
(z‘<r3)T = l’ 0} = —io” (10.31d)
l

St o= f d*x0, U (x)(ic*) U (x)

- f d*xd,U" (x)ic" U(x)
(10.32)

- f d*x,, (UT (x)ic* U(x)) + f d*xU" (0)ic*8,U(x)

f d*xU" (x)ic*d,U(x)
= SWeyly

where it was assumed that any boundary terms vanish.

— Theorem 10.4: Weyl equation.

Variation of the action definition 10.1 gives rise to the equations of motion

0
ct'—U=0
OxH

which is called the Weyl equation.

Proof:

oS =i f d*x (U7 0#,U + U'0#9,6U)

i f d*x (U 0#,U + 8, (U'0#5U) - (8,U")o6U )
(10.33)

=i f d*x(6U" (#9,U) - (8,UNo*) 6U)
= f d*x ((SUT (i3, U) + (6U" (i), U))T).

Requiring this to vanish for all variations §U' proves the result.
Written out explicitly in matrix form, the Weyl equation is

(90 +63 01— i0y
(91 + iaz 60 —33

U,
U

=0, (10.34)
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or

(0o +03)U1 + (01 —i02)Ur =0 (10.35a)

(01 + i62)U1 + ((90 - 63)U2 =0. (10.35b)

— Theorem 10.5: Weyl equation relation to the massless Klein-Gordon equation.

The Weyl equation is equivalent to a set of massless Klein-Gordon equations.
0,0"'Ui =0,

fork=1,2.

Proof:
Multiplying eq. (10.35a) by d; + id, gives

(@1 +102) (G0 + 9U1 + @1 = 02)U2) = @0+ 05) B +i02) Uy + B +i02) (01 = i02)U>
= —(00 + 03)(0p — 03)U + (01 + i02) (01 — i02) U,
= (=0po + 033 + 011 + 022) Uz
= (—aoao —030° —9,0" - 3232) U,

= —0,0"U».
(10.36)
Similarly, multiplying eq. (10.35b) by d; — id, we find
0= @1 = i02) (@1 +0)U1 + (30 - 93)U2)
= (011 +022) Uy + (9p — 03) (01 — i02) Ua
(10.37)

—(00 + 03)U;
= (011 + 022 — 0pp + 033) Uy
= —8,0'U,.

Because S wey1 results in a massless Klein-Gordon equation, this is no good for electrons, and
we have to look for a different action.
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Claim: U0, U is the only bilinear Lorentz invariant that we can add to the action.
An action like:

1 1
Linass = EmUTO'ZU + Em* Utor(UNT, (10.38)

may exist in nature (we don’t know), and are called Majorana neutrino masses. The problem
with such a Lagrangian density is that it breaks U(1) symmetry. In particular U — €U sym-
metry of the kinetic term. This means that the particle associated with such a Lagrangian cannot

be charged.
Recall that we introduced electromagnetic potentials into NRQM with
0 1
Y =—(V-eA’Y 10.39
g 2m (V —eA) ( )

which is a gauge transformation. We’d like to have this capability.
What we can do instead and maintain U(1) symmetries, is to introduce two U’s, like

1 | -
Linass = EmUrlFO'ZUZ + Em U20'2(UI)T (10.40)
What we are really doing is assembling a four component spinor out of the two U’s.

10.4 LORENTZ SYMMETRY.

We want to examine the Lorentz invariance of UTo» U, but need an intermediate result first.

— Lemma 10.1: Transpose of Pauli vector representation

For any x € R3
(o - X)T = —0'2(0' . x)a'z,
or more compactly
T 22

o =—-000".

Geometrically, this transposition operation reflects x about the y-axis.

Proving lemma 10.1 is well suited to software diracWeylMatrixRepresentationAndldentities.nb,
but can also be done algebraically with ease. First note that

0’? =01
o, = —0 (10.41)

T

—
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which means that

(o - X)T olx! =2 + 353

=O'20'2(0'1X1 —0'2x2+0'3x3)
1

(10.42)
o? (—(rlx —ox* - a'3x3) o?

—02(0' . X)TO'Z.

Now we are ready to proceed.

Theorem 10.6: UTo, U invariance

U0, U is Lorentz invariant.

Proof:

UloyU — U Ty U’

20 (10.43)
=U"M" oMU,

where U’ = MTU and U'T = UTM'" .
Note that if we can show that M TTazMT = 0, then we are done.
It is simple to show that any

U = ¢io2, (10.44)
for a € R3, has eigenvalues +i||al|. The determinant of such a matrix is

el 0
0 edal

detU = =1, (10.45)

so we see that such a matrix has the UTU = 1 and detU = 1 properties that we desire for
elements of S U(2)?. We haven’t shown that all matrices U € S U(2) can be written in this form,
but let’s assume that’s the case.

io-a

2 In class the suitability of e
matrices satisfy dete? = e"4

as an element of S U(2) was demonstrated with an argument that diagonalizable
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Claim:  Generalizing from the exponential form of S U(2) elements seen above, we assume
that any S L(2, C) matrix M can be written as

M = g7 @+ib) (10.46)

fora,b € R,
The transpose of an exponential of a sigma matrix goes like

> 1
™' = Z o (o “)k)T
k=0 "
= Z o (=o2(0 - w)o) (10.47)
k=0
1
= 0'2[2 E(—a’-u)k]a'z
k=0
= ore Vo,

SO

M oMt = ( ei(r-(a+ib))T 0yl @)
(10.48)

— (O_ze—ia'-(a+ib)o_2) O_zei(r-(a+ib)

02,

which is the result required to finish the proof of theorem 10.6°.

10.5 DIRAC MATRICES.

— Definition 10.2: Dirac matrices.

The Dirac matrices y*, u € {0, 1,2, 3} are matrices that satisfy
Wy =2¢",
that is

Yy Y'Y =287,

3 A slightly different derivation was done in class, but this one makes more sense to me.
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We will use the explicit 4 X 4 matrix representation

oo 1
10

and
i 0 O'i
Y = .
-0 0
The metric relations can also be written explicitly in the handy form
2
(07 =1
N2 (10.49)
0y =1
Written out explicitly, these matrices are
0 0 1 0 0 0 01
o [0 0 0 1 I 0 0 10
Yy = S Y = s
1 00O 0 -1 00
01 00 -1 0 00
) (10.50)
0 0 0 —i 0 1 0
0 0 i O 0 0 -1
7 = . Y= :
0 i 0 O -1 0 0 O
-i 0 0 O 0 0
We will see in exercise 10.1 (Hw4) that Lorentz transformations take the form
Xy = A,y Aip, (10.51)
where
Aijp = e 20mS" (10.52)
where
SH = 411 [y, v']. (10.53)
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In particular

GOk _ %[yo’yk]

_ ik

=5rY

o 1]j 0o o (10.54)
211 of]-o* o0

_ |-t 0

2 0 o

will generate boosts, whereas (for j # k)

0 o/l 0o ok
-l 0||l-cF 0 (10.55)

_ L ulet 0
2 0 o

are rotations (and in this case, are Hermitian).
The explicit expansion of the half Lorentz transformation operator is

Nip = e~ 2uS?

—iworS Ok—%wij Jk

k Sk
= exp 1 woko 0 i |wpeo 0. (10.56)
2 0 —worok 4 0 w jkefkl(rl
B e—(%woko'k+£(t)jk€jkl(rl) O
- 0 e—(—la)()k(]’k+i.wjkejk10'l)

where the 1/2 factor of wgy; vanished because we had a sum over 0i and {0 which have been

grouped.
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— Lemma 10.2: Some Dirac matrix identities.

' ="
O ==

Yoy =

The first two are clear from inspection of eq. (10.50). For the last, for g = 0

0)7y0 = 0,0,

= ’)/O,

Y&
andforu=k+#0

YO =)’
= y0ky0

= 1090k
k
= ’)/ N

which completes the proof.

10.6 DIRAC LAGRANGIAN.

We postulate that there is a four-component object

41
%)
V3
Vs

¥ = Y= (vl 5. 05.05)

where ¢,;’s are all complex fields, and assume that the fields transform as

Y - ¥'() = At 0,

(10.57)

(10.58)

(10.59)

(10.60)

where our vectors transform in the usual x — x’ = Ax fashion, where the incremental form of

the Lorentz transformation is the usual

AR, =8, + W+ O(W?).

(10.61)
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Definition 10.3: Overbar operator (name?).

¥ =70

Definition 10.4: Dirac Lagrangian.

Lbirac = ¥ (x) (iy"9, — m) ¥ (x).

Armed with lemma 10.2 we can now show the following.

— Theorem 10.7: The Dirac action is a real Lorentz scalar.

The action

S = fd“x‘? (iy"0,—m) ¥,

is a real scalar and is Lorentz invariant.

Real:  To show that the action is real, we compute it’s Hermitian conjugate, apply lemma 10.2
and integrate by parts

St = f &y (—i(«yﬂ)T a, —m) ()"
_ f d*p ((i«yf‘)T a, —m)yO‘I’
= f d*x¥’ (—vo(iy”)yo Py —m)yo‘f’
- f d'3¥ (=i 3, -m) ¥
= f d*xd, (Fi"¥) + f d*x¥iy'd, ¥ - f d*x¥m¥

- f d*x¥ (iy"d, — m)¥
S,

(10.62)

205



206

FERMIONS, AND SPINORS.

where 0, without an overarrow means the traditional right acting operator, and assuming that
the boundary terms vanish.

To show the Lorentz invariance, we will consider just the transformation of the Dirac La-
grangian density. We need a couple additional pieces of information to do so, the first of which
is the transformation property*

Y - YA, (10.63)
and (from exercise 10.1 (Hw4))
AT Y Ay = Moy”. (10.64)

The Lagrangian transforms as

ox'H
FOAL, (A" 00 —m) A2 ¥ (x) (10.65)
F 00 (iAT7" A1 (A 00— m) ¥ ()
¥ (iy”@,l - m) Y

F () (iy"0y — m) ¥ (x) > ¥ (¥)y° (iy" o _ m) Y (x')

We find that ¥¥ = ¥Ty°% is a Lorentz scalar, whereas ¥y*¥ is a 4 vector.

10.7 REVIEW.

Last time we

¢ introduced the Clifford algebra Dirac matrix (gamma matrices) elements satisfying
.y =2¢", (10.66)

where we use the Weyl representation

(10.67)

In particular (y°)? = 1, (")" = +°.

4 Not proven here, but there’s an argument for that in [14] (eq. 3.33).
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o and left off after showing that the Dirac Lagrangian
L =Y (iy'd,-m)¥, (10.68)
where ¥ = ¥y, is Lorentz invariant. We argued that a single spinor can only describe

a massless field, and that a two spinor construction can be used for a massive field. We
skipped from there to the Dirac Lagrangian above.

10.8 DIRAC EQUATION.

Varying the Dirac action (exercise 10.4), we find the Dirac equation

(iy"8,—m) ¥ = 0. (10.69)

Theorem 10.8: Dirac equations solutions satisfy the Klein-Gordon equation

If ¥ obeys eq. (10.69), the Dirac equation, then ¥ obeys the Klein-Gordon equation.

Theorem 10.8 follows by pre-multiplying by a sort of “conjugate” operator> iy + m to find

0= (iy'o, + m) (iy”aﬂ - m) Y

(
(

= (—— (7#%/ + YVVu) 30y — ’"2)‘F (10.70)
(

which is a Klein-Gordon equation for ¥.

Goal: Expand Y(x,?) in a basis of solutions of the Dirac equation. Call the coefficients
a, b, ---. This will be like

d3p ip-x T —ip-x
¢ ~ M(e ap+e ap) (10.71)

5 Q: Is there a name for such a conjugation operation?
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As with the scalar field, let’s look for plane wave solutions. We’ll first look for solutions of
the form

Y (x) = u(p)e ', (10.72)
where p? = m?, p° > 0Vp. Plugging into eq. (10.69) we find
(¥ pu = m) u(p) = 0. (10.73)

Let’s write this out explicitly for exposition, first noting that

Ypu=7"po + ¥ pi

o 0 o° * 0 o

o 0 -k 0 (10.74)
B 0 P —o-p
- PP’ +o-p 0 '

so eq. (10.73) becomes

-m pPa® — o - p||ui(p)

0,0 4 . _

0=

-m p-o||lu(p)
p-o  —m||up)

where the following handy shorthand® has been used to group the momentum related block

matrices
0_0
co=po —-p-o
pro=pr9 =P (10.76)
p-C=po +p-0.
Note that these p - 0, p - s are both block matrices. In particular
p-o = puot
pPo+ps piL—ip (10.77)

p1+ip2  po—p3

6 Assuming I wrote this down correctly, this follows the usual convention x - p = x*p,, = 10p% —x - p. I had some doubt
that I got the signs right in my notes from class, since a peek at [14] seemingly showed the opposite sign convention
where o - x was first defined, namely eq. 3.41/3.43. There they write -9 = dp+0 -V, not -9 = dp—o - V.
What explains this is the fact that the four-gradient in coordinate form should really considered a lower index
quantity (d,), so in the scalar+vector tuple form, we should write 4 = @°,-V), or 0y = (00, V). This means
that -9 = 099 — - (V) = §y + o - V. Having a tuple notation that can be used to represent either lower or
upper index quantities is very confusing, and probably justifies avoiding that notation for any lower index quantity
whenever possible for clarity!
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The question is what u’s obey such an equation.
We can gain some insight by first considering the rest frame, where p = 0, p° = m. Going
back to eq. (10.73), the rest frame Dirac equation becomes

0= (yopo —m)u

(10.78)
=m (yo - 1) u.
Our block matrix equation is now reduced to a set of 2 X 2 identity matrices
-1 1
0= u(p = 0). (10.79)
1 -1
The solution space is given by
-1 1
¢l 0, (10.80)
1 -1||Z
where ( is itself a 2 X 1 column matrix, say
l= [g‘ . (10.81)
6}
so our solutions are all proportional to column
u(p = 0) ~ M[g ) (10.82)
4

We’ll figure out the desired normalization later’, and have added a +/m factor into the mix for
later convenience. Equation (10.82) is a solution of the Dirac equation in the rest frame where
p = 0. A solution in a frame where p # 0 can be found using a boost. We won’t work that out
explicitly here, but instead show the answer and argue that it must be valid, but the interested
student can find that boost calculated explicitly in [14]. A nice treatment of such a boost can
also be found in [11] supplemented by exercise 10.5.

Claim:  in a boosted frame where p # 0 solution is
Vp - ol
Vp-o¢

What do we mean by these square roots? Since p - o, p - o are both Hermitian 2 X 2 matrices,
we can define the square root as the matrix of the square roots of the eigenvalues.

u(p) = (10.83)

7 [14] says of this that we pick a normalization with 7 = 1.
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Check: In the rest frame

\/p'_O'lp =0~ \/p'_&’pzo

[V o
0 N (10.84)
[vm oo
0  vm|
)
o0
u(p) = M[ ° ‘
o'¢
(10.85)
4
as we already found.
We claim that the structure of the boost is
\p-o 0
—m ¢
up)=| " — || Vm (10.86)
0 NPT Iq
u(p =0)

We’d like to check that this is an element of S L(2, C). We’ll also see in the end that we don’t
have to calculate these square roots, since we always end up with two spinors and when all is
said we end up with products of these roots.

Lemma 10.3: Determinant of square root.

If matrix A is diagonalizable, then det VA = VdetA.

Proof: Suppose that

A = Udiag(Ay,--- 4,)U", (10.87)
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then

det VA = det (U diag(v/A1. -+, VA,)U")
TV
J

= VdetA.

(10.88)

— Lemma 10.4: Determinant of p - 0.

N

M:I

det

Proof:

det p-0'= detw,
m

Vm
1
= Jdet —
m

1
= ) ((PO)Z - Pz)

pPP+pd —pi+ip

-p1—ip» p’+p?

(10.89)

Lemma 10.5: (p-o)(p-0)

(p-o)p-T)=m’.
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Proof:

(p-o)p-3) = (p"~p-o)(p’ +p-0)
= - (p-0)
=" -p

= mz.

(10.90)

|* Theorem 10.9: u(p) is a solution to the Dirac equation.

Equation (10.83) is a solution of eq. (10.69), the Dirac equation.

Proof:
_ _ | -m po||vpor
(Vﬂp/t m) u(p) .5 —m \/—

_|(mvp T+ p-ovp-7) {]
(p o\p-c—m+p- 0'
_|vea(-m+ vprap-7) é]
V7 (Vv
V77 (-m + )¢

\/ﬁ(pm—m){‘

=0.

Summary:  For p® > 0, p> = m?

Y(x) = e P u(p)

u(p) = «/_W‘Tg
p-o
Example:

p =(E.0,0,p°)

(10.91)

(10.92)

(10.93)

(10.94)



10.8 DIRAC EQUATION.

We have
T p = AJE-p3c?
_ |[|E-P* 0
0 E+p (10.95)
\/E—p3 0
|0 E+p’
Similarly
— E + p? 0
ap= ; (10.96)
0 E—p3
SO
E—p3 0
e
0 \E +p3
up) = : (10.97)
E+p3 0
4
0 E-p3

Suppose we let

|

¢= (10.98)
0

we are left with

E—p3 1

(=}

up) = (10.99)

1

[0%)

E+p

=)

Alternatively for { = {O}

1
NE+p

E—p3

0
1

[98)

ulp) = (10.100)

1
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If we pick p3 = E3, then we find two solutions

1
O ]
0
M(P)|§ =(1,O)T,p3:E = | (10101)
V2E
0
and
V2E 0
1
uPly —o.)T piek = (10.102)
0
0
1]
10.9 HELICITY.
Let & (the helicity) be
11s-
L N (10.103)
2l 0 p-o 102
= f) . S,
where
o
S=12 0 . (10.104)
0 <

h has eigenvalues +1/2.
It turns out that eq. (10.101), and eq. (10.102) are both eigenstates of the helicity operator.
1
hu'V = Eu(l) (10.105)

(10.106)

1
m® = —Z4@.

corresponding to momentum aligned with and opposing the spin directions as sketched in

fig. 10.2.

8 we can boost a massive particle to be arbitrarily close to p3 = E.



10.10 NEXT TIME.

/
\/,

A’/

&
N

Figure 10.2: Helicity orientation.

10.10 NEXT TIME.

We found ¥ = ue™P*. Next time we will seek another solution ¥ = ve*?*, and we will also
figure out how to normalize things.

10.11 REVIEW.

We were studying the Dirac Lagrangian
Loirac = ¥ (iy"dy —m) ¥, (10.107)

from which we find

(iy"0, —m)¥ =0, (10.108)

the Dirac equation, and saw that solutions to this equation satisfies the Klein-Gordon equation.

‘We found solution

¥ (x) = u(p)e ™, (10.109)

which is automatically a solution to the Klein-Gordon equation. There are actually two linearly
independent solutions

\p ol
: (10.110)
«/p-(?é”]

where ¢! = (1,0)T, 22 = (0, DT.

u'(p) =
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10.12 NORMALIZATION.

Theorem 10.10: u'u

W Tut = 2pos”.

Proof:

stor — | o5t - st [ . 5 \/p_()'{
uw-u [f Vp-o PU_] \/p_a'{
= (Vpovp o+ \p-T\p-T)L
=T (po+p- O

=T (po-p-o+py+p o)
=2pol*TL

We can easily see that *T¢" = ¢"* by writing out those products

1yl _ 1 -
=11 o] o 1
2 =[1 o)} =0
21 _ 1 -
& =o ﬂg 0
£ =lo 1] (1) =1,

which completes the proof.

We also want to compute uu, but need a couple intermediate results.

(10.111)

(10.112)

Lemma 10.6: Products of p- o, p- 7.

(p-o)p-T)=(p-T)p-0o)=m’.




Proof:

(p-o)p-@)=(p"-p-o)(p"+p-0)
=" - @ o)
="y -p

:m2

and

(p-a)p-o)=(p"+p-0)(p’-p-0)
=Y -0
=(p" - p’

= mz.

10.13 OTHER SOLUTION.

(10.113)

(10.114)

Theorem 10.11: uu.

u'(p)u’(p) = 2md™.

Proof:

rt. 0. s

wWu =u"yu
10 1{|+p o
= al . a .

[ VT e 0} NP
(NPT NP TN
=2m{rT{s
=2mo",

which completes the proof.

10.13 OTHER SOLUTION.

Now we seek the other plane wave solution

¥(x) = v(p)er.

|

(10.115)

(10.116)
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— Theorem 10.12: v solution to the Dirac equation.

Equation (10.116) is a solution to the Dirac equation, provided

Vi(p) =

Vp-on' ]

—-\p-on’

where ' = (1,0)T, 7% = (0, DT.

Proof is left to exercise 10.6.

— Theorem 10.13: v normalization.

Vi(pW'(p) = —2mo"*
VI(pvi(p) = 2p°6".

Theorem 10.13 is proven in exercise 10.7.
It will also be useful to restate the 26”° pg normalization conditions as

u" (Pt (p) = 2wps*”
VIV (p) = 2wpd*.

Various orthogonality conditions exist between the «’s and v’s

(10.117)

— Theorem 10.14: Dirac adjoint orthogonality conditions.

u'(pv'(p) =0
Vi(pu'(p) = 0.

Proof left to exercise 10.8.

— Theorem 10.15: Dagger orthogonality conditions.

VI(=p)u*(p) = 0
u” (p)v*(—p) = 0.
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Proof left to exercise 10.9.
Finally, there are a couple tensor products of interest.

—| Definition 10.5: Tensor product.

Given a pair of vectors

X1 Y1
=1 Y=
Xn Yn

the tensor product is the matrix of all elements x;y;

X1y1 X1y2 -0 X1dn
X1 X2¥1 X2y2 ot X2Yn
T i _
XQy =|: ®[Y1"'yn]— x3)1
Xp :
| XnY1 XnYn |

— Theorem 10.16: Direct product relations.

2
Do (p) =y p+m

s=1

2
2V PeV(p) =y p-m

s=1
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For the v’s
VP - on’ T T ]
)" - \p-o
soi2l—Vp-on’ [77 pro = p 0']
P TV T\p o 10.118
m*) @) (10.118)
=12l VPO [ T p-or p- 0']
- ‘VP'“’M(US)TW VP o' ® (1) VP T
ShHl Vp-onre@) Vpo —vVp-anrem) Vp-o
but

' ey’ = H 1 o

(10.119)
10
0 o|
and
7 en! H[o 1]
(10.120)
10 0
0o 1|
0 Yoo @n'T = 1, leaving
2 I —
S e =| VIV T NpoNp T
=1 | Vp- TP -\paVp T
_|=Vp-op-o ANp-op-o
| Vp-op-T —Np-op-T
’ (10.121)
_|-m po
p-o -m
:—m1+p00 1+p- 0 -o
1 0 o 0
=-m+ ply,,

as stated. Proof for the u’s is left to exercise 10.10.



10.14 LAGRANGIAN.

10.14 LAGRANGIAN.

— Theorem 10.17: Dirac Hamiltonian.

The Dirac Hamiltonian is

H= j‘d3x‘f’T (—iyoyjaj‘I’ + myo)‘I’.

To prove theorem 10.17, we start with the spacetime expansion of the Dirac Lagrangian
density

GCDirac = l?i’)’oaoly + l‘?’yja]‘if - m‘T"I’
=¥ 00F + i¥y 'y 0, ¥ - m¥ Ty (10.122)
=YY +i¥7y%y0,% - m¥TO¥.

We see that the momentum conjugate to ¥ is

d
Ty = a;; =i (10.123)

Computing the Hamiltonian density in the usual way, we have

HDirac = ﬂ‘Y‘Y =L
=YY - (YT + YTy 0¥ - m¥ YY) (10.124)
= —i¥"y"/0;¥ + m¥Ty¥.
Integrating over a 3-volume provides the Dirac Hamiltonian of theorem 10.17.

Now we want to examine the action of —iy%y/d; + my® = y° (—iyja i+ m) on the plane wave
solutions we have found.

— Theorem 10.18: Hamiltonian action on Dirac plane wave solutions.

For ¥, = u(p)e?*, and ¥, = v(p)e'P*, we have

-’ (i)’j dj - m) Yu=po¥.
~y (iy/0; - m) ¥, = —po¥,.
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Theorem 10.18, which shows that ¥,,, ¥, are eigenvectors of the operator y° (—iyj d;j+ m) with
eigenvalues +wp. These eigenvalue equations follow from the Dirac equation for ¥, Y, . These

are
. B —ipx _ (i jq. .0 _ —ip-x
(zyf'a,, m) ue " = (W .3] +1y 0o m) ue (10.125)
= (iyfaj +i(=iyy’po - m) ue”""*
and
: ip- . . 0 ip-
(zy"aﬂ - m) ve'Pt = (W{aj +1y°do — m) vesz' (10.126)
= (iyfaj + i(i)yopo - m) ve'r*,
Rearranging gives
(iv0; = m) ue™" = —° poue™"™
(10.127)

(171(9 —m) ve'P* = +9° poue™ P,

and theorem 10.18 follows immediately.

10.15 GENERAL SOLUTION AND HAMILTONIAN.
As with the Klein-Gordon equation, let’s introduce a generic solution formed from linear com-
binations of our specific u*(p) = uls,, vi(p) = vi, solutions

2
‘I’(x,t)szd}—p(e Pl + Vb (10.128)

@1 2y

— Theorem 10.19: Dirac Hamiltonian in terms of creation and annihilation operators. [

Substitution of the superposition eq. (10.128) into the Dirac Hamiltonian of theorem 10.17
results in

HDlrac Zf(27r)3 a —brT br )




10.15 GENERAL SOLUTION AND HAMILTONIAN.

Deferring interpretation slightly, we first prove theorem 10.19, making the somewhat lazy
guess that all the time dependent terms will be wiped out. This assumption allows us to use the
zero time fields of our superposition solution

2 3
d .
F(x,0)= ) f — L X (uhah + v bt (10.129a)
(27)3 \[2wp
2 d3 -
¥ix,0)= ) f — e (i al ). (10.129b)

@) 20

Making use of the eigenvalue equations theorem 10.18 the Hamiltonian is reduced to

Exd’pdiq .
E i(p—q)x ri rtoprt s s s
Hpirac = f (27-‘-)62 wpwqe (I/t aq + V_qb_q) Wp (Ltp p v_pb_ )

- Z f(27r)32% ulrjalr;r +vabr—Tp)%( IS) lsi_v b2 )

r,s=1

= % il f (62111)9 3 (ulrfuf,agai, — Vs al’fbs + v_pupbrjpaf, - vr_Tvapbi' b )
m_ (10.130)
where care was taken not to commute any a, b’s. Recall that
Wy ud = vifvs = 2wy (10.131a)
vy =vus = 0. (10.131b)

Equation (10.131b) kills off our cross terms, and eq. (10.131a) wipes out one of the summation
indexes

— rTsrTs rips ri rf s rios o prtops
Hpirae = 3 Zf(zﬂ)3 Up Updp dp —Ma by + Vogtiphpay = Vg bl b p)

rs=1 (10.132)
_Zf(zﬂp Wp Pa _br—'pbrp)

We see above how the mixed terms were killed off nicely by eq. (10.131b). That also justifies
the use of the zero-time fields in this derivation, which can also be seen explicitly without use
of the zero-time fields exercise 10.11.
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Interpretation. ~ With a minus sign in the Hamiltonian, there is no bound to the energy from
below! This makes it troublesome to interpret the ap’s and by’s as the familiar raising and
lowering operators that we know.

We can save the day, making the “Dirac sea” argument, roughly speaking that we can consider
a set of completely full negative energy states, where creation of a particle makes a hole in one
of those states’, as sketched roughly in fig. 10.3. Such an argument does not work for bosons

(A
2
A\t M

Figure 10.3: Dirac Sea.

(photons, ...) since an arbitrary number of such particles can be stuffed into any given state. It
will turn out that our operators are fermions, which gets us out of this trouble.
We can also get out of this hole algebraically. For X = a, b, let

X, = X3

"S };T (10.133)
X=X,

It turns out that some properties of our creation and annihilation operators are

(@y)?=0
(aST)Z — 0

ps 2 (10.134)
®)* =0

)2 —

9 There was a long discussion of this topic in class that I was not able to capture in my notes.
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and

{ay.aq'} =669 (p - q

(10.135)
by by} = 676% (0 - @),
where all other anticommutators are zero
la bs} — {ar’ bsT}
= {a"", ") (10.136)
— arT, bﬁ}
=0.
Such a substitution gives
2 3
d’p . -
Hpirac ;f(zﬂ_)3 P(als)aiv) _bf)bls))
2 3
_ Zf d D (@as + b3 + 65O (p - p)) (10.137)
s=1 (2
2
&p ‘s
= Gad + biBS) - 4V —)
- (271-)3( p(apap p I’) 3 2

We’ll end up dropping the vacuum energy term. We’ll end up labelling the a’s as the operators
associated with electrons, and the b’s with anti-electrons.

10.16 REVIEW.

From the Dirac Lagrangian density
L =Y (iy'd,—m)¥, (10.138)

we found that the energy can be expressed using Hamiltonian

2

sas - by b (10.139)
Z )-

(277)

This appears to be an energy with no bottom. Dirac prescribes: assume Pauli exclusion for b
and fill all the negative energy levels. If we treat a, b as bosonic (commuting), then energy is
unbounded from below. This is a problem, because once you add interactions the system falls
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\J\
Figure 10.4: Unbounded potential well.

e

Figure 10.5: Unstable configuration (inverted pendulum).

into the abyss, something that we can represent as sketched in fig. 10.4. Another representation
of such unstable system that comes to mind is the inverted pendulum sketched in fig. 10.5.
Dirac fixed this by imagining that all negative energy states are “full”. This doesn’t quite fix
it, unless the particles obey the Pauli Principle. Creating a particle of negative energy b is like
destroying a hole.
Mathematically, we postulate that our operators

1. Obey Fermi statistics, behaving like “Grassman numbers”
) 2 _ 2 \2
() =0=p"=d"=(a') . (10.140)
10

All the a,b,a’,--’s square to zero

2. Our creation and annihilation operators are presumed to have non-trivial anti-commutation
relations (unlike the scalar theory where we had the same sort of commutation relations)

{ay, g} = @m)*6" 6P (p - @)
(B B4} = 206" 6% p - q).

10 Is it a coincidence that these look like lightlike four-vectors x* = x“x* = 0?

(10.141)




10.17 HAMILTONIAN ACTION ON SINGLE PARTICLE STATES.

The relations were used to cast the Hamiltonian in a more familiar form

st s sts 353
(Zﬂ)3zwp ayla + by | 206 (0) )

zero point energy (10.142)

ST s, LStrs
f (277)32% s+ by b3) f (271')3

Fermions have negative zero-point energy —4x that of real massive scalar.

Digression

Supersymmetry transforms these into one another, and was thought to solve the cosmic con-
stant problem.

10.17 HAMILTONIAN ACTION ON SINGLE PARTICLE STATES.

We now switch notations, drop the tildes, and ignore the zero point energy

2
Z (ayias + by b) (10.143)
s=1

(27T)

We define the Fock vacuum by

ay |0) =
P (10.144)
by 10) =0
and presume that we have relativistically normalized creation operators
a'(p)10) = \[2wpay’ (0)
(10.145)

b*(p)10) = J2wpb} 10).
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Let’s see how the Hamiltonian acts on each of our possible a single particle states (with
momentum p and spin r)

Hlp,ry=H, /2wpa’T 10)
(2ﬂ)3 qu af;as + bf;fbfl) ,/2wpa;f |0)

YT s rn

&
B (27:)13 Z‘“q“ff (~ap'ay +@m*6% @ - @) 0) (10.146)

o Z wqay (- ”’ + 0’6 5 - 0 10) \2wp
=0
Wp (a{f 0 \/Twp)

=wpp,7).

The Hamiltonian has the expected energy operator characteristics. This is also clearly the case
for our b operators too.

10.18 SPACETIME TRANSLATION SYMMETRIES.

For the scalar field, using Noether’s theorem, we identified the conserved charge of a spatial
translation as the momentum operator

P = fd3xT0i
(10.147)

. f P rn(0)V (),

and if we plugged in the creation and annihilation operator representation of r, ¢, out comes

T
f(z Pl (apap + apay). (10.148)

(plus ! terms that we can argue away.)



10.18 SPACETIME TRANSLATION SYMMETRIES.

For the Dirac field, this works the same way if we systematically apply Noether’s theorem.

In particular, for a spacetime translation

x =+ dt (10.149)
we find
oY = —a”@M‘I’, (10.150)

so for the Dirac Lagrangian, we have

oL =6 (¥ (iy"du - m) ¥)
= (6F) (iy"0y — m) ¥ + ¥ (iv"0, — m) 0¥
= (=a"0, %) (iy”@ll - m) Y4+ (iy”@ll - m) (—a’9d,Y)
=—-a’0,L
= 0y(—a’ L),

(10.151)

ie. J# = —a@*L. To plugging this into the Noether current calculating machine, we have
oL 0
80,Y)  90,Y)
= ¥iyH,

(Yiy" o, Y - m¥¥) (10.152)

and

oL _,
80, F)

(10.153)

SO

oL oL
80,Y)  90uY)
= ¥Yiyt(-a®0,¥) — a” L (10.154)
= -a” (Yiy"0,¥ + & 5L)
= —a, (‘T’iy“av‘f + gL ) .

7 = ©6Y) 6Y) - a" L

We can now define an energy-momentum tensor

TH = ¥iyhd"¥ + g L. (10.155)
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A couple things are of notable in this tensor. One is that it is not symmetric, and there’s doesn’t
appear to be any hope of making it so. For example, the space+time components are way differ-

ent
T% = ¥iy05ky
10 _ Gk (10.156)
= l’y .

so if we want a momentum like creature, we have to use 7%, not 7*°. The charge associated
with that current is

o' = f I x¥iy’o"y

(10.157)
= f ExYT(-io Y,
or translating from component to vector form
P= f EPxYT(-iV)¥, (10.158)

which is the how the momentum operator is first stated in [14]. Here the vector notation doesn’t
have any specific representation, but it is interesting to observe how this is directly related to
the massless Dirac Lagrangian

L(m =0) = ¥iy'9,¥Y
=¥'iy"0,¥ (10.159)
=¥ + yoy' oY
= ¥'i(90 ~ yovido ¥,

but since yoyy is a 4 X 4 representation of the Pauli matrix o'! Lagrangian itself breaks down
into

Lm=0)=Yidg¥ + o - (¥'(-iV)¥), (10.160)
components, and lo and behold, out pops the momentum operator density! Some part of this

should be expected this since the Dirac equation in momentum space is just (p — m)e~'P¥ =0,
so there is an intimate connection with the operator portion and momentum.

There is ambiguity as to what order of products yoyx, or yxyo to pick to represent the Pauli basis ([4] uses yxy0),
but we also have sign ambiguity in assembling a Noether charge from the conserved current, so I don’t think that
matters.



10.18 SPACETIME TRANSLATION SYMMETRIES.

— Theorem 10.20: Creation and annihilation form of the momentum operator.

The momentum operator can be written as

_Zf(z P (ap ap +6yby).

To derive this, we have to assign meaning to P = f Y7(=iV)¥. There is an implied basis
for these vectors that presumably commutes with ¥, ¥7. Let’s suppose that we have a standard
orthonormal basis for R> {e;, e,, €3}, so that our two vectors can be written.

k=1
3 3 (10.161)
V= ;ekak = —;ekak

Now we can express the momentum operator in coordinate form (sums implied), as
e Pt = f d*x¥ (ied")Y, (10.162)
so if we can commute these assumed basis elements e; with ¥7 we have
Pr=i f dx¥ Y. (10.163)

Note that this disagrees with [8], but I believe it is correct (and it works).
Inserting the field representations ([14] eq. 3.99, 3.100)

& 2

Y(x) = f _ 4

(2n)3 \J2wp s=1

2

_ d*q
T = [ ——
V) e

(alf,us(p)e_i”'x + b[s,Tvs(p)eip'x)
(10.164)
(br r(q)e qu_l_arTu (q)equ),
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we€ can now compute

Pk = f Yoy

Exdpd’q 2 " 00: Kk ' ¥ 4
=i [ R S (b @ @) ) (e e+ b ()

(27‘[)6 A /pr2wq rs=1 (10.165)

_ k r re_ 0. s —2iwpt _ rT st=r 2iwypt
(27032% Z L qap ¥ (-py ' )e 2 — al By (-p)y v (p)er

r,s=1

— DLbY T (YY) + ay adit (p)y u’ (p)).
Using

VI=p)u'(p) = ' (p)v*(-p) = 0

(10.166)
(P’ (p) = v (P (p) = 206",

(theorem 10.15, eq. (10.117)) the frequency dependent cross terms are killed'?, and the rest
simplify to give

2
P = (2703 Er D ((+0y by + @n690)) + gy ). (10.167)
r=1

This has a vacuum term that can be ignored, so a final multiplication with and sum over the
basis vectors e, completes the proof.

— Theorem 10.21: Momentum operator eigenvalues.

The eigenvalues of the momentum operator with respect to single particle momentum
states are just those momenta

Pa,'[0) = q(ay 0)).

Here’s a partial proof, introducing a state associated with a fermion creation operator

1q.7) = [2wqay 10). (10.168)

12 For the Klein-Gordon scalar field we had to work much harder to argue those cross terms away in the momentum
operator.



10.19 ROTATION SYMMETRIES: ANGULAR MOMENTUM OPERATOR.

The action of the momentum operator on such as state is

Plq,r) = Zf@ )3p 19”97+arT ’) ‘/2cuqaf; |0)

_Z f on )31’“ —dy apy + 6" (21)°6% (q - p)) /24 10) (10.169)

= qaq' 2wq [0)
=qlq.r).

Clearly the same argument holds for anti-fermion states.

10.19 ROTATION SYMMETRIES: ANGULAR MOMENTUM OPERATOR.

Under Lorentz transformation, including rotations:

Y(x) » ¥'(x) = Aip¥(x)
Y (x) =¥ (x) - ¥(x)

1 10.170
Nip=e —owS? ] - MiS’” ( )
2
Y (x) = A pP(Ax).
For a rotation around Z only w1, is non-zero. We also have § 12 = 21 an
[ 4
=z
i
= 27’ 7’
B i 0 d'{fo o2
2 _—a'1 0l[|-c2 o0
i|-oclo? 0 (10.171)
T2 0 —olo?
_ i —io3 0
2 | 0 -io?
_1led o
2 0 o3
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SO
i v . 12 i a0

—Ea),,vS = —lwle = —Ea)]z 0 0_3 . (10.]72)
If we let wiy = a, we have

A=l l@fo? O (10.173)

To compute the in the field we also need
YA %) = FOH — X
= 1IJ’(x) - a(raﬂ'\]:j(x)|ao':wo'vxv

=Y(x) - 0w, x"0,¥(x)

=¥Y(x) - wx,0,¥(x)

=¥Y(x) - wx,0,¥(x) (10.174)
=¥ - Y 07 (50 F(x) - x00,F (x)

o<y

=¥ () — @ (x201¥(x) — x10,F (x))
=Yx) -« (xlé‘z‘I’(x) - xzalT(x))
=¥Y(x) —axx V), ¥(x).

We can now compute the variation of the field
oY = A1 p¥ (A x) - F(x)

ialo? 0
= [1 -7 I: 0 O-3U (F(x) —axx V) ¥(x) - ¥(x) (10.175)
. 3
_ [0- 0 }‘F —a(x X V), ¥(x) + 0(a?).

210 o°

Because the Dirac Lagrangian is Lorentz invariant, the Noether current has no J* term, and is

oL
000, Y)

= (‘T’i)/") (_%a/ {0—3 0 } —a(x X V)Z] Y.

oY

P=

(10.176)

0 o°



10.20 u(1), SYMMETRY: CHARGE!

In particular, the conserved charge (setting @ = 1) is

3
7 = fd%(?*‘)(% {‘T 03} —ix % V)Z]‘{’. (10.177)

0 o

Generalizing to arbitrary rotation orientation, this can be written out as

spin angular momentum

J= fdsx‘I’T(x)( X X (=iV) +% 180))Y, (10.178)

orbital angular momentum

1900=17 Y (10.179)
0 o

and where the orbital and spin angular momenta have been called out. A nice video treatment
of this topic can be found in [13].

For the rest frame of a particle (zero momentum), [14] makes an argument that

| g

Pay 10y =25 a0
" P= (10.180)

35T _ = ST

by |0 = %5 b |0>|p:0.

where the + is for s = 1 and the — is for s = 2. The eigenvectors of the angular momentum

operator are the single particle states, with eigenvalues +1/2, where the sign of the eigenvalues
toggles for anti-fermions.

10.20 U(1)y SYMMETRY: CHARGE!

We also have a U (1) global symmetry which implies charge. If we let
Y > Y

_ o (10.181)
Y > e Y,
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then

oL
9(9,Y)
oL
a(a,ﬁlf)’a\II (10.182)
= ¥iytia¥
= Yy a¥
—aJH,

that is

JH = Py (10.183)

Define the charge as

0= f &xJ°

= fd%‘?yo‘}’

= f XYY
) (10.184)

—d3p 0 —2iwyt rtogst— 0 Diwnt
@&m@EK%ASTwmek“%+m&wmmwwmw%
r,s=

+bpby 7PV () + ap api (P u' (p)

f (27r)3 bﬁbs)

where the expansion of ¥™Y¥ was lifted from eq. (10.165) (removing the p*’s and flipping all
signs positive), and where any charge associated with the Dirac sea has been dropped.

This charge operator characterizes the a, b operators. a particles have charge +1, and b parti-
cles have charge —1, or vice-versa depending on convention.

e ¢ : call it an electron.

e b :call it an positron.

Each come with spin up and down variations.
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10.21 u(1), SYMMETRY: WHAT WAS THE CHARGE FOR THIS ONE CALLED?

10.21 U(1)4 SYMMETRY: WHAT WAS THE CHARGE FOR THIS ONE CALLED?

There are two sets of U (1) symmetries, the first called a vector symmetry (above)

U(lyy: ¥ - Y, (10.185)
where « is scalar valued. The other U(1) symmetry is called an axial symmetry'3

Uy : ¥ — 5, (10.186)
where

ys =ivy'yy = |

-0 (10.187)
0

See uvspinors.nb for a proof.
Observe that yg =%s

.
yi=-ivlyviyivo
= -iY’y37"*v2Y°¥*v1Y°0 (10.188)
= -iy"y3yam
= ’ys‘

It can also be shown that
{ys, ¥} =0. (10.189)

See uvspinors.nb for a proof.
Under this transformation

‘T’iy"(’)”‘lf - (‘PTe_i‘”SyO) iy, (ei‘lys‘"lf)
— (TT),Oeiays)ie—iwsyﬂauqf (10.190)
=¥"yiy"0, ¥,
since the anticommutator property eq. (10.189) implies e/@5y# = yHe=i@7s,
Also
m¥Y — m (‘I”Le_"““) 50 (emyS"I’)

= m¥e2 Y,

(10.191)

We see that for m # 0 the axial U(1) transformation is only a symmetry when @ = . This is
called the Z, subgroup.

It was pointed out that we should recall that for m = 0 electrons and positrons separate, obeying separate equations.

A nice presentation of that can be found in [11].
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10.22  cPT SYMMETRIES.

Left to us to study up on the interesting stories of
e time reversal
e parity

e charge conjugation

Each of these can be studied as separate symmetries. References include [14], [16], and [8].

10.23 REVIEW.

The following notes follow ch. 1 [14] §5.1 fairly closely (filling in some details, leaving out

some others.)
Our Lagrangian is

LDirac = ¥ (i'yﬂa;z - m) Y,

which can be consider solved by fields ¥ (x), ‘T’(x) =¥ (x)y°

2 d3p . . "
¥(x) = f— eP*ut(p)al + eV (p)ay
; Q) 2wy ( b ’)

2 d3p

¥(x) = f—
V=2 o

where the creation and annihilation operators satisfy

(eip us( p)ai;r + e IPERI( p)als,)

{ap.ag} = @066V - @),

by by} = @067V - @),

(plus various relations for the u, v’s.)

(10.192)

(10.193a)

(10.193b)

(10.194a)

(10.194b)
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10.24 PHOTON.

Recall that we identified a number of symmetries
e S0O(1,3)
e PC,T:DIY
e Ull)y:¥ — Y
e Uy :Ifm=0,then U(1)y : ¥ = Y. If m#Oonly fora =n:¥ — -V¥.

Photon interaction can be introduced by utilizing a U(1) gauge field, demanding invariance
under U(1)y with @ = a(x). That is

Y (x) > DY¥(x), (10.195)

which has derivatives
0u ¥ (x) = € (3, ¥ (x) + i) ¥ (x)). (10.196)

Solution. Introduce A, (x), such that under U(1)y we have
1
Au(x) = Au(x) — —dua(x) (10.197)
e

where “e” is a dimensionless coupling constant

0¥ (x) > (0, + ieA,) ¥

, (10.198)
— (9, ¥ + idg@¥ — igaY)
We’ve now constructed the QED Lagrangian density
— 1
Logp = ¥ (iy" (9 + ieAy) —m) ¥ - 7 FuwF"”. (10.199)

We may write this as

Free Lagrangian

1 _ —
—ZF,WF“V +¥ (iy"9, —m) ¥ | —| e¥y, TA (10.200)

interaction Lagrangian

LQED =

We introduce spinor fields ¥, and muon fields ¥, so that the total Lagrangian is now

1 _ _ _ _
Lo = ~ 7 FuF* + ¥, ("0 = m) ¥e = eF ey YAt + ¥, (170, — m) ¥, - e,y ¥ A"
(10.201)
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e m, ~0.5MeV

o my, ~ 105MeV

There are also quark fields that we can add into the mix

Lowarks = ) Ty (i = mg) ¥y + eQ ¥y ¥ A, (10.202)
q

Quark charges are Q, = (2/3, —1/3). It turns out that the only way to produce quarks is through
(electron?) interaction?
Can also introduce a Fermi interaction

C j— j—
L4 Fermi = ;‘Ijm’v (I —=7ys) ‘Yv,u -Y.(- ¥5) e (10.203)

We now want to do some calculations with the photon interactions from eq. (10.201). In
particular, we will study the effects of the —e'¥,y,'¥.A* interaction Lagrangian.

10.25 PROPAGATOR.

Before we can study the interaction, we need to determine the structure of the propagator. For
Grassman (anti-commuting) operators

T(Of(x)O}(x)) = O(xo — x))0 ()0 f(x") + O(x(, — x0)O(x")O f(x) (10.204)
The propagator can be determined from
(T(¥al)¥p(x)), = Dry(x =), (10.205)

where @,5 =1,2,3,4.
Referring back to eq. (10.193a), eq. (10.193b), that propagator is

e~ e YO (xo — yo)ul(p)ity(q)

(T(¥o(0)¥p(0), = f il f 9
@17 \2wp ¥ 213 (20

+eP e~ O(yo — x0)75(PVi(a) (biay )

= @D (irtey o200 ip(x-) \
B M (e @(X() - yO)”a(P)MIB(p) + e @(yo - X0
= d3—p (e_ip-x®(.x0 - yo) (’}/‘ P + m) + eip'x®(y0 _ XO) (’y‘u

(2r )3 pr apt’H o

where y‘: 5 are the «, 8 components of the gamma matrices. Now we can replace the p,’s with
derivatives acting on the exponentials



10.26 FEYNMAN RULES.

d3
<T(‘Fa(x)‘¥,6(x)>0 = O(xg — yo)(i){;ﬁaﬂ +m) f(27r—pe

32wy

—ip-(x-y)

. d3p —ip-(x—
- @(yO - XO) (_l’y};ﬁaﬂ — m) f M@ P-(x=y)

= O(x0 — yo) (iv/;ﬁ(?,l +m) D(x = y) = Oy — X0) (—iyf;ﬂaﬂ —m) D(y - x)
= (ﬂﬁa/(f) +m) (O(xg — y0)D(x — y) + O30 — x0)D(y — x))
- iy26(x° - yo)(D(x — = X)),
(10.207)

where we’ve killed off a factor that is zero (off the light cone?)
We are left with just an action on the Feynman propagator

d*p "(Vﬁﬁpu +m)
Qn)* p?2 —m? +ie

(TCF 0500, = (Vigdl? 4 m) Detx =3 = [ eV (10.208)

Now that we have a propagator, let’s try

Lin = f did’x (e¥y, YA¥). (10.209)

10.26 FEYNMAN RULES.

We can consider various scattering processes, such as e*e™ — u*u~ as sketched in fig. 10.6, or
ete” — eTe” as sketched in fig. 10.7, or Compton scattering e”y — ey as sketched in fig. 10.8.

X +
: »
e e
Zl -

/l~

Figure 10.6: Electron, positron decay to muon pairs.
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7N\

Figure 10.7: Electron, positron collision.

Sl
>«NL.

]

Figure 10.8: Compton scattering.



10.26 FEYNMAN RULES.

To do so we need to determine the Feynman rules for fermions. For fermions ¥ and anti-

fermions ¥ we have
I

¥lp,s) = u’(p)
AR
Yip,s) =v'(p) (10.210)

. sI¥ = #(p)
®. 51 = v (p),

where we mean

D, 5) = a3 0) 2wy, (10.211)

for fermions, and

Ip.s) = by 10) /2wp, (10.212)

for anti-fermions.
The flow of fermion and anti-fermion number charge is designated by arrow direction in the
diagram, as in the respective diagrams of fig. 10.9.

N

Figure 10.9: Flow of # charge.

The Feynman propagator for fermions is

ilp+m
z(p 2 ) ’ (10.213)
p? —m? + i€
whereas the photon propagator is
(A,A,) = i (10.214)

g* + i€
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10.27 EXAMPLE: e e* — u u'.

As an example, consider the process sketched in fig. 10.10. Such a process is “ultra-relativistic”,

Figure 10.10: e"e¢* — u~u* process.

in that the electron and positron pair must be moving very fast to create muons.
The matrix element is

ignoring ie.
incoming anti-electron

—_— 1o ,
W By AN E YY) = (—ieyp)

incoming electron

"(k)(~iey W' (k)

<

(10.215)

Question: ~ Why are we writing the factors of the matrix element from left to right, correspond-
ing to the right to left reading of the matrix element?
Equation (10.215) reduces to

2
iM = i%w’ (P Y ud (P (kyy,v" (k) (10.216)

where the (277)*6®)(...) term hasn’t been made explicit.
We’d like to compute the absolute square of eq. (10.216), and use the following lemma to do

SO.



10.27 EXAMPLE: e" et — u~u™.

— Lemma 10.7: Some conjugates.

Fyu)' = ity
()" = pytu.

The proof is left to exercise 10.12. Employing this, we have
4
e — ’ - ’ ’ — ’ - ’ ’
IMP* = 7 (7 Wyt G ()™ () x (v (0 3w’ (pia ey (K')) (10.217)

The problem can be simplified by computing the cross section that sums over all spins, as-
suming that the states are not polarized (i.e. average over all the up, down states).

Digression

Such an average is related to the density matrix

Pin = Z |ss') % (ss'| ) (10.218)

ss’

tr (ethpinethpf ’rr'> <rr'|) (10.219)

That is, We want to sum over all the initial and final state polarizations % S S IMP

1 4 / / / ’
7 D MP= ) :?V K Yyt (O Ry (K (p)y* v ()7 (0 )7 u’ (p)

ss’,rr’ ss'rr’

A (10.220)
= 4% Ky (k+m) v /) x 3 B0 (F = me) ¥ (p),

where we first used the freedom to move the uyv, vyu terms, which are scalars, and then used
theorem 10.16 to eliminate the sum over s’, r indexes.
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Temporarily expressing the remaining factors in coordinates exposes a trace structure. For
example

D Wy (k+ m) v K = DG Kapa (£ +my), Gdea®” K))a

= Z(vr, (k’))d(\_)r, (k,))a('}’p)ab (k + ml‘)bc (Vy)cd (10.221)
= (l‘/’ - mﬂ)du (Yp)av (k + m'“)bc Ve

= o (0 = my) v, (K + ) 7).
since the cyclic sum of matrix coordinates can be expressed as a trace, namely trABC =

AupBpC.o. We are left with
4

1 2 € 4 V(g
2 Z M|~ = @ tr ((k’ - mﬂ) Yy (](’ + mﬂ) yﬂ) X tr ((p + me)y (7 —me) y”) (10.222)
ss’,rr’

Each trace is now a product of two, three, or four gamma matrices, which can be reduced using

the identities:

— Lemma 10.8: Dirac matrix product traces.

tr (VNYV) = 48/11/
tr (Y »v¥e) =0
tr (Y ¥vYa¥s) = 4 (8uv8ap — 8ua&vp + 8up8av)

The proof is left to exercise 10.13.
Utilizing the above, and setting m, = 0 (compared to m,) the p, p’ dependent trace reduces
to

t ((p+ mey (= moyy) = e (py' i )
= pad gt (YY) (10.223)
= 4pap'p (878" — 878" + g™g”)
=4(-p-p'g"+p'p*+ pp”),
and the k, k¥’ dependent trace reduces to
tr ((k" - m,J) Yy (lé + mﬂ) yﬂ) =tr (k/')/vkyﬂ) - m/zl tr (71/7/1) + mytt (ory) — myte ek y)
=4 (k’akp (gavgﬁ,u — 8ap8vu gﬂﬂg"ﬁ) - m;zzgw)
=4 (k’vkﬂ + Kk, — (k K+ mfl) gvﬂ) .
(10.224)
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We can now multiply out the traces and simplify (exercise 10.14) to get

1 2 864 ’or Y r 2

ZZlMl =?(p- Pk pekp K +pep'nd). (10.225)
spins

The next task is to consider these four vector dot products from the center of mass frame for the
electrons, as sketched in fig. 10.11. Let g represent the total rest frame four momentum

Figure 10.11: Electron center of mass frame.

a= 1(022 1:)’) (10.226)

where ¢ = 4E?. We also have

p- pl = (Ea Ei) : (E’ _Ei)
= 2E7.

p-k=(E,EZ) - (EK)

(10.227b)
= E> — E|K| cos b,

p-k =(E,EZ) - (E,-k)
= E? - (E2)- (-k) (10.227¢)
= E> + E||k||cos 6
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p -k =(E,—-Ez)-(E,-k)
= E? - (-E2)- (k) (10.227d)
= E?> - E|Kk||cos 6

p' -k=(E,—EZ)-(E,Kk)

= E? - (-E2)-k (10.227¢)
= E% + E ||| cos 6,
but
K =E-m,, (10.228)
or

2
Kl = EAJ1 - 2. (10.229)
E2

We can now put the pieces back together and almost have the non-polarized cross section

1 8e? 2 2
- ) M} = ( E?> + E|K||cos8) +(E> — E|K| cos8) + m22E2)
4 SPZ;S (4E2)2 ( ) ( ) H
2 2 5
4 m> m2 m
=21+ 41— Zcoso| +[1- 1 - ZLcosg| +2-£ (10.230)
2 E2 E2 E2
4 2 2
_e M| 2 my,
—?(2+2[1—E)COS 0+2EJ,
or
2 2
1 m m
- MP=e*[1+—=L +]|1-—=|cos?4|. 10.231
4 Slelsl l ‘ ( E? [ E? ( )

The total (average polarization) differential cross section ([14] eq. 4.84), is

do 1 K| 1 5
O~ - ), MP. 10232
dQcy  2Ex2Eglva — vl 2n)4Ecy 4 2\ (10.232)

spins



10.28 MEASUREMENT OF INTERMEDIATE QUARK SCATTERING PROCESSES.

Plugin Eq4 = Ep = 2EcM, va — Vg ~ 2¢c = 2, e? = 4nar, and eq. (10.231) for

d 1 1 E m;, my, m,
% " E2.(2) (4n)E 3 VI_E_Q(4”“)2(1+E_§+(1_E_5 cos”0
M Eey(@) B Eem (10.233)

2 m2 m2 2
:4;;2 I—E—g[l+—”+(1——”]cos26].
M

Integrating to find the total cross section we have

do
Ototal = fdﬂﬁ

1 2 m2 ) 2
:27rf dcos@ i 1——“[1+—g+[1——g)c0329)

2 2
1 4ECM N (10.234)
e m2 m2 m* 1 o
- 1——‘2‘(21+—’2’+1——’2’fu2du
4EZ,, E E E2)J,
4na’ mi (om0 m
== 'ttt s =)
4EZ,, B\ E E
or
dra’? mf, lmf,
Utotal:% l_ﬁ 1+§E > (10.235)

where Ecy = 2E.
At the start of the year dimensional analysis was used to state the total cross section, which

was determined to have the form

2
a (10.236)

Ototal ~ —»
S

whereas for E > m,, we’ve now found

4 2
i (10.237)

Ototal = Z 5 -
3E2
CM

Three months of work has gained us an additional factor of 4/3!
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S
__-——,
A

; L\,

Figure 10.12: Electron and muon halves of the diagram

<\

Figure 10.13: Alternate charged pair production.
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10.28 MEASUREMENT OF INTERMEDIATE QUARK SCATTERING PROCESSES.

In the diagram that we are working from for the e”e* — u~ ™ process, we can replace the muon
half of the interaction (fig. 10.12) with anything else that is charged, as sketched in fig. 10.13.
In particular, quark pairs from QCD are possible at high energies (m, ~ 105MeV) and such
products can be measured indirectly. Quarks were the theorized to be strong force carriers, an
intermediate stage similar to the photon propagators of QED, connecting two branches of a
diagram, as sketched in fig. 10.14. If one hypothesizes a proportionality relationship between

7

Figure 10.14: Quark pair production.

the hadron (i.e. muon) and quark scattering cross sections
Ooral(€”e™ — hadrons) oc ooi(e”e™ — quarks), (10.238)

the ratio between the two

O-total(e_e+ - quarks)

R =
Ttotal(€”€* — hadrons) (10.239)

=3 (0",
q

can be measured, and such measurement was deemed to be one of the validations of the QCD
theory. The 3 Z,](Qq)4 expression includes a 3 that is related to quark “color”, and a sum over
only the quark charges ¢ that are light enough to be produced. [14] fig. 5.3 includes an experi-
mental depiction of such a measurement, which has a step function form roughly like fig. 10.15,
where the steps occur at the energy levels that are sufficient to produce new quarks.
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Figure 10.15: R quark step function.

10.29 PROBLEMS.

Exercise 10.1 Lorentz transforms of spinors—some useful identities (2018 HW4.1V)

Consider the matrix »
Ay = e 298"

[N

Here, S# = ﬁ[y", v¥] is as defined in class, in terms of the four y-matrices (notice that, when
using the representation of the y matrices in terms of Pauli matrices, the matrix A 1 looks like
two sets of M (and M*) matrices discussed in class, now combined into one four-by-four object).

a. Show that Azly”A 1= A%yY, where A, is the usual Lorentz transformation acting on

2
vectors. (Feel free to show this for the infinitesimal form of the transformations, but then
argue that the finite form holds as well.)

b. Show that A’ YA =7
2

c. Consider the fermion bilinear Yy y"y = %Jz{y“,y"}w + %&[y“,y"]t//, where {A, B} =
AB + BA is the anticommutator. Show that the two terms on the right transform as a
scalar and a second-rank tensor, respectively, under Lorentz transformations.

Answer for Exercise 10.1

PROBLEM SET RELATED MATERIAL REDACTED IN THIS DOCUMENT.PLEASE
FEEL FREE TO EMAIL ME FOR THE FULL VERSION IF YOU AREN'T TAKING PHY 2403 Il
4 14y 1 1 & | I | 8 | ||
4 3 & ' 5 ' 2 B J |
3 . 1 ' ' ' ' ' 1} 8
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5 5 i J1 i J1] 81 8 1] 8
. <31 4+ 1 118 ! | 8 |
11 1.8 1 2 ' | Ji 8 1 | 11 |
5 8 3 1 3 £ | J | |
41 1 8 1 P 13 1 8 ! | | J}
I B N\ D-REDACTION

Exercise 10.2 Show that ¥V is a Lorentz scalar.
Answer for Exercise 10.2

The Lorentz property follows from eq. (10.63)
¥ - (VA7) (A12Y) (10.240)
=YY.

The scalar nature of this product can be seen easily by expansion.

¥y = 91,0y
0 0 1 o[,
00 0 1]|Y2
v v v v
1 0 0 0||¥s
0 1 0 Of|Y¥4
v, (10.241)
B [T1 T Y5 1F4] ¥,
|
=YY+ Y+ Y3 + 1,12
=2Re(¥]¥s + ¥3¥).
Clearly any individual ¥7y*¥ product will also be a scalar.
Exercise 10.3 Show that ‘T’y’“{’ transforms as a four vector.
Answer for Exercise 10.3
‘?)/#‘Y - (‘?Al_/lz) )/# (Al/z‘f)
=¥ (A7 M) ¥ (10.242)

=¥ (A ¥
= A" ¥y'Y.
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Exercise 10.4 Vary the Dirac action definition 10.4.

Answer for Exercise 10.4

From the action we find
sS = f d*x6% (iy"d, - m) ¥ + f d*x¥ (iy"0, - m)6¥. (10.243)

There are two ways to deal with this. One (somewhat unsatisfactory seeming to me) is to treat
both 6% and 6V as independent variations, requiring that 6S = 0 for any such variations. In
that case we find that (iy*d, —m) ¥ = 0 if the total variation of the action is zero. That leaves
the somewhat awkward question of what to do with the 0 = f d*x¥ (iy"d, —m) 6¥ constraint.
However, that question can be resolved by observing that these two contributions to the variation
are not independent. In particular

( f d*x¥ (iy" 9, — m) cs‘lf)T = f d*x6¥" (=i(y") 0, — m)y"¥
= f d30¥y (< B -m) ¥
[ (i, ) 10249
- f d*x (0, (~i6¥y"Y) - (-isF 90, ¥) - mo YY)
- f d*x5% (iy"0, — m) ¥,
where the boundary integral has been assumed to be zero. This shows that the total variation is
58 = f d*x (5‘?1)‘1’ ¥ (5\?0\1/)*), (10.245)

where

D = iy*9, —m, (10.246)
represents the Dirac operator. Requiring that the action variation 6S = 0 is zero for all 6Y,
means that DY = 0, which proves eq. (10.69).

Given that the action itself is real, it makes sense for it’s variation to be real, as demonstrated
above. A nice side effect of demonstrating this is the removal of the redundant variation variable.

Exercise 10.5 Exponential form of v/p-o, \/p- 0.
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In [12], Prof Osmond explicitly boosts a u*(pg) Dirac spinor from the rest frame with rest
frame energy po, and claims

Vme 1 = \p o
Vime" = p

for the components of u*(Apy).
Validate these identities by squaring both sides.

17

S

(10.247)

Answer for Exercise 10.5
First

1 1
217 = cosh(5n03) + sinh(znd3)0'3, (10.248)

which squares to (uvspinors.nb)

2 +n
(ei%ms) _ {e (_) } _ (10.249)
0

et

Explicitly boosting the rest energy pg gives

Do coshn sinhp

0

Po
0

—

sinhn coshnp

coshn
sinhp|’

(10.250)

= Po

so after the boost

p-o > po (cosh n — sinh 770'3)

coshny —sinhp 0
0 coshn + sinhp (10.251)

e 0
0 e
where pg = m is still the rest frame energy. However, according to eq. (10.249) this is exactly

( Ve )2 (10.252)

= Ppo

= Po
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Since p - o flips the signs of the spatial momentum, we have shown that
2
(Ve 7Y = p o
) (10.253)
(\/ﬁie%"“}) =p-0,

which isn’t a full proof of the claimed result (i.e. the most general orientation isn’t considered),
but at least validates the claim.

Exercise 10.6 Verity v(p) solution.

Prove theorem 10.12.
Answer for Exercise 10.6

Let D = (iy*d, — m) represent the Dirac operator. Applying to ¢'P* we have

De'P* = (iy"ﬁ,, - m) L

= - (y”pﬂ + m) P

10 0 1 0 aku i
=—|m + Po ok, e
01 Lo —o 0 (10.254)
— m p()O'O + pkO'k P
| poc® — prot m
- _ m p-o eip-x‘
p-oc m

We are now set to apply the Dirac operator to the claimed solution from theorem 10.12.

Dupy=| ™ PO YPIIM | ipx
p-oc m [[-vVp-on

myp-oc—p-o p'&)ﬂeﬂ”

~p-op-& 5) ,7} v (10.255)




Exercise 10.7 v(p) normalization.

Prove theorem 10.13.
Answer for Exercise 10.7

Expanding the matrices gives

P = VrT)/OVs

-0 1{| vp-on’
="V -n"Vp 7 —
1 0||-+p-0on

-vVp-on'

= |, T o 7T T
[77 VP m vp ] e

=-n"\p-op-an -0 \p-Fp-on
= "2 \Vm?

=2md"”,
and
s _ —1| Vp-on’
v va_[anW _an ,p'O'] =
—Vp-on
=0 (p-om’ +q"(p-
=6 (po—p-oT+po+p-0)
=2pgd’°.
Exercise 10.8 uv, vu relations.

Prove theorem 10.14.
Answer for Exercise 10.8

We need only expand the matrix products

- lerz el

— mngns _ mngﬂs
=0,

10.29 PROBLEMS.

|

(10.256)

(10.257)

(10.258)
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and
_ \p-al’
V' = [—an p- o an \/p_O'] P — }
Vp- o’ (10.259)
— _man{s + man{s
=0,
Exercise 10.9 Dagger orthonormality conditions.
Prove theorem 10.15.
Answer for Exercise 10.9
1’ . O' s
V' -p) = [¢TVpT TP -o ikl s]
TN TN = 0.p).g=0.-p)
\p-on' (10.260)
— | T /= o rT o
" VPT TP ]_\/_p_.m]_v
=TT Vpon - NPV o
=0,
and
: , . Vp ol
vi(-pu'(p) = [7fT Vg-o -n" \/q-5'] \/p—f,]
P08l 0p.g=0-p)
\-p-ol” (10.261)
=[nTvo T - vl r
Vo
=TV - - )p-o)
=0.
Exercise 10.10 Direct product relation for the u’s.

Prove the u direct product relations of theorem 10.16.

Answer for Exercise 10.10
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D uen = Vi?; ®[rTVp-& Typo|

-y Vp o0l Tp-7 p ool T\po 02
VP 500 p o \p ol el TV (10.262)

m p-o

p-oc m
m+p-y.

Exercise 10.11 Derive the Dirac Hamiltonian without using the zero-time field substitution.

Answer for Exercise 10.11

With time left in the mix the fields are

2
LOEDY f d’p - (e7 P udas, + P viby)

P
s=1Y (2n)3 2w
’ (10.263)

2 3
F _ d q igx, rt ry —ig-x riprt
Y'(x) = —(e Ug ag +e vqbq),

2 o o

and the Hamiltonian is

2
&> xd® pd® e . .
Hpirac = Z f# (e’q “ug aq +e xvf;fbf;f)wp (e Prusan — e'? Xv;b;)
you] (2m)°2 \Jwpwq
2
d*xd® pd® e .
_ Z f - paq (ezwqt iq xu(rloa(rlv te zwqt+quva’fba1')wp (e iwpt+ip xu;als’
e (2m)°2 \Jwpwq

_ iwpt—ipX_ s s)
e Vpbp

2 3.3, 13
Z d’xd’ pd o fidx i f—id- iwonitin-
f . paq (ezwqt iq xu(rlua(rl' + ¢ iwqt quvr_’fqbr_tl) wp (e iwpl+ip xuls)a;
(2m)°2 \Jwpwq

r,s=1
_ iwpt+ipX_ s 1S )
e v_pb_p

[\

d3p
L J @m2

d3p(r’rsr?s_r1‘sbr'}'bs)
(2mp2 \a e dp ~ V-q"-p"-q7-p)-
1

iwgt, 1T 1t —iwgt 1T rT)( —iwpt, s S _ iwpl, S 1S )
(e ugaq +e v_qb_q e Updp, — € v_pb_p

7,8

[\

r,Ss

(10.264)
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where a 6®(p — q) was factored out and evaluated, and the remaining vr_Tpus ,ut vi, terms were
killed off. A final use of eq. (10.131a) completes the proof.

Exercise 10.12 Prove lemma 10.7

Answer for Exercise 10.12

We will prove only the first, which is representative

Gy'w)’ = u' () Ty’

— MT),O),u),OYOV (10.265)
= uytv.
Exercise 10.13 Prove lemma 10.8
Answer for Exercise 10.13
For the two matrix trace, consider
tr (7;171/ + '}’v'}’u) =2guy tr(1) (10.266)
= 8gﬂV’
but
tr (v + vvu) = tr (vuw) + e () (10267

=2t (vu),

so tr (Yuyy) = 4gu as claimed. For the traces of the three matrix products, there are three
possible products of interest (for r # )

1
YOy = —ie’™! [ Ot ‘; } : (10.268)
g

which is traceless. We also have (for distinct 7, s, t)

r ) !
0 oo } (10.269)

Yy =- [
o'oso! 0

which is also traceless. All other three matrix products (except permutations of the two above)

are proportional to a single ¥, which is traceless. A lazier, brute force proof by Mathematica

(tracesOfDiracMatrixProducts.nb) is also possible. For the four matrix traces, the trace will be

zero unless we have two matching pairs of gamma matrices (since y%y'y?y? or its permutations

is traceless.) Assuming such matched pairs, we can reduce the product like so



10.29 PROBLEMS. 261

o p=v = w(Hyy)=4g¥
e u=a,vEa = tr(yty'y*yP) = —4g"8
o u=Bu#Evuta) = twr(yy'yyF) =4g"
It’s clear that we can summarize these possibilities as stated in lemma 10.8.

Exercise 10.14

Show that
(PPp + P = p- p'g)x (K pka + K aks = (k- K +m3) gag) = 2 (p-kp" - K +p-K'p - k+mip-p')

Answer for Exercise 10.14

Proceeding mechanically, but carefully, we have

PP/ K gka + PPp K wkg — pPp® (k- K+ m) gap
+ p“p”gk'ﬁka + p“p'ﬂk'akl; - p"p'ﬂ (k kK + mﬁ) 8op
— P P8P gka = p- P8k oks+ p- /g (k- K +m2) gap
:p-k’p'-k+p-kp'-k'—p-p'(k-k’+ml2‘)
+pkp' K +p-kp k—p-p(k-K+m)) (10.270)
—p-p’k-k’—p-p'k-k’+4p-p’(k-k’+mﬁ)
=2p - Kp' k+2p-kp' K =2p-p'k-K +2p-p (k- K +m})
=2p'k’p'-k+2p~kp'-k'+2p-p’mﬁ
:2(p-k'p’-k+p-kp’-k'+p-p'ml21).






Part II

APPENDICES






USEFUL FORMULAS AND REVIEW.

A.l REVIEW OF OLD MATERIAL.

e Gaussian
fe"x2dx: _7” (A1)

Here a may be real or imaginary, but must be less than 0 if real.

e Our Fourier transform sign and & placement convention (27’s with momentum elements
and negative exponential sign for the inverse transform)

d"k .
f) = f — f(k)e™™
(2m) (A.2)

flk) = f d"xf(x)e *x,

e Delta function representation.

Setting f(x) = ¢"(x) implies f(k) = 1 and so

d"k

ik-x
oyt (A3)

o(x) =

e Correct sign for the commutator
[xr, Ps] = i6ps. (A4)
e Hamilton’s equations

—dH = d(L — pg) = %dq + aidéz + %dt —dpq — pdq
dq q ot (A.5)

SO

oy Hoy E_ (A6)
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266 USEFUL FORMULAS AND REVIEW.

e Matrix element for the momentum and position operators

d
(x| P |x’) = —id(x — x')—
dx

d (A7)
pIX|p'y =isp = ).
p
e Figenstates
p{xlp) = (x| Plp)
= fdx' (x| P |x') (x'|p)
o d (A.8)
= fdx (=)o(x — x )d_ (x |p)
X
.d
= i {dp),
o)
(x|p)y o €'P*. (A.9)
Normalized over all space in d dimensions
ip-x
(xlp) = W- (A.10)
e Time evolution in the Heisenberg picture
do
— =i[H,O]. A1l
prik [H, O] (A.11)
e Commutators of powers of position and momentum operators
An’ Al — nl-f\n—l
", P 7 1 A12)
[p",4] = —nip"™".

More generally, for any function with a power series representation F(x) = 3,7 aixk,
we have

dF
dq

[F(@),p] =i
(A.13)

dF
F(p).d] = —i—.
[F(P). 4] R



Pauli matrices
1 —i 1
ol = 0 2= 0 —i P
1 0 i 0 0
[a’”,ab] = 2ie®c e,

Euler-Lagrange equations

oL oL
a¢ " o0up)

Lorentz transform identities
8vp = g/lKA'uvAKp-
Noether’s first theorem. Given 6L = 0, J¥,

oL
sy 5 — JH,
7= 56,0

satisfies 9, j* = 0.

Energy momentum tensor
T = 0"pd"¢p — gt L.
Translation operator

O(a) = e,

x| U(a) = (x +al

Baker-Campbell-Hausdorff theorem theorem 5.2.

[Se]

Z 1
B _B o — ...
e Ae = n [B s [B7 A]] .

!

A.1 REVIEW OF OLD MATERIAL.

(A.14)

(A.15)

(A.16)

(A17)

(A.18)

(A.19)

(A.20)

(A21)

(A.22)
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A.2  USEFUL RESULTS FROM NEW MATERIAL.

e Hamiltonian for a massive scalar field

H= f d3x(%(7r(x, N)* + %(th(x, ) + %(qﬁ(x, 0)?

17 d3P t
‘H: = Wwpapap
e Canonical commutator
[7(x, 1), p(y, )] = —i6®(x — ).

e Creation and annihilation operation

lag. ap| = 215V - .

d? 1 . :
B(x, 1) = . p3 oPx (e—lwptap + etwptajp)
(2m) ’pr
dq iwq . o
(X, 1) = —— X (—eil‘”‘ltaq + e""q’a'_q) .

(2n)? \/ﬂ

e Relativistic normalization and transformation of momentum state

2wpd [0) = |p)

U(N)Ip) = |Ap).

e Plus and minus operators

3

~ p —ip- N
¢_<x>=f—e P
o oy

3

(?)+(x) = f—p €ip.x|p0:wp&;.
(2n)3 \J2wp

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

(A.30)

(A.31)



A.2 USEFUL RESULTS FROM NEW MATERIAL.

o Wightman function

N N d? ;
””:W*“@m”ifagéyew@w; (A32)
p

e Contractions with momentum states

dr(x)ah = e7P*
— (A33)
aphi(x) = €™,
e Dirac conjugates.
" =9°
= (A.34)

" =27,
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MOMENTUM OF SCALAR FIELD.

B.] EXPANSION OF THE FIELD MOMENTUM.
In eq. (5.64) it was claimed that
k 3 a ks &Ep 4 oy
P =fd xﬁaqﬁ:pr apayp. (B.1)

If I compute this, I get a normal ordered variation of this operator, but also get some time
dependent terms. Here’s the computation (dropping hats)

Pr = f &> xwd* ¢
= f d>xdopd* ¢ (B.2)

d&*pd® 1 , : , .

= | PELL4 0o (ape_’p'x + aTe‘p'x) o (aqe_”” + aTe’q'x) .
° 2w ’ )

p4Wq

The exponential derivatives are

doe* " = Poe P (B.3)
= iipoa()eitp.x,
and
akeiip-x — akeiip").c# (B4)
— il-pke:tlp-x’
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SO

d&*pd® 1 : : _
Pl =— fd3x pe 4 gt (—ape_‘p'x + a;r,e‘p'x) (—aqe_’qx + aTe“] ")

2me |
(2m) 2wp2wy
1 PpdPq [@ . ,
= _5 f d’x (2p % /_qu (apaqe i(p+q)-x a;a:;e’(p“f)x ap aTel(q pyx _ a;aqe’(p_q)'x)
b

3
d(2197:§3q /‘“p k apa @t (p + q) — alale @5 (—p - q)
q

+ apaqel(cuq wp)16(3)(p -q)+ a;aqei(a)p—wq)t(s@)(q _ p))

—2iwpt _ a;ai e2ta)pt) )

+
aa+aa—aa_e
f(2)3p pdp T dpdp — dpd—p p

(B.5)

What is the rationale for ignoring those time dependent terms? Does normal ordering also
implicitly drop any non-paired creation/annihilation operators? If so, why?

B.2 CONSERVATION OF THE FIELD MOMENTUM.

This follows up on unanswered questions related to the apparent time dependent terms in the
previous expansion of P’ for a scalar field.

It turns out that examining the reasons that we can say that the field momentum is conserved
also sheds some light on the question. P’ is not an a-priori conserved quantity, but we may use
the charge conservation argument to justify this despite it not having a four-vector nature (i.e.
with zero four divergence.)

The momentum P’ that we have defined is related to the conserved quantity 7%, the energy-
momentum tensor, which satisfies 0 = 6,1T0“ by Noether’s theorem (this was the conserved
quantity associated with a spacetime translation.)

That tensor was

W= 0y — "L (B.6)

and can be used to define the momenta

f &AxT% = f d*x0° ¢ p
(B.7)

= dexﬂakgb.
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Charge Q' = f d*xj° was conserved with respect to a limiting surface argument, and we can
make a similar “beer can integral” argument for P, integrating over a large time interval ¢ €
[-T,T] as sketched in fig. 3.1. That is

0=20, fd4xT0”
=do f d*xT% + 9, f d*xT%
T T
2(9()[ dtfd3xTOO+(9kf dlfd3xT0k
_aof dtfd3 T00+8kf dt—f )3pk (a;ap-Fapa;—apa_pe—Ziu)pl_a;aipeZiwpt)
- 3700 k(b ;
= fd xT |—T+Takf(27r)3p (apap+apap)

T
_lakf dtf d3p pk (Cl a e—ZiwpI+aTaT e21wpt)
27" @m3" VPP P '

(B.8)

The first integral can be said to vanish if the field energy goes to zero at the time boundaries,
and the last integral reduces to

-2 2
"akf f @n )3p apa-pe™ " + apal e ')

sin(—2wy, T sinQwy T
_ _f p[apa_, 32T atat sinCwpT) (B.9)
2(2m)3 —2wp P 2wy

_ fd3 , (aa rdtal )sin(Za)pT)
202m)30 VPP TP 2wp

The sin term can be interpreted as a sinc like function of wp which vanishes for large p. It’s

not entirely sinc like for a massive field as wp = w/pz + m2, which never hits zero, as shown in
fig. B.1. Vanishing for large p doesn’t help the whole integral vanish, but we can resort to the
Riemann-Lebesque lemma [18] instead and interpret this integral as one with a plain old high
frequency oscillation that is presumed to vanish (i.e. the rest is well behaved enough that it can
be labelled as L integrable.)

We see that only the non-time dependent portion of P matters from a conserved quantity
point of view, and having killed off all the time dependent terms, we are left with a conservation
relationship for the momenta V - P = 0, where P in normal order is just

&p .
- [ Shvaian (B.10)
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Figure B.1: Angular frequency dependent sinc.



REFLECTION USING PAULI MATRICES.

In lemma 10.1 we used o' = —00°0», which implicitly shows that (o - x)T is a reflection about
the y-axis. This form of reflection will be familiar to a student of geometric algebra (see [4]). ]
can’t recall any mention of the geometrical reflection identity from when I took QM. It’s a fun
exercise to demonstrate the reflection identity when constrained to the Pauli matrix notation.

— Theorem C.1: Reflection about a normal.

Given a unit vector i € R3 and a vector x € IR? the reflection of x about a plane with
normal fi can be represented in Pauli notation as

—o -ho - X0 - 1.

In standard vector notation, we can decompose a vector into its projective and rejective com-
ponents

X=X -0)h+(x—(x-0)n). (C.1H

A reflection about the plane normal to fi just flips the component in the direction of fi, leaving
the rest unchanged. That is

~(x - A)A + (X — (x - A)A) = X — 2(x - A)h. (C.2)

We may write this in o~ notation as

o -x-2x-fio-n. (C.3)
We also know that

o-ac-b=a-b+io-(axb)

(C4)

o-bo-a=a-b—-io-(axb),

or
1
a-b:E{a'-a,O'-b}, (C.5)
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where {a, b} is the anticommutator of a, b. Inserting eq. (C.5) into eq. (C.3) we find that the

reflection is

o-x—{o-n,o-xjoc-A=0c-Xx—0c-N0-X0-0—0- X0 -0o-i
=0-X-0-ho-x0-hi-0-X (C.0)
= —0-ho - X0 -1,
which completes the proof.
When we expand (o - x)T and find
(C.7)

(o - x)T =olxl =% + 0'3x3,
it is clear that this coordinate expansion is a reflection about the y-axis. Knowing the reflection
formula above provides a rationale for why we might want to write this in the compact form

—0%(0 - x)o2, which might not be obvious otherwise.



EXPLICIT EXPANSION OF THE DIRAC u,v SPINORS.

We found that the solution of the u (p), v(p) matrices were

u(p) = ://gﬂ
prog (D.1)
Vp-on
v(p) = - 1,
-Vp -
where
PO =pooo—0-Pp (D2)

p-0 = pooo+ 0 -P.

It was pointed out that these square roots can be conceptualized as (in the right basis) as the
diagonal matrices of the eigenvalue square roots.

It was also pointed out that we don’t tend to need the explicit form of these square roots.We
saw that to be the case in all our calculations, where these always showed up in the end

in quadratic combinations like /(p - )2, \/(p-o)(p-T),- - -, which nicely reduced each time

without requiring the matrix roots.

I encountered a case where it would have been nice to have the explicit representation. In
particular, I wanted to use Mathematica to symbolically expand ‘T’iy“(')#‘I’ in terms of ap, by, - -
representation, to verify that the massless Dirac Lagrangian are in fact the energy and momen-
tum operators (and to compare to the explicit form of the momentum operator found in eq. 3.105
[14]). For that mechanical task, I needed explicit representations of all the u*(p), v'(p) matrices
to plug in.

It happens that 2 X 2 matrices can be square-rooted symbolically squarerootOfFourSigmaDotP.nb.
In particular, the matrices p - o, p - ¢ have nice simple eigenvalues = ||p|| + wp. The correspond-
ing unnormalized eigenvectors for p - o are

_pl + lp2

e = 3
p” +1pll

(D.3)
—p1 + ip2
P’ —lpll
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This means that we can diagonalize p - o as

po=U wp + |Ipll 0 t (D.4)
0 wp — |Ipll
where U is the matrix of the normalized eigenvectors
U=le o
(D.5)

_pl +iP2 _pl +ip2
pP+lpl PP -1l

1

v2p* +2p% |Ipll

Letting Mathematica churn through the matrix products eq. (D.4) verifies the diagonalization,

and for the roots, we find
3 2 2 1, .2
1 Wy — P° + AJws — -p'+i
p— P »— P p +ip D.6)

pro= 1 ) 3 2 2
Jop—Ipl+ yJop+lpI | =" =ip wp + PP+ \Jwh

The matrix +/p - 0 has the same form, but we just have to flip the signs on our p’s.
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We are now ready to plug in ¢'T = (1,0),%T = (0, 1),7'T = (1,0),7°T = (0,1) to find the
explicit form of our u’s and v’s

wp— P+ Jwp —P?
1 a2
1 p —wp
u =
®) - wp + P° + (Jwd — p?
wp = lIpll + yJwp +[Ipll |@p + P + yJwf —
pl + lp2
—p1 + ip2
3 2 2
1 Wp + P+ (JWwy — P
2 _ P Y
u™(p) = .
Jop = Ipll+ Jop+ IRl | PP
wp = P* + wp — P (D7)
wp — P* + {Jwp — Pp?
V(p) = 1 i
3 2
Vo = Pl + oy + Ipll |[=wp = P + e = p?
_pl _ lpz
_pl + lp2
() = 1 wp + P’ + {Jwp — p?
Jop—Ipll+ Jop+lpll | PP
—wp + 7 + \Jwp — P

This is now a convenient form to try the next symbolic manipulation task. If nothing else this
takes some of the mystery out of the original compact notation, since we see that the u, v’s are
just 4 element column vectors, and we know their explicit form should we want them.

Also note that in class we made a note that we should take the positive roots of the eigenvalue
diagonal matrix. It doesn’t look like that is really required. We need not even use the same sign
for each root. Squaring the resulting matrix root in the end will recover the original p - o- matrix.
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D.] COMPACT REPRESENTATION OF /p - O, \/p .
With the help of Mathematica, eq. (D.6) was found, a compact representation of the root of

p - 0. A bit of examination shows that we can do much better. The leading scalar term can be
simplified by squaring it

(or ~ ol + Jop + o)

where the on-shell value of the energy a)lz, = m? + p? has been inserted. Using that again in the
matrix, we have

wp = Ipll + wp + lIpll + 2 \/wj — p? (D.8)

2wp + 2m,

3 1, 2
wp—p’+m —p +ip

2wp+2m | —P' =ip? wptpm

VP =

01
1 0

0 —i
i 0

(wp + m)O'0 — pl {

10 D
0 -l (D.9)

2wp

HT‘HT‘_‘ TH
o o
3 3

((a)p +m)e® - plot = p2o? —p3cr3)

2wp

((a)p + m)O'O -0 p).

+
o
3

2wp

We’ve now found a nice algebraic form for these matrix roots

1
VT = e (m 4 p )
\2wp +2m
(D.10)
- 1 _
Vp-0=——=(m+p-0).
\2wp +2m




D.1 COMPACT REPRESENTATION OF +/p -0, \p:0C.

As a check, let’s square one of these explicitly

1
(\/p.a-)Z— Yot o (m2+(p o)’ + 2m(p a'))
P
1
= 5 tom (m2+(wf,—2wp0'-p+p2)+2m(p-0'))
P
_ 2 (D.11)
= Sy +2m (pr—2wp0'-p+2m(wp—a'-p))
1
= S (2wp (wp +m) - Qwp +2m)o - p)
=p-o0,

which validates the result.
We can also put the spinor solutions «, v in a nice compact square-root-free format

u(p) = 1 (m+p-cf)§
\2m + 2wy Lm+p-0)L
: (D.12)
v(p) = 1 (m+p.a—)n].
\2m + 2w, [=(m+p- )

?? is probably a much nicer starting point for evaluating the various u, v, u, v product relation-
ships. In particular, again using Mathematica uvspinors.nb, this is a nice representation for
showing that

i (pyy*u'(p) = 26" pt

_ (D.13)
Vr(P)’)/kVS(p) =24" k,

which is roughly the form of the relationship that I suspected existed, but had some trouble
deriving manually.
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We now also know that we can return to eq. (D.7) and put the explicit (root-free) representa-
tion of the u, v spinors in a slightly tidier form

_wp—p3+m-
1 _ l_i 2
)= —=| "7
\2m+ 2wy [@Wp TP HM
p1+l'p2
] i ]
uz(p): 1 wp+p3+m
)
1/2m+2wp p —ip
3
Op P (D.14)
_cup—p3+m-
1 _ 1—i 2
Vs —=| "
\2m+ 2wy [TWp m P m
| -p' -ip?
[ —p1+ip2
vz(p)z 1 a)p+p3+m
1, 2
\2m + 2wy p +ip
|—wp + p* +m)




MATHEMATICA NOTEBOOKS

These Mathematica notebooks, some just trivial ones used to generate figures, others more
elaborate, and perhaps some even polished, can be found in
https://github.com/peeterjoot/mathematica/tree/master;.
The free Wolfram CDF player, is capable of read-only viewing these notebooks to some
extent.

e Oct 4, 2018 phy2403-quantum-field-theory/phononEnergyDensity.nb

phy2403 Hw1 problem 2(d). Phonon energy density. Ratio of the phonon energy density
to the rest-mass energy density (in hardwood).

e Oct 9, 2018 phy2403-quantum-field-theory/ps1Problem5MassiveFieldDerivatives.nb

This is a check (up to the 7th derivative) that shows that the massive field wipes out the
odd derivatives that contribute to the Euler-Maclaurin sum used to calculate the magni-
tude of the Casimir effect. Hw1 problem V.

e Oct9, 2018 phy2403-quantum-field-theory/ps1ProblemSnumeric.nb
Hw1 problem V. part 7 (g). comparative force: 1uF capacitor with 1V charge.

e Oct 11, 2018 phy2403-quantum-field-theory/mexicanHatPotentialManipulate.nb

Manipulate and figures for the Mexican hat potential.

e Oct 15, 2018 phy2403-quantum-field-theory/lecture 1 0PlotMomentumParaboloid.nb

This is plots for Lecture 10: constantMomentumSurfaceFig2, constantMomentumSur-
faceFigl (paraboloids vs. light cone).

e Oct 15, 2018 phy2403-quantum-field-theory/pauliMatrix.nb

Hw2 Problem II.1, explicitly write our the U; matrix, and related expansions.

e Oct 17, 2018 phy2403-quantum-field-theory/hyperboliod AndLightCone.nb
This is a plot for Lecture 11. spaceLikeAndLightConeFigl

e Oct 29, 2018 phy2403-quantum-field-theory/traceOfPauliMatrixProducts.nb
Calculate the product of (p - o)(p - o), and then take the trace of that.
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https://raw.github.com/peeterjoot/mathematica/master/phy2403-quantum-field-theory/ps1Problem5MassiveFieldDerivatives.nb
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https://raw.github.com/peeterjoot/mathematica/master/phy2403-quantum-field-theory/mexicanHatPotentialManipulate.nb
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https://raw.github.com/peeterjoot/mathematica/master/phy2403-quantum-field-theory/pauliMatrix.nb
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https://raw.github.com/peeterjoot/mathematica/master/phy2403-quantum-field-theory/traceOfPauliMatrixProducts.nb
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Oct 29, 2018 phy2403-quantum-field-theory/RiemannLebesgueFig1.nb

Plot: RiemannLebesqueFigl. A gaussian envelope high frequency oscillation.

Oct 29, 2018 phy2403-quantum-field-theory/traceOfHermitianTimesPauliVector.nb

Is the trace of the product of a Hermitian and a Pauli vector zero? No. Ends up kind of
dot product like.

Oct 30, 2018 phy2403-quantum-field-theory/ps2Problem1_2_evaluateBessellntegral.nb

Hw2 Problem 1.2. Bessel function result for the final integral after the branch cut manip-
ulation.

Oct 30, 2018 phy2403-quantum-field-theory/spacelikeWightmanFunction.nb

Attempt to explicitly evaluate the Wightman function. Did not converge.

Oct 31, 2018 phy2403-quantum-field-theory/noncommutativeMatrixMultiply.nb

An attempt to use the NCAlgebra package (non-commutative algebra) to calculate the
commutators of the charge operators for the Left and Right currents of Hw2 problem II.6.
Did not work.

Oct 31, 2018 phy2403-quantum-field-theory/howToSimplifyNonCommutativeMultiplyQuestion.nb

Post to Mathematica SE. How to get FullSimplify to act on scalars (-1, 0, 1, ...) that are
multiplied by potentially non-commutative symbols (operators, block matrices, ...)?

Nov 8, 2018 phy2403-quantum-field-theory/sincVsSineLargeT.nb

Figure for momentum.tex : sortOfSincFunctionFigl

Nov 20, 2018 phy2403-quantum-field-theory/ps3p3Integrals.nb

Appendix for Hw3, II1.2. Relevant integrals.

Nov 20, 2018 phy2403-quantum-field-theory/problemSet3 Yukawalntegral.nb

Hw?3 problem I. Yukawa integral.

Nov 20, 2018 phy2403-quantum-field-theory/ps3p1 TRFigl.nb
Figure: ps3pl1 TRFigl. Plots Te R /R for T ~ R, T > R

Nov 22, 2018 phy2403-quantum-field-theory/gammaAndMorePauliCalculations.nb

Eigenvalues of io - x
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Nov 25, 2018 phy2403-quantum-field-theory/diracWeylMatrixRepresentationAndldentities.nb
Explicit 4x4 expansion of the Dirac matrices using the Weyl representation, and verifica-

tion of some identities.

Dec 4, 2018 phy2403-quantum-field-theory/hw4p2numbers.nb

Numeric calculations for Hw4 Problem 2. hw4p2MathematicaFigl

Dec 11, 2018 phy2403-quantum-field-theory/squarerootOfFourSigmaDotP.nb

Define Dirac Matrices (in the Weyl representation). Calculate +/p- o, \/p -7, square
roots of 2x2 matrices, and representations of u, v spinors.

Dec 18, 2018 phy2403-quantum-field-theory/uvspinors.nb

A less experimental version of squarerootOfFourSigmaDotP.nb, that uses the results ob-
tained from that code without actually taking the roots using the Eigensystem solution.
Defines: DiracMatrix (Weyl representation); complex — allow for less general complex
numbers, instead of: a + I b, complex[a, b] always formed from real a, b.; diracMatrix
(using complex instead of Complex); pauliMatrix (using complex instead of Complex);
u, v, and square roots of p . sigma’s

Dec 25, 2018 phy2403-quantum-field-theory/tracesOfDiracMatrixProducts.nb

Traces of two, three, four Dirac matrix products.
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action, 19, 24, 25
angular momentum quantization, 79
anomalous symmetry, 84

Baker-Campbell-Hausdorff theorem, 73
Baryon number, 83

BCH theorem, 73

Bohr radius, 5

canonical commutation relations, 39
canonical quantization, 25, 37, 39, 44
Casimir force, 59

CCR, 39

chiral symmetry, 97

classical field theory, 29

classical scalar theory, 76

coherent state, 125

complex scalar field, 56

Compton wavelength, 7, 125
conformal invariance, 84

conserved charge, 94

continuous symmetries, 76
cosmological constant, 13

cross section, 10, 143

differential cross section, 143
dilatation current, 69
Dyson formula, 130

Electro-Weak-Symmetry-Breaking, 84
electron, 83
energy momentum tensor, 69
Euler-Lagrange equations

field, 25
Euler-Maclaurin formula, 59

EWSB, 84

Feynman diagram, 143

Feynman propagator, 116, 120, 129
field, 3

field strength tensor, 34

fine structure constant, 7

generator
spacetime translation, 103

Goldstone boson, 76

gravity, 9

Green’s function
Klein-Gordon, 116
retarded time, 106, 116
spacelike separation, 125

ground state, 135, 139, 140

half delta function, 125
Hamiltonian

free, 47
harmonic oscillator, 111
Heisenberg picture, 123
Higgs, 97, 100
Higgs Lagrangian, 79

inflation, 116

interaction picture, 131, 140
interaction representation, 130
internal symmetries, 80
irrelevant, 27

Ising model, 30

Klein-Gordon, 38
forced, 123
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Lagrangian density
electromagnetic, 34

least action principle, 25, 29

Lepton number, 83

light cone, 125

Lorentz
symmetry, 101

Lorentz boost, 101

Lorentz force equation, 35

Lorentz invariance, 79, 84, 101

Lorentz invariant measure, 106

Lorentz transformation
determinant, 19
infinitesimal, 84

Lorentz transformations, 8, 15, 19

lower indexes, 18

lowering operator, 38

Mandelstam variable, 183
marginal, 27
Mathematica, 199, 237, 255, 260, 277, 281,
283
Maxwell’s equations, 35
microcausality, 106
momentum space representation, 38, 43
momentum states
transformation, 104

Nambu-Goldstone, 100
Nambu-Goldstone bosons, 76
natural units, 8
neutron, 83
Noether current, 94
Noether’s theorem, 66

1st, 69
non-Albian, 97
non-relativisitic limit, 61
number density, 123

on-shell, 67

particle number, 61
path deformation, 116
Pauli matrix, 191
pertubation

Hamiltonian, 135
perturbation, 137
perturbation theory, 123, 130
pole shifting, 121
principle value integration, 125
proton, 83

QCD, 97
quark, 83

raising operator, 38
relevant, 27
rotations, 86

scale, 5
scale invariance, 79, 84, 94
scales, 8
scattering, 143
scattering cross section, 143
simple harmonic oscillator, 38, 40, 44
spacelike surface, 107
spacetime translation, 68
spacetime translation current, 69
spatial translation, 76
spinor, 192
spontaneous symmetry breaking, 79
symmetries, 63, 64
spontaneously broken, 79
unbroken, 79
symmetry, 44, 65

time evolution, 135

time evolution operator, 140
time ordered product, 129, 140
time translation, 76

translation current, 64



translation operator, 73, 75
tree level diagram, 143

unbroken symmetries, 79
unitary, 84

unitary operator, 73
units, 8, 13

upper indexes, 18

vacuum energy, 13
vacuum energy density, 48
vacuum expectation, 143

‘W-boson, 100
Wick’s theorem, 143

Wightman function, 120, 122

Wigner mode, 100

Z-boson, 100
zero point energy, 13, 59

Index

291






Part IV

BIBLIOGRAPHY






BIBLIOGRAPHY

[1]
(2]

(3]

[4]

(5]

[6]

[7]

[8]

[9]

[10]

[11]

D. Bohm. Quantum Theory. Courier Dover Publications, 1989. (Cited on page 4.)

Hendrick BG Casimir. On the attraction between two perfectly conducting plates. In Proc.
Kon. Ned. Akad. Wet., volume 51, page 793, 1948. (Cited on page 57.)

BR Desai. Quantum mechanics with basic field theory. Cambridge University Press, 2009.
(Cited on page 73.)

C. Doran and A.N. Lasenby. Geometric algebra for physicists. Cambridge University
Press New York, Cambridge, UK, 1st edition, 2003. (Cited on pages 230 and 275.)

A.P. French and E.F. Taylor. An Introduction to Quantum Physics. CRC Press, 1998.
(Cited on page 5.)

Stephen W Hawking. Zeta function regularization of path integrals in curved spacetime.
Communications in Mathematical Physics, 55(2):133-148, 1977. (Cited on page 59.)

L.D. Landau and E.M. Lifshitz. The classical theory of fields. Butterworth-Heinemann,
1980. ISBN 0750627689. (Cited on page 35.)

Dr. Michael Luke. Quantum Field Theory., 2011. URL https://www.physics.
utoronto.ca/~luke/PHY2403F/References_files/lecturenotes.pdf. [Online;
accessed 05-Dec-2018]. (Cited on pages 52, 53, 88, 231, and 238.)

Dr. Tobias Osborne. Qft lecture 10, feynman diagrams for phi-fourth
theory. Youtube, . URL https://youtu.be/s7yzFHOBbtw?1list=
PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS. [Online; accessed 03-December-2018].
(Cited on page 166.)

Dr. Tobias Osborne. Qft lecture 12, the s matrix. Youtube, . URL https://youtu.be/
ImIG_yQI1lWg?1ist=PLDfPUNusx1EpRs-wku83aqYSK{R5fFmfS. [Online; accessed 03-
December-2018]. (Cited on page 161.)

Dr. Tobias Osborne. Qft lecture 15, dirac equation. Youtube, . URL https://youtu.be/
J21V8uNx0OLU?1ist=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS. [Online; accessed 18-
December-2018]. (Cited on pages 209 and 237.)

295


https://www.physics.utoronto.ca/~luke/PHY2403F/References_files/lecturenotes.pdf
https://www.physics.utoronto.ca/~luke/PHY2403F/References_files/lecturenotes.pdf
https://youtu.be/s7yzFHOBbtw?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/s7yzFHOBbtw?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/9mIG_yQI1Wg?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/9mIG_yQI1Wg?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/J2lV8uNx0LU?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/J2lV8uNx0LU?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS

296

BIBLIOGRAPHY

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Dr. Tobias Osborne. Qft lecture 15, dirac equation, boost from station-
ary frame. Youtube, . URL https://youtu.be/J21V8uNxOLU?1list=
PLDfPUNusx1EpRs-wku83agqYSKfR5fFmfS&t=4328. [Online; accessed 18-December-
2018]. (Cited on page 255.)

Dr. Tobias Osborne. Qft lecture 16, quantizing the dirac field. Youtube, . URL https://
youtu.be/d9CaukdxMkg?1ist=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS. [Online;
accessed 23-December-2018].

Michael E Peskin and Daniel V Schroeder. An introduction to Quantum Field Theory.
Westview, 1995. (Cited on pages 53, 91, 106, 137, 141, 153, 166, 180, 206, 208, 209, 230,
231, 235, 238, 248, 251, and 277.)

Erich Poppitz. Relativistic Electrodynamics, 2014. URL https://www.physics.
utoronto.ca/~poppitz/poppitz/PHY450.html. [Online; accessed 5-November-
2018]. (Cited on page 35.)

Dr. David Tong. Quantum Field Theory. URL http://www.damtp.cam.ac.uk/user/
tong/qft.html. (Cited on page 238.)

Wikipedia contributors.  Mandelstam variables — Wikipedia, the free encyclope-
dia, 2018. URL https://en.wikipedia.org/w/index.php?title=Mandelstam_
variables&o1did=823315705. [Online; accessed 26-November-2018]. (Cited on
page 183.)

Wikipedia contributors. Riemann-lebesgue lemma — Wikipedia, the free encyclopedia,
2018. URL https://en.wikipedia.org/w/index.php?title=Riemann%E2%80%
93Lebesgue_lemma&oldid=856778941. [Online; accessed 29-October-2018]. (Cited
on pages 138 and 273.)

Frank Wilczek. Fundamental constants. arXiv preprint arXiv:0708.4361, 2007. URL
https://arxiv.org/abs/0708.4361. (Cited on page 27.)


https://youtu.be/J2lV8uNx0LU?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS&t=4328
https://youtu.be/J2lV8uNx0LU?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS&t=4328
https://youtu.be/d9CaukdxMkg?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://youtu.be/d9CaukdxMkg?list=PLDfPUNusx1EpRs-wku83aqYSKfR5fFmfS
https://www.physics.utoronto.ca/~poppitz/poppitz/PHY450.html
https://www.physics.utoronto.ca/~poppitz/poppitz/PHY450.html
http://www.damtp.cam.ac.uk/user/tong/qft.html
http://www.damtp.cam.ac.uk/user/tong/qft.html
https://en.wikipedia.org/w/index.php?title=Mandelstam_variables&oldid=823315705
https://en.wikipedia.org/w/index.php?title=Mandelstam_variables&oldid=823315705
https://en.wikipedia.org/w/index.php?title=Riemann%E2%80%93Lebesgue_lemma&oldid=856778941
https://en.wikipedia.org/w/index.php?title=Riemann%E2%80%93Lebesgue_lemma&oldid=856778941
https://arxiv.org/abs/0708.4361

	Copyright
	Document Version
	Dedication
	Preface
	Contents
	List of Figures

	Lecture notes
	1 Fields, units, and scales.
	1.1 What is a field?
	1.2 Scales.
	1.2.1 Bohr radius.
	1.2.2 Compton wavelength.
	1.2.3 Relations.

	1.3 Natural units.
	1.4 Gravity.
	1.5 Cross section.
	1.6 Problems.

	2 Lorentz transformations.
	2.1 Lorentz transformations.
	2.2 Determinant of Lorentz transformations.
	2.3 Problems.

	3 Classical field theory.
	3.1 Field theory.
	3.2 Actions.
	3.3 Principles determining the form of the action.
	3.4 Principles (cont.)
	3.4.1 d = 2.
	3.4.2 d = 3.
	3.4.3 d = 4.
	3.4.4 d = 5.

	3.5 Least action principle.
	3.6 Problems.

	4 Canonical quantization, Klein-Gordon equation, SHOs, momentum space representation, raising and lowering operators.
	4.1 Canonical quantization.
	4.2 Canonical quantization (cont.)
	4.3 Momentum space representation.
	4.4 Quantization of Field Theory.
	4.5 Free Hamiltonian.
	4.6 QM SHO review.
	4.7 Discussion.
	4.8 Problems.

	5 Symmetries.
	5.1 Switching gears: Symmetries.
	5.2 Symmetries.
	5.3 Spacetime translation.
	5.4 1st Noether theorem.
	5.5 Unitary operators.
	5.6 Continuous symmetries.
	5.7 Classical scalar theory.
	5.8 Last time.
	5.9 Examples of symmetries.
	5.10 Scale invariance.
	5.11 Lorentz invariance.
	5.12 Problems.

	6 Lorentz boosts, generators, Lorentz invariance, microcausality.
	6.1 Lorentz transform symmetries.
	6.2 Transformation of momentum states.
	6.3 Relativistic normalization.
	6.4 Spacelike surfaces.
	6.5 Condition on microcausality.

	7 External sources.
	7.1 Harmonic oscillator.
	7.2 Field theory (where we are going).
	7.3 Green's functions for the forced Klein-Gordon equation.
	7.4 Pole shifting.
	7.5 Matrix element representation of the Wightman function.
	7.6 Retarded Green's function.
	7.7 Review: ``particle creation problem''.
	7.8 Digression: coherent states.
	7.9 Problems.

	8 Perturbation theory.
	8.1 Feynman's Green's function.
	8.2 Interacting field theory: perturbation theory in QFT.
	8.3 Perturbation theory, interaction representation and Dyson formula.
	8.4 Next time.
	8.5 Review.
	8.6 Perturbation.
	8.7 Review.
	8.8 Unpacking it.
	8.9 Calculating perturbation.
	8.10 Wick contractions.
	8.11 Simplest Feynman diagrams.
	8.12 Phi fourth interaction.
	8.13 Tree level diagrams.
	8.14 Problems.

	9 Scattering and decay.
	9.1 Additional resources.
	9.2 Definitions and motivation.
	9.3 Calculating interactions.
	9.4 Example diagrams.
	9.5 The recipe.
	9.6 Back to our scalar theory.
	9.7 Review: S-matrix.
	9.8 Scattering in a scalar theory.
	9.9 Decay rates.
	9.10 Cross section.
	9.11 More on cross section.
	9.12 d(LIPS)_2.
	9.13 Problems.

	10 Fermions, and spinors.
	10.1 Fermions: R3 rotations.
	10.2 Lorentz group.
	10.3 Weyl spinors.
	10.4 Lorentz symmetry.
	10.5 Dirac matrices.
	10.6 Dirac Lagrangian.
	10.7 Review.
	10.8 Dirac equation.
	10.9 Helicity.
	10.10 Next time.
	10.11 Review.
	10.12 Normalization.
	10.13 Other solution.
	10.14 Lagrangian.
	10.15 General solution and Hamiltonian.
	10.16 Review.
	10.17 Hamiltonian action on single particle states.
	10.18 Spacetime translation symmetries.
	10.19 Rotation symmetries: angular momentum operator.
	10.20 U(1)_V symmetry: charge!
	10.21 U(1)_A symmetry: what was the charge for this one called?
	10.22 CPT symmetries.
	10.23 Review.
	10.24 Photon.
	10.25 Propagator.
	10.26 Feynman rules.
	10.27 Example:  e^- e^+ ^- ^+ .
	10.28 Measurement of intermediate quark scattering processes.
	10.29 Problems.


	Appendices
	A Useful formulas and review.
	A.1 Review of old material.
	A.2 Useful results from new material.

	B Momentum of scalar field.
	B.1 Expansion of the field momentum.
	B.2 Conservation of the field momentum.

	C Reflection using Pauli matrices.
	D Explicit expansion of the Dirac u,v spinors.
	D.1 Compact representation of  p , p 1.5mu-1.5mu-1.5mu1.5mu .

	E Mathematica notebooks

	Index
	Bibliography
	Bibliography


