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PREFACE

This is a set of course notes from the Fall 2018, University of Toronto
Quantum Field Theorry (PHY?2403), taught by Prof. Erich Poppitz.

The course syllabus included the following topics:

o Introduction: Energy and distance scales; units and conventions.
Uncertainty relations in the relativistic domain and the need for
multiple particle description.

o Canonical quantization. Free scalar field theory.
e Symmetries and conservation laws.

o Interacting fields: Feynman diagrams and the S matrix; decay widths
and phase space.

e Spin 1/2 fields: Spinor representations, Dirac and Weyl spinors,
Dirac equation. Quantizing fermi fields and statistics.

e Vector fields and Quantum electrodynamics.

This book contains:
e Lecture notes.
o Personal notes exploring auxiliary details.
o Worked practice problems.

o My solutions (as-is, with errors.) for problem sets 1-4.

On the problem set solutions: ~ These notes are no longer redacted and
include whatever portions of the problem set 1-4 solutions I completed,
errors and all. In the event that any of the problem sets are recycled for
future iterations of the course, students who are taking the course (all
mature grad students pursuing science for the love of it, not for grades) are
expected to act responsibly, and produce their own solutions, within the
constraints provided by the professor.
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Thanks: My thanks go to Professor Poppitz for teaching this course,
to the study gang, and to Emily Tyhurst and Stefan Divic who kindly
provided me their notes for lecture 22.

Peeter Joot  peeterjoot@pm.me
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1

FIELDS, UNITS, AND SCALES.

1.1 WHAT IS A FIELD?

A field is a map from space(time) to some set of numbers. These set of
numbers may be organized some how, possibly scalars, or vectors, ...
One example is the familiar spacetime vector, where x € IR?

(x,1) » R“D. (1.1)
Examples of fields:

1. 0+ 1 dimensional “QFT”, where the spatial dimension is zero di-
mensional and we have one time dimension. Fields in this case are
just functions of time x(#). That is, particle mechanics is a 0 + 1
dimensional classical field theory. We know that classical mechanics
is described by the action

S = %fdtxz. (1.2)

This is non-relativistic. We can make this relativistic by saying this
is the first order term in the Taylor expansion

S = —mczfdt\/l —i2/c2. (1.3)

Classical field theory (of x(¢)). The “QFT” of x(¢). i.e. QM. All of
you know quantum mechanics. If you don’t just leave. Not this way
(pointing to the window), but this way (pointing to the door). The
solution of a quantum mechanical state is

(x| eI R 'x') , (1.4)

which can be found by evaluating the “Feynman path integral”

> s (1.5)

all paths x



FIELDS, UNITS, AND SCALES.

This will be particularly useful for QFT, despite the fact that such
a sum is really hard to evaluate (try it for the Hydrogen atom for
example).

2. 3 + 0 dimensional field theory, where we have 3 spatial dimensions
and 0 time dimensions. Classical equilibrium static systems. The
field may have a structure like

x — M(x), (1.6)

for example, magnetization. We can write the solution to such a
system using the partition function

Z~ Z ¢ EMV/ksT (1.7)
allM(x)

For such a system the energy function may be like

3
E[M] = f d3x(aM2(x)+bM4(x)+cZ(% )((%M)}

i=1

(1.8)

There is an analogy between the partition function and the Feynman
path integral, as both are summing over all possible energy states in
both cases. This will be probably be the last time that we mention
the partition function and condensed matter physics in this term for
this class.

3. 3 + 1 dimensional field theories, with 3 spatial dimensions and 1
time dimension. Example, electromagnetism with E(x, 1), B(x, f) or
better use A(X, t), ¢(X, r). The action is

_ 1 3 2 2
S——16ﬂcfdxdt(E —B). (1.9)

This is our first example of a relativistic field theory in 3 + 1 dimen-
sions. It will take us a while to get there.

These are examples of classical field theories, such as fluid dynamics
and general relativity. We want to consider electromagnetism because this
is the place that we everything starts to fall apart (i.e. blackbody radiation,



1.2 SCALES.

relating to the equilibrium states of radiating matter). Part of the resolution
of this was the quantization of the energy states, where we studied the
normal modes of electromagnetic radiation in a box. These modes can

be considered an infinite number of radiating oscillators (the ultraviolet
catastrophe). This was resolved by Planck by requiring those energy states
to be quantized (an excellent discussion of this can be found in [3]. In that
sense you have already seen quantum field theory.

For electromagnetism the classical description is not always good. Ex-
amples:

1. blackbody radiation.

2. electron energy e /r. of a point charge diverges as . — 0. We can

define the classical radius of the electron by

62
— ~ mec?, (1.10)
re
or
] mec” 15
rd ~ ~107Pm (1.11)
e

Don’t treat this very seriously, but it becomes useful at frequencies
w ~ c/re, wWhere r/c is approximately the time for light to cross a
distance re. At frequencies like this, we should not believe the solu-
tions that are obtained by classical electrodynamics. In particular,
self-accelerating solutions appear at these frequencies in classical
EM. This is approximately w, ~ 10>*Hz, or

hw, ~ (10—21 MeVs) (1023 1 /s)
~ 100MeV.

(1.12)

At such frequencies particle creation becomes possible.

1.2

SCALES.

A (dimensionless) value that is very useful in determining scale is

B e? 1
YT dnhe T 137

(1.13)

called the fine scale constant, which relates three important scales relevant
to quantum mechanics, as sketched in fig. 1.1.

3
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e
b
[ /é,\,_fi 5-'_"\:
et

| |
I [

/o-lsm /O_Bm r™°
w to ? L
Ged) (S (52

Figure 1.1: Interesting scales in quantum mechanics.

e The Bohr radius (large end of the scale).
e The Compton wavelength of the electron.

e The classical radius of the electron.

1.2.1 Bohr radius.

A quick motivation for the Bohr radius was mentioned in passing in class
while discussing scale, following the high school method of deriving the
Balmer series ([7]).

That method assumes a circular electron trajectory (i = eje;)

r = reje
vV = wreye'’ (1.14)
a=-wree

The Coulomb force (in cgs units) on the electron is

F =ma
= —mwzrele (]‘]5)
— —e(e) iwt
r2 ’

or

m(f)zrze_ (1.16)



1.2 SCALES.

giving

my- = —. (1.17)

The energy of the system, including both Kinetic and potential (from an
infinite reference point) is

= ——my (1.18)

or

mvr ~ . (1.19)

Eliminating v using eq. (1.17), assuming a ground state radius r = ag gives

h2
a~ 1 (1.20)
me

The Bohr radius is of the order 10~ %m.

1.2.2  Compton wavelength.

When particle momentum starts approaching the speed of light, by the
uncertainty relation (AxAp ~ h) the variation in position must be of the
order

h

/lC ~ s
mecC

(1.21)

called the Compton wavelength. Similarly, when the length scales are re-
duced to the Compton wavelength, the momentum increases to relativistic
levels. Because of the relativistic velocities at the Compton wavelength,
particle creation and annihilation occurs and any theory has to account for
multiple particle states.

5
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1.2.3 Relations.

Scaling the Bohr radius once by the fine structure constant, we obtain the
Compton wavelength (after dropping factors of 4r)

W &2
ag = —
me? 4n he

h

- drmc
n

mc
= Ac.

(1.22)

Scaling once more, we obtain (after dropping another 4x) the classical
electron radius

"~ damc? (1.23)

~ —_—

mc?’

1.3 NATURAL UNITS.

>  ML?
h] = [action] = M =T = —
[ 2] = [action] 72 T
L
[c] = [velocity] = T (1.24)
2
[energy] = M T2
Setting ¢ = 1 means
L
7= 1 (1.25)

and setting 7 = 1 means

[ %] = [action]

_ ML/? (1.26)

=ML



1.4 GRAVITY.

therefore

(1.27)

and

L
[energy] = M%é (1.28)

= masseV
Summary

e cnergy ~ eV

. 1
e distance i

e time ~ ﬁ

From:

&2

o =
vy

which is dimensionless (1/137), so electric charge is dimensionless.
Some useful numbers in natural units

(1.29)

me ~ 107%7g ~ 0.5MeV

my ~ 2000m ~ 1GeV

my ~ 140MeV (1.30)
my, ~ 105MeV

he ~ 200MeV fm = 1

1.4 GRAVITY.

Interaction energy of two particles

miniy
GN

(1.31)

r

2

M
[energy] ~ [GN] T (1.32)
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L
(Gx] ~ [energyl— (1.33)

but energy x distance is dimensionless (action) in our units

[Gn] ~ dimensionlessM? (1.34)

(&N 1

he M2 1 (1.35)
"~ 1020GeV

Planck mass

hic

MPlanck ~ G_N
~ 107%¢ (1.36)

1

(1020GeV)?

We can revisit the scale diagram from last lecture in terms of MeV
mass/energy values, as sketched in fig. 1.2.

WQM@W<@M

15 /U ﬂ(lM
Ilo m j.ll x/o— [ / /lo—”M Ssr
T Xg ] T —
< k- % %z e
mec <
%:;:(F Crmaptoa WL, Gohr Rodiug
Glechm,

Figure 1.2: Scales, take II.

At the classical electron radius scale, we consider phenomena such as
back reaction of radiation, the self energy of electrons. At the Compton
wavelength we have to allow for production of multiple particle pairs. At
Bohr radius scales we must start using QM instead of classical mechanics.



1.5 crROSS SECTION.

1.5 CcROSS SECTION.

(Verbal discussion of cross section, not captured in these notes). Roughly,
the cross section sounds like the number of events per unit time, related to
the flux of some source through an area.

We’ll compute the cross section of a number of different systems in
this course. The cross section is relevant in scattering such as the electron-
electron scattering sketched in fig. 1.3.

Figure 1.3: Electron electron scattering.

We assume that QED is highly relativistic. In natural units, our scale
factor is basically the square of the electric charge

a~ e, (1.37)

so the cross section has the form

2
o~ E(1+0(a)Jr0(oﬂ)+---) (1.38)
In gravity we could consider scattering of electrons, where Gy takes the
place of @. However, Gy has dimensions.
For electron-electron scattering due to gravitons

2 2
GLE

~N——— 1.39
v 1+GNEZ+--- (1.39)

Now the cross section grows with energy. This will cause some problems
(violating unitarity: probabilities greater than 1!) when O(GNE?) = 1.

When the coupling constant is not-dimensionless we have the same sort
of problems at some scale in any quantum field theories.

The point is that we can get far considering just dimensional analysis.

9
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If the coupling constant has a dimension (1/mass)" , N > 0, then uni-
tarity will be violated at high energy. One such theory is the Fermi theory
of beta decay (electro-weak theory), which had a coupling constant with
dimensions inverse-mass-squared. The relevant scale for beta decay was 4
Fermi, or Gg ~ (1/100GeV)?. This was the motivation for introducing the
Higgs theory, which was motivated by restoring unitarity.

1.6 PROBLEMS.

Exercise 1.1 Dimensional analysis. (2015 ps1.4)

Even though we have set i = ¢ = 1, we can still do dimensional analysis
because we still have one unit left, mass (or 1/length). In d space-time
dimensions (1 time and d — 1 space), what is the dimension in mass
units of a canonical free scalar field, ¢? (Work it out from the equal-time
commutation relations.) Still in d dimensions, the Lagrange density for a
scalar field with self-interactions might be of the form

L= % (aﬂgs)2 - Z and". (1.40)

n>2
a. What is the dimension (again in mass units) of the Lagrange den-
sity?
b. The action?

c. The coefficients a,? (as a check, whatever the value of d, a, had
better have the dimensions of mass? ).

Answer for Exercise 1.1

Parta.  With [¢(x), n(y)] = i6®)(x - y), which is dimensionless, we have

1= l¢n] (1.41)
= [¢*1/L,

SO

[¢] = L' (1.42)
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This means that the dimensions of the Lagrangian are

[L] = [(0,8)*]
1

=L (1.43)

Part b.  The dimensions of the action are

[S]=1 f dx.L]
1 (1.44)

Part c.  The dimensions of the coefficients are found from

1 n
7 = [and’] (1.45)
= [a, 1L,
or
[a,] = L™'"7"2, (1.46)

For n = 2 that is [a,] = L7172/ = L™2. Provided [L] = 1/[M] this is
what is expected. To see that is the case consider the dimensions of the
ratio

[h/c] = (ML?/T)/(L/T)] = [ML]. (1.47)

If both 7 and c are dimensionless then the dimensions of length must
be inverse mass.

Exercise 1.2 Zero point energy, and unit conversion. (2018 Hw1.1II)

In class, we showed that the zero-point energy of the quantized massless
scalar field (we are taking this case, because in the physically relevant case
of electrodynamics, the number of degrees of freedom and the associated
vacuum energy is the same as that of two massless scalar fields) can be
written as:

dSk Wi

Ey.c =V —.
vac 3 (27_[)3 )

(1.48)

11
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where V3 is the (large, i.e., almost infinite) volume of space. This expres-
sion diverges, because we assume that electromagnetic fields and photons
of arbitrarily large momenta exist. There’s no justification to this, as par-
ticle physicists have only probed the Standard Model up to energies of
order a few TeV. Assume, then, that the integral above is cut off at some
maximum value of the momentum A (called the “UV cutoff”), say of order
10 TeV.

a. What is the value of the vacuum energy density pyac, in units of
g/ cm’.

b. What value should A have in order that py,. matches the observed
value of the “dark energy”, of order pgak ~ 1072 g/cm?>. Express
A both as a high-energy scale cutoff and as a short-distance cutoff.

c. What is the ratio of py,c for A ~ Mpanck t0 Odark?

d. Note that the zero-point energies of phonons — the zero point
energies of the quantized collective sound oscillations of nuclei
in a crystal — are given, up to simple numerical factors counting
the numbers of polarizations (which we won’t worry about here)
by an expression similar to the above. This is because phonons
are massless scalar fields propagating with the speed of sound
instead of speed of light. Notice that this difference is irrelevant
as ¢ appears in Ey,c simply: k is a wavevector and wy = ck — a
frequency (secretly multiplied by 7, of course). In the case of
phonons, however, we are well aware that a cutoff scale exists
and we understand well its nature: it is given by the interatomic
separation, as the notion of phonons does not make sense for shorter
wavelengths. Now take kpnax = A ~ 1/ag, with ag of order the Bohr
radius and estimate the energy density of the zero point fluctuations
in a crystal. Compare your result to the typical rest energy (i.e.
mass) density of crystals.

The results from the first three items above lead to a puzzle com-
monly referred to as the “cosmological constant problem”. There
are various proposals for its solution, ranging from cancellations
between the contributions of high and low momentum oscillators,
anthropic principle (multiverse) considerations, modifications of
gravity at long distances, to name a few. The issue awaits your
input!

Answer for Exercise 1.2



1.6 PROBLEMS.

Part a.  'To make a bit more sense of the unit conversions required, let’s
insert factors of 7, ¢ back into the mix temporarily

&Pk ho
B ¥ [ st

h(4 k
g (7;) e m
2m)°2 Jo (1.49)

h ()
=Vi——— f wdw
2n)2c3 Jo

I 4
v
42m)2c3

SO

EVaC — 1
V3 1672

Pvac =

(hw) (9)3 (1.50)

c

Observe that [w/c] = 1/L so we have energy/L3 as desired. With the
following conversion factors ([25])

leV=178x10"3¢g

1.51
1eV)™' =1.97x 107 cm (1.51)

we have

(1eV)* = 1.78 x 1073 g/(cm)® =2.3x 107" g/(cm)?,

3
(1.97>< 10—5)

(1.52)
and
3__ Lt 4 _ 18 4
1g/(cm)’ = 3% 10-19 (eV)" =43x10°°(eV) (1.53)
The vacuum energy density at the 10 TeV cutoff is therefore
_ 1 13 1 \4 -19 3 4
Pvac = @(10 eV)' x23x 1077 g/(cm)’/(eV) (1.54)

=1.4x10% g/(cm)>.

This seems extraordinarily large to me, especially given the intuitive de-
scription of vacuum as empty.

13
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Part b.  The equivalent cutoff associated with the dark energy density is

A= (167r2p)1/4
B 1/4
= (167% x 107 g/(cm)?) (1.55)
= (1677 x 107 g/(cm)* x 4.3 x 10" (eV)4/(g/(cm)3))1/4
=9.1x107%eV.

(In contrast with the vacuum energy density, this seems extraordinarily
small.)
As a distance scale (wavelength), this is

2

A= —
k ,
2 (1.56)

T 91x103eV
=1.4%x10"%cm.

x 1.97 x 107 (eV)(cm)

Part c.  The Planck mass is

leV

Mptanek = 22X 1075 g x ——
Planck = 22X 10 8 X R X 103 g (1.57)

= 1.2x 10%¢V,
so the energy density ratio is
4
28
Prvac (Planck) _ (10 CV)

Pdark (102eV)*
=1 0120 )

(1.58)

This is an extraordinary difference, but what it means is not clear to me.

Part d.  Mathematica workbook attached.
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LORENTZ TRANSFORMATIONS.

2.1 LORENTZ TRANSFORMATIONS.

The goal, perhaps not for today, is to study the simplest (relativistic) scalar
field theory. First studied classically, and then consider such a quantum
field theory. How is relativity implemented when we write the Lagrangian
and action?

Our first step must be to consider Lorentz transformations and the
Lorentz group.

Spacetime (Minkowski space) is R>! (or R*~"1). Our coordinates are

(ct,xl,xz,x?’) = (ct,r). 2.1)

Here, we’ve scaled the time scale by ¢ so that we measure time and
space in the same dimensions. We write this as

=0 x X2 50, (2.2)

where u = 0, 1,2, 3, and call this a “4-vector”. These are called the space-
time coordinates of an event, which tell us where and when an event
occurs.

For two events whose spacetime coordinates differ by dx°, dx', dx?*, dx>
we introduce the notion of a space time interval

ds? = 2di* = (dx")? = (dx*)? = (dx>)?

= 23: gudx'dx”

u,v=0

(2.3)

Here g, is the Minkowski space metric, an object with two indexes that
run from 0-3. i.e. this is a diagonal matrix

1 0 0 O
0 -1 0 O

8uv ~ (2-4)
0 0 -1 0
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ie.
goo =1
2; z :1 2.5)
g3 = -1

We will use the Einstein summation convention, where any repeated
upper and lower indexes are considered summed over. That is eq. (2.3) is
written with an implied sum

ds* = gdx'dx’. (2.6)
Explicit expansion:
ds* = guvdx'dx’

= goodxodxo + glldxldx1 + gzgdxzd)c2 + g33dx3dx3
= ()dx%dx" + (- Ddx'dx' + (-1)dx*dx* + (-1)dx>dx>.

2.7)

Recall that rotations (with orthogonal matrix representations) are trans-
formations that leave the dot product unchanged, that is

(Rx) - (Ry) = x'R"Ry
= XTy
=X- y’

(2.8)

where R is a rotation orthogonal 3x3 matrix. The set of such transfor-
mations that leave the dot product unchanged have orthonormal matrix
representations RTR = 1. We call the set of such transformations that have
unit determinant the SO(3) group.

We call a Lorentz transformation, if it is a linear transformation acting
on 4 vectors that leaves the spacetime interval (i.e. the inner product of 4
vectors) invariant. That is, a transformation that leaves

unchanged.
Suppose that transformation has a 4x4 matrix form

xXH = A*,xY (2.10)



2.1 LORENTZ TRANSFORMATIONS.

Figure 2.1: Boost transformation.

For an example of a possible A, consider the transformation sketched in
fig. 2.1. We know that boost has the form

X+ vt
X= ——
V1 =v%/c?
y=y
, 2.11)
=2
. !+ Ww/cHx
V1 -=v%/c?
(this is a boost along the x-axis, not y as I'd drawn), or
] 1 Ve o ol
ct V1-12/c2 1 =122 ct’
X v/c ! 0 0f|x
= \/1—\/2/62 \/1—112/62 ) (2.12)
y 1 0 y,
¢ 0

Other examples include rotations (1% = 1 zeros in 1%, 2%, and a
rotation matrix in the remainder.)
Back to Lorentz transformations (SO(1, 3)"), let

xXH = AFxY

2.13

= Ay 13)
The dot product

X 'Y = gy N px"yP (2.14)

= gvpxyyp,

17



18 LORENTZ TRANSFORMATIONS.

where the last step introduces the invariance requirement of the transfor-
mation. That is

8vp = g,uKAﬂvAKp- (2.15)

Upper and lower indexes ~ We’ve defined
P () (2.16)

We could also define a four vector with lower indexes

Xy = gy (2.17)
= (ta _xl s _xz’ _x3)
That is
xp = x°
X1 = —xl
N (2.18)
Xy = —x
X3 =—x.
which allows us to write the dot product as simply x*'y,,.
We can also define a metric tensor with upper indexes
1 0 0 O
o ~ 0 -1 0 O (2.19)
0 -1 0
0 0 0 -1
This is the inverse matrix of g,,, and it satisfies
88w = 0 (2.20)
Exercise: Check:
gy = x,y”
_ v
A (2.21)

= g'uyxuyv
= éﬂvx/tyv
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Class ended around this point, but it appeared that we were heading this
direction:

Returning to the Lorentz invariant and multiplying both sides of eq. (2.15)
with an inverse Lorentz transformation A~!, we find

g A7), = g A (AT

N (2.22)
= gya/\#v,
or
(A—l) = Ay (2.23)
v

This is clearly analogous to RT = R~!, although the index notation obscures
things considerably. Prof. Poppitz said that next week this would all lead
to showing that the determinant of any Lorentz transformation was +1.

For what it’s worth, it seems to me that this index notation makes life
a lot harder than it needs to be, at least for a matrix related question (i.e.
determinant of the transformation). In matrix/column-(4)-vector notation,
let x’ = Ax,y" = Ay be two four vector transformations, then

X - y/ — x/TGy/

= (A9 GAy (2.24)
= xI(ATGA)y
= x! Gy.
o)
ATGA =G. (2.25)
Taking determinants of both sides gives —(det(A\))*> = -1, and thus
det(\) = 1.

2.2 DETERMINANT OF LORENTZ TRANSFORMATIONS.

We require that Lorentz transformations leave the dot product invariant,
thatis x-y=x"-y’, or

x#g,uvyv = x/#g,uvylv- (2.26)



20

LORENTZ TRANSFORMATIONS.

Explicitly, with coordinate transformations
X = AP
yH = Aﬂp)’p

such a requirement is equivalent to demanding that
Mgy’ = NpxP gy Ny

= W A%ugop Ny,

or

guv = N u8apN\P,
multiplying by the inverse we find

v

g A7) = A%ugap (A7)

= Aauga/l
= g/larAa/z-

This is now amenable to expressing in matrix form
(GA D = (GA),

= (GAN)H
= (ATG)u,

or

GA™' = (GA).

(2.27)

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

Taking determinants (using the normal identities for products of deter-

minants, determinants of transposes and inverses), we find

detc@ydet(N™") = detGydet(N),
or

det(A)? =1,

(2.33)

(2.34)

or det(A)> = +1. We will generally ignore the case of reflections in

spacetime that have a negative determinant.



2.3 PROBLEMS.

Smart-alec Peeter pointed out after class last time that we can do the
same thing easier in matrix notation

X = Ax
’ (2.35)
Yy =Ay
where
’ ’_ T ’
Xy =) 6y (2.36)
= xTATG Ay,

which we require to be x -y = x"Gy for all four vectors x, y, that is
ATGA =G. (2.37)

We can find the result eq. (2.34) immediately without having to first
translate from index notation to matrices.

2.3 PROBLEMS.

Exercise 2.1 Lorentz transformation. (2015 psl.1)
A Lorentz transformation x* — x’* = A# x" is such that it preserves the
Minkowski metric 7, meaning that 7, x*x” = 1, x"*x’” for all x.

a. Show that this implies that
My = Nor Ay (2.38)

b. Use this result to show that an infinitesimal transformation of the
form

A, =84, + W (2.39)

is a Lorentz transformation when «*” is antisymmetric i.e. "’ =
—w". (Note that there an antisymmetric 4 X 4 matrix has six param-
eters, as does a Lorentz transformation - 3 rotations and 3 boosts -
so the counting works out).

c. Write down the matrix form for «*, that corresponds to a rotation
through an infinitesimal angle 6 about the x*-axis.

d. Do the same for a boost along the x!-axis by an infinitesimal
velocity v.

Answer for Exercise 2.1

21
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Part a.  The dot product of the transformed coordinates is

IV

Dy XX = 1y N g XN g2 (2.40)
= UGTAO_yATvxﬂxv,

where the last step is just a change of indexesu — o,v —» 7, — u, — v.
The identity eq. (2.38) can be read off directly.

Part b.

T]O'T/\(TIUATV =Nor (60-;4 + wo-ﬂ) (6TV + (UTV)
= (e + o) (57 + 07)

= 77,u‘r(STV + 77,u‘erv + wT,uéTv + wTﬂwTV (2.41)
= Ny + Wy + Wy + W'y

=Ny + Wpy — Wyy + O(wz)
= Ny

Partc.  Witha y(z) =1, y]% = —1 metric, a rotation in the x-y plane around
the z-axis can be written as

yix' + 7222 5 (yix' + yp?) @2

= (lel + 7’2)52) (cos 0 + y2y1 sin ) (2.42)
= y1x' cos 6 + 217 cos 6 + y2x' sin6 — y1x” sin,

or
x! _ cosf —sinf||x! ’ (2.43)
x? sinf cosf ||x?
so in the small angle approximation, with a o, ¥ y2,y3 basis, we have
0

-0 (2.44)

S o © O
oS O O O



2.3 PROBLEMS.

Part d.  For the boost the rotation is also an exponential

71x' +y0x” — (yix! +yoxl) erone
= (ylxl + yoxo) (cosh @ + yyy; sinh @)
= lxl cosha + Oxo cosha + oxl sinha + 1x0 sinh «,
Y Y Y Y
(2.45)

or

o] ; 0
[xl} _ lcosha/ s1nha/] lxl] (2.46)

X sinha cosha||x

The rapidity angle @ can be related to velocity by considering a space-
time difference in position
40

x!

A

, (2.47)

[cosh aAx° + sinh @Ax!

sinh @Ax® + cosh aAx!

For a particle fixed at the origin in the unprimed frame (i.e. Ax! = 0V?),
we have

A X _|cosh aAx® (2.48)
x! sinhaAx° | .
In particular
Axll
A0 = tanh a. (2.49)

If the unprimed frame is moving at velocity v along the x-axis, then the
primed frame is moving at —v, or

—v = tanh a. (2.50)
Noting that cosh? @ — sinh? @ = 1,
)
2 sinh” «
V= —, (2.51)
1 + sinh? @

SO

sinh? a(v2 - 1) =2, (2.52)

23



24 LORENTZ TRANSFORMATIONS.

or
sinha = +———. (2.53)
V1-12
We also have
2
cosh®a = v 5+ 1
R

Picking the negative sign in eq. (2.53) to match eq. (2.50), we have

xo/ 1 1 —v[[x
H 1[ 1”} 2.55)

In the small velocity limit, this gives

0 —v 0 0
P 00 (2.56)

0 00

0 00



CLASSICAL FIELD THEORY.

3.1 FIELD THEORY.

The electrostatic potential is an example of a scalar field ¢(x) unchanged
by SO(3) rotations

x - X = Ox, (3.1)

that is
¢’ (x) = p(x). (3.2)

Here ¢’ (x’) is the value of the (electrostatic) scalar potential in a primed
frame.

However, the electrostatic field is not invariant under Lorentz transfor-
mation. We postulate that there is some scalar field

' (xX') = p(x), (3.3)

where x’ = Axis an SO(1, 3) transformation. There are actually no stable
particles (fields that persist at long distances) described by Lorentz scalar
fields, although there are some unstable scalar fields such as the Higgs,
Pions, and Kaons. However, much of our homework and discussion will
be focused on scalar fields, since they are the easiest to start with.

We need to first understand how derivatives d,¢(x) transform. Using the
chain rule

Op(x)  0¢’(x')
Ot OxH
i a¢/(x/) ox’Y
oxY O
o’ (x") y
= 6x’)‘c’ N (A pxp) (3.4)
_0p'(X)
- ox"” A/l
_ 3

ox" H:




26

CLASSICAL FIELD THEORY.

Multiplying by the inverse (A‘l)yk we get

9 w0
T = (A7) e (3.5)

This should be familiar to you, and is an analogue of the transformation
of the

dr-Vy=dr' -Vy. (3.6)

3.2 ACTIONS.

We will start with a classical action, and quantize to determine a QFT. In
mechanics we have the particle position g(¢), which is a classical field in
140 time and space dimensions. Our action is

S = fdt£(t)
X (3.7)
= fdt(EQZ - V(q)).

This action depends on the position of the particle that is local in time.
You could imagine that we have a more complex action where the action
depends on future or past times

S = fdt'q(t')K(t' -1, (3.8)

but we don’t seem to find such actions in classical mechanics.

3.3 PRINCIPLES DETERMINING THE FORM OF THE ACTION.

o relativity (action is invariant under Lorentz transformation)
e locality (action depends on fields and the derivatives at given (%, X).

o Gauge principle (the action should be invariant under gauge trans-
formation). We won’t discuss this in detail right now since we will
start with studying scalar fields. Recall that for Maxwell’s equations
a gauge transformation has the form

¢—>¢+x.A (3.9)
— A -Vy.



3.4 PRINCIPLES (CONT.)

Suppose we have a real scalar field ¢(x) where x € R4, We will be

integrating over space and time f dtd®'x which we will write as f d?x.

Our action is

S = f d®x (Some action density to be determined ) (3.10)

The analogue of ¢? is

oo \({ dp v .
= 6”(;5(9,,(/).
This has both time and spatial components, that is
¢ = > — (V) (3.12)

so the desired simplest scalar action is

S = fddx(¢2—(\7¢)2). (3.13)

The measure transforms using a Jacobian, which we have seen is the
Lorentz transform matrix, and has unit determinant

d'x’ = dx|det(A™")| = d'x. (3.14)

3.4 PRINCIPLES (CONT.)

e Lorentz (Poincaré : Lorentz and spacetime translations)
e Jocality

e dimensional analysis

e gauge invariance

These are the requirements for an action. We postulated an action that
had the form

f dxd,00", (3.15)

called the “Kinetic term”, which mimics f dtg® that we’d see in quantum
or classical mechanics. In principle there exists an infinite number of local
Poincaré invariant terms that we can write. Examples:

27



28 CLASSICAL FIELD THEORY.

e 0,¢0'¢
o 3,00,0"H¢p
o (8,00"9)

o f($)0upd¢
* f(#,0,40"¢)
* V(¢)

It turns out that nature (i.e. three spatial dimensions and one time di-
mension) is described by a finite number of terms. We will now utilize
dimensional analysis to determine some of the allowed forms of the action
for scalar field theories in d = 2, 3,4, 5 dimensions. Even though the real
world is only d = 4, some of the d < 4 theories are relevant in condensed
matter studies, and d = 5 is just for fun (but also applies to string theories.)

With [x] ~ ﬁ in natural units, we must define [¢] such that the kinetic
term is dimensionless in d spacetime dimensions

1
dx] ~ —
[dxl ~ 77 (3.16)
[0.] ~M
so it must be that
[¢] = M2/ (3.17)

It will be easier to characterize the dimensionality of any given term by
the power of the mass units, that is

[mass] =1
[d9x] = —d
[0.]=1 (3.18)
[¢] =(d-2)/2
[S]=0.

Since the action is
S = f d'x (L9, 040)). (3.19)

and because action had dimensions of 7, so in natural units, it must be
dimensionless, the Lagrangian density dimensions must be [d]. We will
abuse language in QFT and call the Lagrangian density the Lagrangian.



3.4 PRINCIPLES (CONT.)

341 d=2

Because [0,¢0"¢] = 2, the scalar field must be dimension zero, or in
symbols

[¢] = 0. (3.20)

This means that introducing any function f(¢) = 1 + ag + b + c¢> + - - -
is also dimensionless, and

[f($)0,00"¢] = 2, (3.21)

for any f(¢). Another implication of this is that the a potential term in the
Lagrangian [V(¢)] = 0 needs a coupling constant of dimension 2. Letting
w1 have mass dimensions, our Lagrangian must have the form

F($)0,00" ¢ + >V (9). (3.22)

An infinite number of coupling constants of positive mass dimensions for
V(¢) are also allowed. If we have higher order derivative terms, then we
need to compensate for the negative mass dimensions. Example (still for
d=2).

1 1
L= 100090+ i2V@) + - 50,000 09 + (9,00"9)" 329

The last two terms, called couplings (i.e. any non-kinetic term), are exam-
ples of terms with negative mass dimension. There is an infinite number of
those in any theory in any dimension.

Definitions
e Couplings that are dimensionless are called (classically) marginal.

o Couplings that have positive mass dimension are called (classically)
relevant.

e Couplings that have negative mass dimension are called (classically)
irrelevant.

In QFT we are generally interested in the couplings that are measurable
at long distances for some given energy. Classically irrelevant theories
are generally not interesting in d > 2, so we are very lucky that we don’t
live in three dimensional space. This means that we can get away with

29
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a finite number of classically marginal and relevant couplings in 3 or 4
dimensions. This was mentioned in the Wilczek’s article referenced in the
class forum [26]'

Long distance physics in any dimension is described by the marginal
and relevant couplings. The irrelevant couplings die off at low energy.
In two dimensions, a priori, an infinite number of marginal and relevant
couplings are possible. 2D is a bad place to live!

342 d=3.

Now we have

1
(4] = 5 (3.24)
so that
[8ﬂ¢8"¢] = 3. (3.25)

A 3D Lagrangian could have local terms such as
L= 0,00' ¢ +m*¢* + 127 + Wt + (W) 1/24° + g0, (3.26)

where m, u,u”’ all have mass dimensions, and A is dimensionless. i.e.
m, u, 1’ are relevant, and A marginal. We stop at the sixth power, since any
power after that will be irrelevant.

343 d=4.

Now we have

[¢] =1 (3.27)
so that
[0up0' @] = 4. (3.28)

In this number of dimensions ¢k8ﬂ¢8" is an irrelevant coupling.
A 4D Lagrangian could have local terms such as

L = 8,00 ¢ +m*¢* + ug® + 19", (3.29)

where m, u have mass dimensions, and A is dimensionless. i.e. m, u are
relevant, and A is marginal.

There’s currently more in that article that I don’t understand than I do, so it is hard to find
it terribly illuminating.
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344 d=5.

Now we have

3
[¢] = 7 (3.30)
so that
[0,00"$] = 5. (3.31)

A 5D Lagrangian could have local terms such as
1
L = 0,00"¢ + m*¢* + Jup® + —¢". (3.32)
7

where m, u, y’ all have mass dimensions. In 5D there are no marginal cou-
plings. Dimension 4 is the last dimension where marginal couplings exist.
In condensed matter physics 4D is called the “upper critical dimension”.

From the point of view of particle physics, all the terms in the La-
grangian must be the ones that are relevant at long distances.

3.5 LEAST ACTION PRINCIPLE.
Now we want to study 4D scalar theories. We have some action

S[¢] = f d*xL($,0,9). (

w
W
)
p—

Let’s keep an example such as the following in mind

Kinetic term

1
f:. 634

all relevant and marginal couplings

The even powers can be justified by assuming there is some symmetry that
kills the odd powered terms.

We will be integrating over a space time region such as that depicted in
fig. 3.1, where a cylindrical spatial cross section is depicted that we allow
to tend towards infinity. We demand that the field is fixed on the infinite
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Figure 3.1: Cylindrical spacetime boundary.

spatial boundaries. The easiest way to demand that the field dies off on the
spatial boundaries, that is

lim ¢(x) — 0. (3.35)

[Ix]| —o0

The functional ¢(x, f) that obeys the boundary condition as stated extrem-
izes S [¢].
Extremizing the action means that we seek @(x, ¢)

0S[¢] =0 = S[¢ + 6] = S[4]. (3.36)

How do we compute the variation?

S = f d'x (LD + 66,0, + 3,09) — L (¢, 0u0))

(0L oL
= fd x((’)qﬁ o + a(a#@(@#dgb))

B a (9L oL B oL
- Ja x( 500 O (6(6,,@‘”5) [ a(a,lcb))&b)
B d oL oL f 3 oL
- Ja ’“%( o~ a@«p)) ") (’“(a<aﬂ¢)5¢)
If we are explicit about the boundary term, we write it as
3 oL o [9L
Jaex(o(s50) -7 5w

oL 7T oL
= | & 5 —fddzs-(—é).
f RFTE N I Il VT

but 8¢ = 0 at t = +T and also at the spatial boundaries of the integration

(3.37)

(3.38)

region.
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This leaves

oL oL
6S[pl = | dx6¢|— — y=——
01= [ so( 35 “a«n¢J (339
= 0Vég.
That is
0 0
oL 5 0L _ (3.40)
0 9(09)
This is the Euler-Lagrange equations for a single scalar field.
Returning to our sample scalar Lagrangian
1 1 20 A4
== - = - —¢". 3.41
L 2(’)”(;58”(15 7 () 4¢ (3.41)

This example is related to the Ising model which has a ¢ — —¢ symmetry.
Applying the Euler-Lagrange equations, we have

oL

0L _ 24 343
% m-¢p — A¢°, (3.42)
and
oL 0 1
= -0, 00"
a@@a@@@¢¢)
1 1
= -0"¢p———0, —0,0———0,08""
370 5,070 * 399 55,5 009% (3.43)
1 1 ”
= Ea'u¢ + §3v¢g "
= ¢
so we have
0= % B oL
o Mo0,u) (3.44)

= —m’¢p — A¢p° — 9,0"¢.
For A = 0, the free field theory limit, this is just

3,0" ¢ +m*¢ = 0. (3.45)
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Written out from the observer frame, this is
Outd — V2 + m*¢p = 0. (3.46)
With a non-zero mass term
(0 = V? +m?) ¢ =0, (3.47)

is called the Klein-Gordan equation.
If we also had m = 0 we’d have

(0 - V*)¢ =0, (3.48)
which is the wave equation (for a massless free field). This is also called

the D’ Alembert equation, which is familiar from electromagnetism where
we have

(04 = V?)E =0
) (3.49)
(04 - V) B =0,
in a source free region.
3.6 PROBLEMS.
Exercise 3.1 Four vector form of the Maxwell gauge transformation.
Show that the transformation
AF — AR+ 'y (3.50)

is the desired four-vector form of the gauge transformation eq. (3.9), that
is

J = 0 F" = 8,F". (3.51)

Also relate this four-vector gauge transformation to the spacetime split.
Answer for Exercise 3.1

OuF"™ = 0, (0#A” - 0,4™")
=0, (0" (A" + 0"x) - 0, (A" + 0"x)) (3.52)
= O, F" + 8,00y — 0,0" 'y
= 9, F",



3.6 PROBLEMS.

by equality of mixed partials. Expanding eq. (3.50) explicitly we find

AH = AR 4 Oy, (3.53)
which is
"= A=A+ % = ¢+ 4
¢ Ch k)( d+x (3.54)
A'-ek:A’ =A +(9)(=(A—VX)-ek

The last of which can be written in vector notation as A’ = A — Vy.

Exercise 3.2 One dimensional string. (2015 ps1.3)

A string of length a, mass per unit length o~ and under tension 7 is fixed
at each end. The Lagrangian governing the time evolution of the transverse
displacement y(x, 7) is

= Lol 32)

where x identifies position along the string from one end point.

a. By expressing the displacement as a sine series Fourier expansion
of the form

y(x, 1) = f Z sm q,,(t) (3.56)

show that the Lagrangian becomes
(0, T(mr)2 )
L= =g, - == . 3.57
;(2% (5) @ (3.57)

b. Derive the equations of motion. Hence, show that the string is
equivalent to an infinite set of decoupled harmonic oscillators, and
find their frequencies.

Answer for Exercise 3.2

. . 2 .
Part a.  First observe that the functions {x|n) = \/j sin (nnx/a) are
a

orthonormal over the [0, a] domain.
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36 CLASSICAL FIELD THEORY.

(njn) = 2 f sin® (nrx/a) dx
aJo
1
= Zf sin? (nmu) du
0
1
= f (1 —cos (2nmu)) du
0

=1,

(3.58)

and forn # m

(njm) = 2 fa sin (nnx/a) sin (mnx/a) dx
0
1
= Zf sin (nmu) sin (mmu) du
0

— _1 fl (eimru . e—inﬂu) (eimnu _ e—imﬂu) du (3.59)
2 Jo

1
= - f du (cos((n + m)mu) — cos((m — n)mu))
0

nrx\ . (max\{o . . T (nm\ (mr
Jsin (%5 ) (Gt = 5 () (75 na)
a 2 2\a a

2 (7 ) awan)

h

1 Il

Mz 52
S =

s QI
— =
SIASTE 8
19 5[
3 2

3 =

| ’ )
NN Q‘
—_—

Il
ek
—_——— =
e
—_~
-

N

~

[\S]

|
Sl
—_—
8|5
~——
<
SN
~————

(3.60)

Part b.  We have an Euler-Lagrange equation for each g,. The conjugate
momenta are

oL
0gn

= o4 (3.61)

We also have

L 2
L") g, (3.62)
0qy a




3.6 PROBLEMS.

so we have

. T (nm\2
dn = —— (—) qdn. (3.63)
o

These have solutions

gn(t) = As exp (ii \/z Tt]. (3.64)
g a

The angular frequencies are

T
Wn =27V = 4| — =, (3.65)
o a
so the frequencies are
T
Vo = 2| = (3.66)
o 2a

Exercise 3.3 Maxwell Lagrangian with mass term. (2015 ps1.6)

(You can probably find this worked out in lots of places?, but it’s good
practice with working with four-vectors, so I strongly encourage you to do
it yourself!) Consider the Lagrangian for a real vector field A*:

2
L= —%aaAﬁ(x)aaA'B(x) + %aaAa(x)aﬂAﬁ(x) + %Aa(x)A“(ﬁ..m)

a. Show that this leads to the field equations

(ap (O + 1) = Badlp) AP(x) = 0, (3.68)
and that the field A%(x) satisfies the Lorentz condition
0,A%x) = 0. (3.69)

(NB: If you are not careful with your indices and Einstein sum-
mation convention you will get yourself hopelessly messed up
here.)

2 Including Hw1 from 2018 QFT I exercise 3.4, although that problem didn’t include the
mass term.
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38 CLASSICAL FIELD THEORY.

b. Consider the limiting case of a massless field, u — 0, and identify
the field A# with the scalar and vector potentials of electrodynamics:
A* = (¢, A), where

E=-Vo— — 3.70
¢ o (3.70)
B=VxA. 3.71)

Show that the field equations reproduce two of Maxwell’s equa-
tions, and that the other two hold as identities given the definitions
of E and B in terms of ¢ and A.

Answer for Exercise 3.3

Part a.  First rewrite the Lagrangian slightly

2
L= —%aaAﬁ(x)aaA'B(x) + %gTﬁaaA“(x)aTAﬁ(x) + %Aa(x)f(%(i‘l)

to compute
oL .
o = " (—0uAy + gn0aA”(x)
AL (3.73)
- 0AY
= +N2Av’
or

0 = —0A, + 8,0,A% — 1A,

= (—gm (D + qu) + avaa)Aa' (3.74)

After a sign switch and change of indexes, we have the desired result.
Operating on this with 9" gives

0= (00 (0 +12) + 0a) A
= —129,A°.

(3.75)

Unless ¢ = 0 we must have a zero four-divergence d,A% = 0.



3.6 PROBLEMS.

Part b.  Inthe u — 0 case with zero divergence, the field equation is just

0="01A,
= 0%0,A,
= 979,A, — 8,04, (3.76)
=0 (0aAy — 0,Aq)
= 0"F .

Now consider the various index combinations of the electromagnetic
field F,,. When one index is zero we have the electric field components

For = 00Ax — 0rAo

_ oA"Y 9 3.77)
or  Oxk
=E- €.

The remaining are the magnetic field components, for example

F1o = 01A2 — 0hAq
= —01A% + 9,A" (3.78)
=-B- €es3.

By cyclic permutation we have

B3 = -Fpp
B = —Fy3 (3.79)
By = -F3

The field relation eq. (3.76) for v = 0 expands to

0=0"Fi (3.80)
- -V-E,

which is one of the (source-less) Maxwell equations.
For the other indexes, the expansion is like

0= (TZFQI
= 82F21 + 83F31 + aoF()l
= —02(B3) — 03(=B2) + 9,E; (3.81)

OE
=|—=— -V xB|-e.
(3w
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Using cyclic permutation, we must have

OE
0=—-VxB, 3.82
ar (3.82)

another of the source free Maxwell equations.

Exercise 3.4 Electrodynamics, variational principle. (2018 Hw1.I)

Given the action In terms of the four-vector potential A, the Lagrangian
density of the electromagnetic field, interacting with a charged particle of
mass m can be written as follows:

1
S = f d4x(—ZFWF’”—A# j“)—m f ds. (3.83)
all spacetime worldline

Here, F},, = 0,A, — 0,A, field strength tensor. The current j* is the current
corresponding to the particle which can be written as:

Hx)=e f dX*(1)6W(x - X (1)), (3.84)
worldline

where 6®(x) is a four-dimensional delta function. All indices are raised
and lowered by means of the metric tensor g, and its inverse gt”.

The last term in eq. (3.83) is the relativistic kinetic energy of the particle
and the integral is over the particle’s worldline, X*(7). Note that 7 is a
parameter used to describe the particle’s location along the worldline. One
can take this parameter be equal to 1%, so that X#(r) means (X° = x°,
X' = Xi(x9)), where X(x9) is simply the trajectory of the particle (such
a choice of parametrization can be useful, but is not required). Notice
also that the term involving the current in eq. (3.83), after substitution of

eq. (3.84) simply becomes

—e f dX*()A(X(1)) , (3.85)

worldline

which is the usual coupling of a charged particle to the electromagnetic
field (choose the 7 = x° parameterization of the worldline to see this).
Whether you use this form of the one of eq. (3.83) depends on the problem
you’re solving (this is a hint).

The dynamical degrees of freedom in the action eq. (3.83) are the four-
vector potential A, and the particle position X*(7).



3.6 PROBLEMS.

Use the identification A? = ¢, the scalar potential, and (A, A%, A3) =
A, the vector potential, to convince yourself that Fo; = Ey, Fpp =
E,, Fo3 = E, and that Fj = —-B,, F31 = -By, Fy3 = —B,.

Prove the identity
€0, Fop = 0, (3.86)

and use this to show that the source free Maxwell’s equations can
be recovered directly from the definition of F;;.

. Write the Euler-Lagrange equations obtained when varying eq. (3.83)

with respect to A,,. Show that they can be cast in terms of the field
strength tensor F and j. Note that when varying with respect to A,
the current is kept fixed. Using the E and B fields as the appropriate
components of F, show that the Euler-Lagrange equations for A,
from eq. (3.83) reduce to the Maxwell equations familiar to you
from electrodynamics.

. Finally, write the Euler-Lagrange equation varying with respect

to the worldline of the particle. Show that they give mdU" /ds =
eF*U,, where U* = dX*/ds is the four velocity of the particle and
F is, of course, taken at the particle’s position. Convince yourself
that this is the relativistic Lorentz force equation.

The point of this problem is to make sure you remember/learn
how the action principle works in electrodynamics. The two cou-
pled equations, obtained by varying w.r.t. A, and X* complete the
equations of classical electrodynamics. Feel free to use [12], or
[20] while solving this problem.

Answer for Exercise 3.4

Part a.

With k = {1,2,3},

Z Forer = Z (OoAk — 0kAo) €
X X

oAk 9¢
=—Z o axk ) (3.87)
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which is the conventional scalar, plus vector potential definition of the
electric field in natural units. For the magnetic field, it’s easier to work
backwards

B=VxA

. 3.88
= € k0iA’ex, (5:59)

or, for each cyclic permutation of i jk = {1, 2, 3}

B = 0;AF - 5 A

Part b.  To prove eq. (3.86), we use explicit expansion and an index
exchange

= %0, (0oAp — OpAa)
= &%0,0,A5 — €"P10,05A, (3.90)
= 26"%3,0,Ap,

but because the partials are symmetric in va (assuming sufficient continuity
of the fields components), and because the sum is antisymmetric in the
same indexes, the result is zero as claimed.

Expanding eq. (3.86) explicitly for v = 0, we find Gauss’s law for the
magnetic field

0

Eijkaiij
=-9,B (3.91)
=-V.B,

Forv=1

0 = 0,F30 + 03F0 + 0oF 23

0B 1 ouE? dB!

= —0E" + O3E" - — - (3.92)
0B,

:_V EX_ ’
(VX E)y - —




and forv =2

0= 83F01 + (9()F13 + (91F30

OB?
=E' '+ — - 9,E°
3L + o 1

=(VXE) +6By
a Yoo

and forv =3

0=00F12 + 01F2 + 0,F01
0B’
=——— —9E> + &E'

ot
0B
= (VxXE), - —
(X )Z 6t’

SO
0B

0=VXE+ —,
ot

which is Faraday’s law.

3.6 PROBLEMS.

(3.93)

(3.94)

(3.95)

Part c.  For the source dependent Maxwell’s equations we vary the
action. Recall that for a single field Lagrangian density £ = L(¢, 0,,¢) the
variation of the action § = f L can be found by Taylor expansion

58 = f d*x6.L

(L f4 0L
_fdxa¢5¢+ x505.5009)

Y, f“ oL
—fdxa¢5¢+ dx6(8V¢)aV6¢

_ [ 0L f 4 oL _f 4 oL
‘f Txgg00+ dxav(@(@mf”) dxa”(@(@m))‘w

[P (0
‘f d m(«% av(t?(am)

)

(3.96)

Assuming that d¢ is stationary at the boundaries killed the second integral

in the second last step. Setting 65

= 0 gives the Euler-Lagrange equations
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for a Lagrangian density that is dependent on a single field and its first
derivatives
0L ( oL )

— -0, | —— 3.97
a6 ~ 50,9 .

For a multiple particle field we must Taylor expand around each field

variable, so we have one equation for each field
oL oL

tealiit)

0= = _
0A,, 8(8,A,)

(3.98)

We wish to apply eq. (3.98) to the field Lagrangian density
1 ,
L= _ZF”VFW - A, (3.99)

and vary with respect to the fields A, (or A*).
The first order partials are trivial

oL

= 3.100
oA, J ( )

but we have to do a bit more work for the rest

oL 1 0
e F,
00,A) 20 0B,A) T
1 d
= _—_F%# wAg — 0pAqg
> 6(6VA,,)(6 5~ OpAa) (3.101)
1 1
— __FVH
S+
= F",

Putting the pieces together, we have

0=—-j*-0,F", (3.102)

or

O, F¥ = . (3.103)

For v = 0 this is

9, F" = (3.104)



or

p= akaO
= —0rFro
= Ok Fox
=V-E,

which is Gauss’s law.

Jjt=0,F"
= 60F01 + 62F21 + 63F31
OE,
= - ot + azBZ - 83By

=(-E+VxB)-¢

j=08,F"
= 63F32 + (90F02 + 51F12

= 6B OE, d:B
= 03Dy ot 1Dz

=(-E+VxB)-e;

J=08,F"
= 50F03 + (91F13 + 52F23
OFE
= —a—tz +6lBy —asz

=(-E+VXxB)-ej3,
SO

J:—a—E+V><B,
ot

which recovers the Ampere-Maxwell equation.

3.6 PROBLEMS.

(3.105)

(3.106)

(3.107)

(3.108)

(3.109)
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46 CLASSICAL FIELD THEORY.

Part d.  The portion of the action that is dependent on the worldline is

S = f (~mds — eA,dx"). (3.110)
worldline
Let’s consider the variation of each of these terms separately, starting
with dds
6fds = 6f \JdX+dX,
1
= | —2dX*6dX
f 2ds H
.G

= | —doX, 3.111
f ds K ( )

dx+ dx+
d|—oX,| -d|—|d0X
f(ds “) (ds) H

dx+ dx+
- | d|—X,.
As f ( ds ) K

—0X,
ds "

The endpoints of the worldline are presumed to be stationary, which kills

the boundary term, leaving just

6fds:—de"6Xﬂ. (3.112)

Now let’s compute the variation of the potential term

5 f A dX* = f (6A,)dXH + f A, SdXH
- f 0,A,6X"dX" — f dA,5X"

- f 0yA, X" Ukds — f 8,A,dX" 5X*

= f (0,4,U"6X” - 8,A,U"6X") ds (3.113)
- f (6,4, — 8,A,) UM5X"ds

:fFVﬂU”(SXVdS

= f FMU,6X,ds.

Here the boundary term has been dropped again after integration by parts,
and an index switcheroo was done to factor out a common U*6X”ds term



3.6 PROBLEMS.

from the integrand, and we finish off with a set of raising and lowering
operations on all the matched indexes. Putting the pieces back together we
have

S8 = f (-mU” - eF"U,) 6X,ds
(3.114)

- f (mU* - eF* U, ) 6X,uds.

Requiring 6§ = 0 for all worldline path variations 6X,, means that the
equations of motion are

dU#
mﬁ =€Fﬂva, (3]15)

as expected.
To unpack this and obtain the conventional Lorentz force equation
we need to relate the proper time derivatives to the time of a stationary

observer
d dr d
— - 3.116
ds dsdt’ ( )

The stationary observer’s world line is X* = (¢,x), and the spacetime
interval on that worldline is

ds* = di* — dx?, (3.117)
or
2 2
ds dx
—| =1-= =1-v% 3.118
(dt) dr v (3.118)
Equation (3.116) can now be written as
d 1 d d
4 _ 4_,2 (3.119)
ds  \[1 _y2dt dt
In particular, the proper velocity is
Ut =vy(,v). (3.120)
First inserting ¢ = 0 into eq. (3.115) now gives
d
a_nm = eFOkUk
ds 1-— 2
v (3.121)

= (—-1)2eFo U*
=¢E - vy,
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or

d_m __ 5.y (3.122)

dt V1 -v2
This is the timelike portion of the Lorentz force equation in non-covariant
form and natural units (cf. [12] eq. (17.7).)
For the u # 0 case, we find

d v ;
y—m— =eF"U,e;
dt 1—v2
=eFlej—c > Flley (3.123)
1<(j#k)<3
=cE + eejkiBivkejy
= ¢E + ev X By,
or
d
d—[t)zeE+ev><B, (3.124)

which is the Lorentz force equation in natural units in terms of p =
d(ymv)/dt, the relativistically correct momentum from the viewpoint of a
stationary observer. =



CANONICAL QUANTIZATION

4.1 CANONICAL QUANTIZATION.

The harmonic oscillator described by

1 w?
L= -Y2
21 4

which has solution § = —w?q. With

oL

Pza—q—q’

the Hamiltonian is given by

H(p,q) = pq = Lljp.q)
2

1 w
=pp-sp+—q

2 2
2 27

“.1)

(4.2)

(4.3)

In QM we quantize by mapping Poisson brackets to commutators.

(4.4)

One way to represent is to say that states are Y (§), a wave function, g acts

[p.q] =i
by g

gY = q¥(q@)
With

5 i 0

p - a ’
SO

(4.5)

(4.6)

(4.7)



50

CANONICAL QUANTIZATION

Returning to the field Lagrangian.  Let’s introduce an explicit space time
split. We’ll write

L:jﬁ%cw¢m0f—lwaxmﬁlﬁ&) (4.8)
2 O 2 ’ 27 ) '

so that the action is

S = fdtL. (4.9)

The dynamical variables are ¢(x). We define

SL
0(dog(x, 1)) (4.10)
= (?0¢(X, )]

= ¢(x,1),

n(x,t) =

called the canonical momentum, or the momentum conjugate to ¢(x, t).
Why 6?7 Has to do with an implicit Dirac function to eliminate the integral?

_ 3 (% Ah(% F)
H_jﬁx@@ﬁaxn Qamﬂm> )
_ 3 o 1 2, 1 2 ”Lz 2 .
—fd X((ﬂ(x,t)) 2(7T(X,t)) + 2(V¢) t59 )
or
3. (1 2, 1 » m 2
H= fd X E(ﬂ'(X, )" + §(V¢(x, )"+ 7(¢(x, 1)) (4.12)
In analogy to the momentum, position commutator in QM

[ﬁi’ Qj] = —i0;j, (4.13)

we “quantize” the scalar field theory by promoting r, ¢ to operators and
insisting that they also obey a commutator relationship

[7(x, 1), ¢(y, )] = —i6® (x - y). (4.14)

Note that in this commutator, the fields are evaluated at different spatial
points, but at the same time.



4.2 CANONICAL QUANTIZATION (CONT.)

4.2 CANONICAL QUANTIZATION (CONT.)

Last time we introduced a Lagrangian density associated with the Klein-
Gordon equation (with a quadratic potential coupling)

1 1 m? 5 2
L= 3x(= 2 (Vo) - —¢* - Z¢*. 4.1
fd X(2(80¢) S (Vo) = —¢"—2¢ (4.15)
This Lagrangian density was related to the action by

S = f dtL = f ditd’x.L, (4.16)

with momentum canonically conjugate to the field ¢ defined as

oL oL

n(x, 1) = 5D = D) 4.17)
The Hamiltonian defined as
H= f & x (r(x. DP(x. 1) - L), (4.18)
led to
(o Voo 1 5 Ay
H—fdx(zn +2(V¢) +2m¢ +4¢). (4.19)

Like the Lagrangian density, we may introduce a Hamiltonian density #
as

H= f dxH(x, 7). (4.20)
For our Klein-Gordon system, this is
1 1 1 A
Hx, 1) = = + =(Vo)? + —m*¢* + ~¢*. 4.21
(x,1) 27T+2( ¢)+2m¢+4¢ (4.21)

Canonical Commutation Relations (CCR)
We quantize the system by promoting our fields to Heisenberg-Picture
(HP) operators, and imposing commutation relations

|72, 0, d(y. )] = =isP(x - y), (4.22)
which is analogous to

|pi- ;] = -is3;. (4.23)
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52 CANONICAL QUANTIZATION

To choose a representation, we may map the ¥ of QM — to a wave
functional Y[¢]

d(y. 0¥ [¢] = ¢(y. ¥ [¢] (4.24)
This is similar to the QM wave functions
G:¥dqh) = ¥ (@)

0
piYdqh) = —ia—‘f(p)
qi

(4.25)

Our momentum operator is quantized by expressing it in terms of a
variational derivative

ax,t) = —i (4.20)

op(x, 1)

(Fixme: I'm not really sure exactly what is meant by using the variation
derivative ¢ notation here), and to quantize the Hamiltonian we just add
hats, assuming that our fields are all now HP operators

/—l&“. (4.27)

R 1 1. 1 5.
R(x,1) = 57%2 + E(V¢)2 + 5ngbz +7

OM SHO review  Recall the QM SHO had a Hamiltonian

1
P+ szef, (4.28)

[p.4] = —i, (4.29)
and that HP time evolution operators O satisfied

90 -i[n.o). (4:30)

In particular

T =ilni)
2
= i~ [a%.7] 4.31)
- % i)



4.2 CANONICAL QUANTIZATION (CONT.)

and
—_— '1
= 15 Pq (4.32)

Applying the time evolution operator twice, we find

L. dp
—§=— = —-w?g. 4.33
ar? =4 -1 (4.33)
We see that the Heisenberg operators obey the classical equations of
motion.
Now we want to try this with the quantized QFT fields we’ve promoted
to operators

%(x, 0 =i|A,a(x, 1)
—i [ @3 |(vow) e

2
vi [y [brae) + i [ @[awtaco).

(4.34)

Starting with the non-gradient commutators, and utilizing the HP field
analogues of the relations [¢", p] = nig"~", we find

[ @s]ewaw] = [ @ipmedx-y = 2. @35)

f Ly|(dw)" 7] = f Pydig(yy’s? (x —y) = 4ip(x)’. (4.36)

For the gradient commutators, we have more work. Prof Poppitz blitzed
through that, just calling it integration by parts. I had trouble seeing what he
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was doing, so here’s a more explicit dumb expansion required to calculate
the commutator

f ByVEy) R (x) = f &y (V(y) - Vd(y)) 7#(x)
_ f PyVH) - (VHx))
_ f Py - (Y@ + i60(x - )
= [ (7 (pwacw)- o) + 90 - 96V x-)
- f (¥ (70w + 00 x =) - V) + V)
V5O - y)
- f i) (Vo) - V)
+2i f dyV(y) - V6D (x - y)
_ f PyREOVZH(y) + 2i f &3V
(V- y)Va(y)) - 2i f dys¥(x ~ )V ()
= f EyR(X)V2H(y) + 2i fa d*yoP(x — y)n

- Va(y) — 2iV2(x).
(4.37)

Here we take advantage of the fact that the derivative operators V = Vy
commute with 7(x), and use the identity V - (aVb) = (Va) - (Vb) + av?b,
so the commutator is

f &y (Vo) a(x)| = 2i ﬁ d*ys(x — y)i - V(y) — 2in5§§@)
= —2iV?$(x),

where the boundary integral is presumed to be zero (without enough
justification.) All the pieces can now be put back together

%fr(x, 1) = V23(x, 1) — m*(x, 1) — A (X, 1). (4.39)



4.3 MOMENTUM SPACE REPRESENTATION.

Now, for the ¢ time evolution, which is much easier

9 .1y = i .0x.0)
1

= i [n ). )] (4.40)
- ,-% f Py(=20)#(y, P (x - y)
= #(x,1)

d2 . ~

ﬁqb(x,t)zvzqﬁ—mz‘?—/w?’- (4.41)

That is
5V 40+ A =0 e

which is the classical Euler-Lagrange equation, also obeyed by the Heisen-
berg operator ¢(X, 7). When A = 0 this is the Klein-Gordon equation.

4.3 MOMENTUM SPACE REPRESENTATION.

Dropping hats, we now consider the momentum space representation of
our operators, as determined by Fourier transform pairs

&3 R
ox.0) = [ S Lm0

() (4.43)
d(p,1) = f 4’ xe”PXp(x, 1).

We can discover a representation of the delta function by applying these
both in turn

b(p.1) = f & _ip'xf T4 i (444)
o(p,1) = xe (271)38 o(q, .
SO

f B xe** = 216D (A) (4.45)

Also observe that ¢*(x, 1) = ¢(x, 1) iff ¢(p, ) = ¢*(—p, 1).
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We want the equations of motion for ¢(p, t) where the operator obeys
the Klein-Gordon equation

(67 - V2 + m?) p(x,1) = 0 (4.46)

Inserting the transform relation eq. (4.43) we get

f (Czlng;eiplx (¢, 0 + (p* + m?) $(p, ) = 0, (4.47)
or
9(p. 1) = ~wj (p. 1), 4.48)
where

wp = [p? + m?. (4.49)

The Fourier components of the HP operators are SHOs!
As we have SHO’s and know how to deal with these in QM, we use the
same strategy, introducing raising and lowering operators

d(p, 1) = (e ap + e“¥'a’ ) (4.50)

pr
Observe that

@T(_p’ l‘) — ; (eiwptajp + e—iwptap)

A /2a)p (4.51)
= ¢(p, 1),
or
¢'(p.1) = ¢(-p. 1), (4.52)

so ¢(p, ) has a real representation in terms of a.
We will find (Wednesday) that

|aq. a}] = @n)6%p - ). (4.53)
which are equivalent to

|%(®. 0, 8(a, D] = =isP(p - @). (4.54)
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4.4  QUANTIZATION OF FIELD THEORY.

We are engaging in the “canonical” or Hamiltonian method of quantization.

It is also possible to quantize using path integrals, but it is hard to prove
that operators are unitary doing so. In fact, the mechanism used to show
unitarity from path integrals is often to find the Lagrangian and show
that there is a Hilbert space (i.e. using canonical quantization). Canonical
quantization essentially demands that the fields obey a commutator relation
of the following form

[7(x.0). 4(y.0)] = ~isV(x — y). (4.55)
We assumed that the quantized fields obey the Hamiltonian relations

d¢ _ .

E =1 [H, ¢]

dr (4.56)

E =1 [H, 7T] .

We were working with the Hamiltonian density

_1 21 2 nizZ 114
I = S ) + S(Vox.0) + 26> + T4, (4.57)

which included a mass term m and a potential term (1). We will expand all
quantities in Taylor series in A assuming they have a structure such as

F) =’ + 1A' + 22 + 33 + - - (4.58)

We will stop this perturbation theory approach at O(4?), and will ignore
/1

functions such as e~
Within perturbation theory, to leaving order, set A = 0, so that ¢ obeys
the Klein-Gordon equation (if m = 0 we have just a d’Lambertian (wave
equation)).
We can write our field as a Fourier transform

B(x.1) = f LD ogp,1 (459)
> (27'[')3 9 ’ o
and due to a Hermitian assumption (i.e. real field) this implies
¢*(p.1) = ¢(—p, ). (4.60)

We found that the Klein-Gordon equation implied that the momentum
space representation obey Harmonic oscillator equations

$(p, 1) = —wpd(p, 1), (4.61)
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where wp = 4/p? + m?. The solution of eq. (4.61) may be represented as
1

~\/2wq

This is a general solution, but imposing aq = b_q ensures eq. (4.60) is
satisfied. This leaves us with

#(q, 1) = (e7v'aq + e“4'by). (4.62)

(e‘iwqfaq + e"‘”q’aiq) ) (4.63)

$(q.1) =

2wq

We want to show that iff

|ag. a}| = @)’ 6®(p - @), (4.64)
then

[7(y, 1), ¢(x, )] = =i6 D (x —y), (4.65)
where everything else commutes (i.e. [ap, aq] = |a}, a:;] = 0). We will

only show one direction, but you can go the other way too.

&dp ‘ ~ ont ,
o(x,1) = f—e’p'x (e_“"l’tap + e""l’ta_p) (4.66)
(2m)?

A /2wp

3
= ifqueiq'x (_e_iwqtaq + eiwqtaiq) . (467)



4.5 FREE HAMILTONIAN.

The commutator is
[n(y, 1), ¢(x,1)]
3 3
— lf d p d q wqeip~y+iq-x X

(2n)3 \2wp (27)3 \2wq

—iwqt iwgt T —iwpt iwpt T
[—e aq +e“ial e ay + e“Pla p]

a3 a3 _
_ f p 9y ePYHax

(2n)3 \[2wp (27)3 \2wq

(_ei(a)p—a)q)t I:aq, aip] + ei((uq—(up)t [aiq’ ap]) (4.68)

d3 d3 ) )
— lf p q wq(zﬂ)3elp-y+lq'x X
(2n)3 \[2wp (27)3 \2wq

(_ @00t §3) (g + p) — @@ g®)(_q — p))

3
=2 f dprpeip-(y—x)
(2m)72wp

= —i6"(y - x),

which is what we wanted to prove.

4.5 FREE HAMILTONIAN.

We call the A = 0 case the “free” Hamiltonian. Plugging in the creation
and annihilation operator representation we have

1 1 2
H= fd3x(§7r2 + E(V¢)2 + m?&)
1 3 d3p d3q ei(p+q)-x
:Efdxz 3 2n) /—/—(
(2n)° (2n) 2wp +[20q
. v . (4.69)
. (a)p)(wq) (_e—zwptap + ezwptalp) (_e—zwqtaq + elwqta1 q)

—iwpt iwpt T —iwqt iwgt T
—p-q(e ap + e“?a’ )(e Vag +e qaq)

2 ( —iwpt iwpt T iw, la)tT
+m (e pap+€ Pa p)(e qaq+e a q))
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An immediate simplification is possible by identifying a delta function
factor [ d®xe®*9%/(2m)3 = 6@ (p + q), so

H= l (dst];ﬁ (_(wp)Z (_e—iwptap+etwpt Tp) (_e—iwpta_p+eiwpta£))

4 (pZ + m2) (e—ta)ptap + ezwptan) (e—ta)pta_p + eta)pta;)

1 d&p 1 L o
3 i i
+a_pap( M W) +apa 12)(1 + 1)+ aipa_pa)lz)(l + 1))

(4.70)
When all is said and done we are left with
dp w +
H= | i (a pd-p + apay). 4.71)

A final p — —p transformation ! in the first integral, puts the free Hamilto-
nian (4 = 0) into a nice symmetric form

dp (

n )3 apap + apa;f,) 4.72)

Hy =

Vacuum energy density.  From the commutator relationship eq. (4.64)
we can write

apay = afap + 20)*6V(p - @), (4.73)
SO
d’p T 1 3.6
Hy = f el (apap + 5@y sP0)]. 4.74)
The delta function term can be interpreted using
n)*6¥(q) = f d’xe'9*, (4.75)
so when q =0
2n)*6D(0) = f dPx=V. (4.76)
We can write the Hamiltonian now in terms of the volume
&p d*p wp
Hy = +V —_— 4.77
0= ] Gaprr sV | Gana “7D

L[5 dp = 0 [ dp = 08 [ dp.
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4.6 QM SHO REVIEW.
In units with m = 1 the non-relativistic QM SHO has the Hamiltonian

(4.78)

If we define a position operator with a time-domain Fourier representation
given by

(ae_iwt + aTe"“”) , (4.79)

where the Fourier coefficients a, a' are operator valued, then the momen-
tum operator is

(—ae—"“” +al l""f), (4.80)

(4.81)

By inspection it is apparent that the product a’a will be related to the
Hamiltonian (i.e. a difference of squares). That product is

¥ w 1 1
aa= 5 q+—pll9——p
iw iw
w 1 1
i)
w iw
1

% (p2 + w’g? —a)),

or

H = w(a%a + %) (4.83)
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We can glean some of the properties of a, a’ by computing the commutator
of p, g, since that has a well known value

i=q,p]

iw > . » .
_ [ae iwt +aTelwt, —aqe” @t +aTelwt]
2w

- L (fea]-[a'a)

= i[a,aT],

(4.84)

SO

[a, aT] = 1. (4.85)

The operator a'a is the workhorse of the Hamiltonian and worth studying
independently. In particular, assume that we have a set of states |n) that are
eigenstates of a'a with eigenvalues A,,, that is

a‘alny = A, In). (4.86)
The action of a’a on a' |n) is easy to compute

a'ad’ |ny = al (aTa + 1) |y

= (A, + Da' |n),

(4.87)

so A, + 1 is an eigenvalue of a' |n). The state a' |n) has an energy eigenstate
that is one unit of energy larger than |n). For this reason we called a' the
raising (or creation) operator. Similarly,

a‘aaln) = (aa’ - 1) aln) (4.88)
=1, — Daln),

so 4, — 1 is the energy eigenvalue of a |n), having one less unit of energy
than |n). We call a the annihilation (or lowering) operator. If we argue that
there is a lowest energy state, perhaps designated as |0) then we must have

al0) =0, (4.89)

by the assumption that there are no energy eigenstates with less energy
than |0). We can think of higher order states being constructed from the
ground state from using the raising operator a'

(@

In) = N

|0) . (4.90)
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47 DISCUSSION.

We’ve diagonalized in the Fourier representation for the momentum space
fields. For every value of momentum p we have a quantum SHO.
For our field space we call our space the Fock vacuum and

ap 0y =0, 4.91)

and call a; the “annihilation operator”, and call a; the “creation operator”.
We say that a;(, |0) is the creation of a state of a single particle of momentum
il
p by ay.
We are discarding the volume term, a procedure called “normal order-
ing”. We define

a'a+aa' ¥
i ————— =a
2

a. (4.92)

We are essentially forgetting the vacuum energy as some sort of unobserv-
able quantity, leaving us with the free Hamiltonian of

d3p T
H0=fwwpapap. (493)

Consider

d3
Hoal 10y = f L wpalapal 10y

(2n)3

= d’p wpd., (aTa +2n)6P(p - )) [0)

- (2m)3 P=p \"q™p P—q (4.94)
d3

= | Grpents (@07 + 20’67 ® - ) 10)

= wqay [0).

Question: s it possible to modify the Lagrangian or Hamiltonian that

we start with so that this vacuum ground state is eliminated? Answer:

Only by imposing super-symmetric constraints (that pairs this (bosonic)

Hamiltonian to a fermionic system in a way that there is exact cancellation).
We will see that the momentum operator has the form

d’p
P = f mpa;ap. (4.95)
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We say that apaq |0) is a two particle space with energy wp + wy, and
(ap)"(a)"10) = (a)" 10y ® (ag)" [0), (4.96)

is a m + n particle space.
There is a connection to statistical mechanics that is of interest

— 1 _En/kBT
(E) =~ Z Ene

4.97
1 ~-A/kgT 7 ( :
=~ ) (e Ay,
n

so for a SHO Hamiltonian system
1 N
(E) =~ Z e 5T (o] A |n)

1 _E,/kgT f
=~ Z e (n|wa'an) (4.98)

n
w

ew/kBT _ 1

<a)a7a

>kBT ’

which is the kg T ensemble average energy for a SHO system. Note that
this sum was evaluated by noting that (n|a’a |n) = n which leaves sums of

the form
Soond" 3 nd'!
2= d" - o @"
d (4.99)
=a(l —a)—
« a)da (1 - a)
_a
T l-a

If we consider a real scalar field of mass m we have wp = +/p* + m?, but
for a Maxwell field E, B where m = 0, our dispersion relation is wyp = [|p||.

We will see that for a free Maxwell field (no charges or currents) the
Hamiltonian is

.
Hytaxwenl = Z f Sy (4.100)
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where i is a polarization index.
We expect that we can evaluate an average such as eq. (4.98) for our
field, and operate using the analogy

aa' =a'a+1

To_ o f
apdp = apap + V.

(4.101)

so if we rescale by V3

ap = +Vaap, (4.102)
then we have commutator relations like standard QM
aid' =a'a+ 1. (4.103)

So we can immediately evaluate the energy expectation for our quantized

fields
43 4
i = [ o)

d3
= #wp V3 <&I,ap>

f dp Wp
=V .
(2m)3 ewn/keT _ |

Using this with the Maxwell field, we have a factor of two from polarization

d’p lIpll
(277)3 ewp/kBT _ 1’

(4.104)

UMaxwell — 2V3

(4.105)

which is Planck’s law describing the blackbody energy spectrum.

4.8 PROBLEMS.

Exercise 4.1 Scalar field creation operator commutator.

In [13] it is stated that the creation operators of eq. 2.78

1 &k i ikx
=32 ) @y (¢(x’ 0+ 5 Q0o 0))e (100

associated with field operator ¢ commute. Verify that.
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Answer for Exercise 4.1

[ak’ a/m]
1
T 420

fd?) xd3ye—ik-xe—im-y x

[«»(x, 0) + —dop(x, 0), ¢(y, 0) + — o(y, 0)}
Wi W

i1 —ik-x —im-
:Z(zn)6fd3m3ye e
1 1
[¢(x, 0), —080¢(y, 0) | + | —0dop(x, 0), (. 0)])
Wy Wi,
i

1 ‘ ; i i
_! & xd3ve KXo my §¥x—v)— —P(x —
4 (2m)° f e e w x-¥) wy (=)

m

— _1 1 fd3xe—i(k+m)~x L _ i
4 (2m)6 Wy W

11 1 1
= - 3( - )5<3>(k+m>
4 2n) \wj—k| Wik

=0.
(4.107)

Exercise 4.2

In [13] it is left as an exercise to expand the scalar field Hamiltonian in
terms of the raising and lowering operators. Let’s do that.
Answer for Exercise 4.2

The field operator expanded in terms of the raising and lowering opera-
tors is



4.8 PROBLEMS.

¢()C) =f d3k (ak th+aT lkx)
(271')3/2 \/Zwk
&k I
— ake—twkHth +a1t iwgt—ik-x
f(Zﬂ)3/2 2wy ) (4.108)

T iu)kt+ik~X)
a_ke

3
_ f d’k ( Ak
(2m)3/2 2wy,
3
_ f d’k ake_iwkz + aikeiwkt) eik-x.

(2m)3/2 \ 2wy,

Note that x and k here are both four-vectors, so this field is dependent
on a spacetime point, but the integration is over a spatial volume. This
is discussed in the class notes but also justified nicely in [19] using the
structure of the raising and lower operators. The trick of reversing the sign
above is also from that text.

The Hamiltonian in terms of the fields was

H=- fd3 (7 + (Vo)? + 17¢?). (4.109)

The field derivatives are

T=0 ¢f (ake—ia)kl +aT eiwkt) eik-x
(277)3/2 N K

(4.110)
Pk | . .
_ (27[)3/2 (Uk( —age —iwyt + aikelwkl‘) e1k~X,
and
On =0 f$ (ake—iwkl +a eiwkl) oKX
n® — Un -k
(2m)32 N 20 @.111)

Pk K
Qm>32 Py

Introducing a second set of momentum variables j, the momentum

(ake—lwkt + aikelwkt) elk~X.

portion of the Hamiltonian is
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1 3.2 _ 3 3Bk
2fdx = 2(2n)3fd fdd

+ aTJelw, )(_ake iwyt + aikezwkt) etk-xesz
W Wy _ .
— 2 fd3 dSk J ( aje iwjt +aTJe“"f)(—ake iwgt

+ aike"wk’) Ik +j)

—lu)J[

2
1 w . . .

— _E fd3 "k (_a_ke—twkt + alelwkt) (_ake—lwkt + ajkelwkt)
1 . . N
=-1 fd3kcuk (a aTez“”” + a_gage e — alzak - a_kal_k) .

4.112)

For the gradient portion of the Hamiltonian we have

1 3 2 _
Efdxw(») -

3 3 3 nn L pmiwjt
2(27r)3 fd fd -k " (Z k](‘he /
W wk n=1

+ aTJezw] ) (ake iwyt + aikezwkt) eij.xeik.x
1 .
- f & jdsk—J
2 4
wj(uk
k(aje iwjt 4 a e’wf )(ake_i‘”"t + ai ei“”‘t) 6(3)(j +Kk)
1 .
- _ d3k k2 (Cl K€ —iwyt + arelwkt) (ake—lwkt
2 N
Wi W
+ aikeiw"t)
f ¥ 1 lekl‘ + a_gage —2iwgt + alak

+ a_kaik).
(4.113)

1
4

Finally, for the mass term, we have
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1fd3xﬂ2¢2 — /J_ZL fd?’xfd:”jd?’k;(a'e_iwﬂ
2 2 2n)3 \/47 j
ijk
+ a:ieia)jt) (ake—i(ukt 4 ajkeiwkt) eij.xeik.x

2
— % fd3]d3k (aje—l(o_,'t + a"_'jelel‘) (ake—la)kl
\JAw Wi

+ aikeiwkt) §PG +k)

2 1 ) . ‘ .
= ,u? d3k—2 (a_ge ™ + alte"‘”‘t) (ake_"”"t + aike"”kt)
Wi
,u2 1 : R
=7 f hk— (a_kake_z"”"’ + aikal:{ez"“"t + a_kaik
wk
+ a:;ak) .
(4.114)
Now all the pieces can be put back together again
1 1
H=- f d*k— (
4 Wi,
- w,% (aikalteZi‘”"’ + a_gage Hor — alak - a_kaik)

+ k2 (aikalezu”“ + a_gage O 4 alak + a_kaik)

+ 2 (a_kake_zm”‘t + aika;e%w"t + a_kaik + altak))

1 3 1 Tt 20 2 2 2
=7 fd kw—k(a_kake 1kt (—wk +Kk*+u )

(4.115)

+ a_gage Her! (—a),% +K+ qu)
+ akal (w% + k% + ,uz)
+ altak (a)% + K+ ,112)).

With a)]% = k? + 2, the time dependent terms are killed leaving

V(5 t
H= f &k (axa) + afa). (4.116)

Exercise 4.3 Complex scalar field. (2018 Hwl.II (from [19] pr. 2.2))

Consider a complex scalar field with action §' = f d*x ((’)”gﬂa“q’) - mzq’fqﬁ).
When doing the variational principle consider ¢ and ¢ as independent,
rather than their real and imaginary parts (this is equivalent, but more

convenient).
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a. Show that H = f d’x (7TT7T +Vo' Vo + m2¢7¢) and that the Klein-
Gordon equation is obeyed by ¢ and ¢'.

b. Introduce complex amplitudes, diagonalize the Hamiltonian, and
quantize the theory. Show that the theory has now two sets of
particles.

c. Write the charge conserved due to the global U(1) symmetry,
| BE (st
Q_jﬁxz@n n$). 4.117)

in terms of creation and annihilation operators and find the charge
of the particles of each type.

Answer for Exercise 4.3

Part a.  Classically, evaluating the Euler-Lagrange equations gives us

oL
a5 =Y
0L
= oo’
00u?) ! (4.118)
% = _ 2¢ .
¢t
oL
T oy,
a@en !
so the equations of the field are respectively
0,0M¢" = —m?¢’
w9 %¢ (4.119)
0,0'p = —m~¢.

These are Klein-Gordon equations for each field variable ¢, ¢' as expected,
although this can be made more explicit written out explicitly in the
stationary observer frame

(0 = V> +m?) ¢ =0

(6,, v, mz) - (4.120)

To find the Hamiltonian, note that the Lagrangian density written out
explicitly is

L =009 00 — (V§') - (V§) — m*¢’ g, 4.121)
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so the conjugate momentum densities are

_ 0L g
i R

The Hamiltonian (including a “pg” term for each of ¢, ¢") is

H= fd3x (7180¢ + 7 9pe" — I)
= fd3x (7r7rJr +ain—an’ +(Ve') - (Vo) + m2¢f¢) (4.123)
= f Ix(r'n+ (Vo' - (V) + m¢7¢)

Part b.  To canonically quantize the fields, we promote the fields to oper-
ators, demand that we have commutators for conjugate pairs of operators

[0, 7(¥)] = [¢'x0), 7 ()] = i6P (x — y), (4.124)

and require all the other operator pairs ¢¢", 77", ¢' 7, g7 commute.

Before diagonalizing the Hamiltonian, let’s verify that applying com-
puting Hamilton’s equations using such quantized operators recovers the
Klein-Gordon equations we expect.

9¢
E(X’ t)

i[H, (x)]

i [ ([ . 000] + [ 9, 03 T

+|¢f )|

=i f Py’ (y) [n(y), p(x)]
=i f dyr' (y)(=i)sD(y - x)

= 7' (x)
(4.125a)
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;
f%um=4&w®]

ﬂijW0wnw®hb@&w%wﬁﬁ®T
~i [ @y [ @6 w]
=i [ @y v

= m(x)
(4.125b)

on .
E(X, 1 =1ilH, n(x)]
—i [ @y ([ ] + 9,6/ - Vo9, 7
+ 0?0, 7(x)
— i [ @396 9, (679 + 269 [009). 200
—i [ @ (7,610 9,68y - x) + 6 0oy - x)
:_ffﬂw(w@-mwwmyw%»«wwwn
— " (x)

= V' (x) - m*¢’ (x).
(4.125c¢)
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8@—’?(;(, N =i[Hx (x|
- f &y (|7 e ] + [Vy6' @) - Voo, 7' )]
+? [¢T o). 7 )
=i [ @ (7,000 9y ¢ 0.5 00] + 0 [ 6 (905" 0
=i [ @3(%,00) - 9,067y - )+ 10(0isy - x)

=- f &y (Vy- (6P (y - x)Vyo(y)) - 6P (y - x)V3(y)) - m*p(x)
= V2p(x) — m>$(x).

(4.1254d)
This recovers the Klein-Gordon equations
62
(ﬁ -V 4+ m2)¢(x, N=0
(4.126)

(8—2 -V2+ mz)qﬁ(x HN=0
or? ’ ’
consistent with eq. (4.120) found by evaluating the classical Euler-Lagrange
equations.

Somewhat cavalierly, the divergence integrals of the delta function above
were assumed to be zero. One possible justification for killing the delta
function divergence integrals above first transforms those into surface
integrals

fv &*yVy - (69(y -0V f(y)) = fa ) dAysD(y —X)hy - Vy f(y), (4.127)

after which one argue that this is non-zero only when X is on the boundary,
so if we let the boundary go to infinity, it is zero everywhere, regardless of
the normal derivative of the function being operated on?.

This was Prof. Poppitz’s argument. It’s not completely convincing to me, as it requires
integrating a delta function that may sit on the boundary. However, what is the meaning of
such a boundary integral, such as fom 6(x)dx? Apparently, such integrals are considered
well defined in field theory, and we’ll end up encountering these later too, and one of the
future problems will help us understand an interpretation.
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Diagonal basis for the Hamiltonian.  In class we saw that a momentum
space representation of ¢, r for the scalar single field Lagrangian simplified
the Hamiltonian considerably. Let’s assume a similar momentum space
representation of our field operator

(p.1) = (e P ap + e»'by). (4.128)

2wy

but will not make any a-priori assumption that the quantized field operator
¢ is Hermitian. We find the following spatial representation of the operator
¢ and it’s relations

d3 . 1 . .
P ipx (e_lwptap + eletb;) (4.129a)

(2m)° ‘ 2w
V4%¥p

¢)(Xa t) =

1

$Pp
S0 = f o
2n)3 /2wp

(e“P'ayy + e~ P'by) (4.129b)

W ~
_ p-x iwpt iwpt 1,1
Vo(x,1) = f T (7' ap + “*'b}) (4.129¢)

A /2wp

Bp o =D st
Voi(x,1) = f (zﬂ’;e—ll"" P_(eraf + e Pby)  (4.1294)

A /2wp

ap’

1) = ——
0 (4.129)
3 g ' . 129¢

_ 621 P3 J-ipx_1©p (em)pt al - e—lwpsz)
(2m) lzwp

\ ¢

i ,t -

' (X, 1) o
Pp oy i (4.129f)

—iwyt iwpt 1T
(—e Pap + e l’bp).

) (2n)? ’ 2w
p



4.8 PROBLEMS. 75

By inspection, we may read off the Fourier transform of ', which is

~ iw . .
(1) = 2 (~em Mgy + D). (4.130)

A /2a)p

which allows, with eq. (4.128), inversion for operators ay, bIT,

(4.131)
, [wp | - 1
bT _ —iwpt [ZZP "
p=€ 2 ¢ iijr
or, in terms of spatial operators
o w 1
ap = f d’ xe~PXeln! w/—p (¢(X, - —n'(x, t))
2 lwp
) ‘ ‘ wp [ . 1
az, = fd3xe'p'xe_""l” N -2 (¢'(X, 1)+ —n(x, t))
2 iwp
(4.132)

o 1
bp = fd3xe’p'xe’“’l” w/& (qﬁ(x, 1) — —n(x, t))
2 iwp
. . . 1 .
b£ = fd3xe_’p"‘e_""l” wlﬁ (¢5(X, 1+ —n'(x, t)).
2 iwp

We seek the commutators of all the eq. (4.132) Fourier coefficient operators,
which we expect to behave like creation and annihilation operators. By
inspection 0 = [ap, b;] = [ap, aq] = [bp,a:;] = [bp, bq], but the rest require
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evaluation. We expect 0 = [ap,bq| = [ap,bT] and explicit expansion
confirms this

o [y [w
[ap, by =fd3xd3ye_'p'xe’q'ye“”l"e“”q’ 713 qu

1 . " 1
[¢(X’ t) - _ﬂ-I (X’ t)’ ¢I (y’ t) - _ﬂ-(y’ t)]
lwp lg

— fd3xd3ye—1p~xezq~yezwptetwqt ,71’ [7‘1 %

1 1
(—_—i5<3>(x —y) = — ()6 (x - y)) (4.133a)
g iwp
= 1 f 3 xe' (AP X piwpt yiwgt N _ N 1
2 p®q wq | wp
j i 1 1
= (21)*6(q — p)y"¥'e“' \pug (_— + _)
wq Wp
=0,
[aT bT:I = fd3xd3 —iqy la)pt —iwqt wq
p7qf ye'® e / /
g 1 :
¢ (1) + (X, 1), $(y, 1) + —7r (v, 1)
Wp
faﬂxd%ye eIy pmiwpt =iyt , [wq
1
(+.—i5(3)(x -y)+ .—(—i)6(3)(x _ y))
g iwp
2 P\ s T wp
1 1
= 2n)’5(p — @' g (_ ) _) -0,
wq Wp

(4.133b)
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Finally, we expect that there are two pairs of non-zero commutators

[Clp, a;] = fd3xd3ye—1p-xetq'yetwpte—zwqt /71) [% %
Lo 1
¢(X’ t) - ._ﬂ- (Xa t)’¢ (ya t) + ._ﬂ(ya t)

3. —ipX lqy iwpt —iwqt
d*xd ye e'“Pe™ \Jwpwq X

NI>—‘

(,iza@)(x —y) - ._(_i)(;(z)(x _ y)) (4.134a)
lwg lwp

fd3xei(q—p)-xeiwpte—iwqt \/M (L + L)

Wq Wp

—_ N =

11
(2ﬂ) 8(q — p)e' e \Jwpwg (— + —)
w

q Wp
= <27r)36<q -p),

i / |w
[bpa b‘{l] = fd3xd3ye lqyelwpt —iwgt q

[¢ x,1) - —ﬂ(X 0, Py, 1) + —ﬂT(y, t)}

w,
fd3xd3ye —iqy yiwpt ,=iwqt [ , q

. . 4.134b
(.—zcs“)(x—y)—.—(—z)é“kx—y)) (4.134b)
la)q la)p
1 (s o o i 11
=y [ am( )
1 1
= —(2n)35<3>(p Q)eiwl it rpwa(_Jr_)

Wq Wp
= 2n)*s¥(p - q).

The [a;, a;] , [bT, bzl] commutators show that the fields may be represented
as a pair of independent creation and annihilation operators.
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Let’s compute the Hamiltonian representation next to verify that it
diagonalizes nicely with this representation. We use eq. (4.129) to find

fd3x7rT7T

:fd3 d3p d3q ipx —iqx__ P lwp lwq

N \/g

(_e—iwptap + eiwptb;:) (eza)qta(‘fl _ e—lwa’bq)

1 d : . , ,
i (2753 wp (e—t(uptap _ elwptb;) (etu)pta; _ e—zwptbp)
&*p
@2n)?

——wp (apap + bpr + 7wt (—pf ) + +e H P (g bp))

(4.135a)

f Bx (Vo' - Vo +m’pTo)

3
— lfd3 d p d C] z(q—p)-xx
2 (271)3 (277)3

d+m . . . .
(p-q )(ezwpta; +e—zwptbp) (e—lwqtaq + etwqtb(Tl)

V‘*’p‘“q
1 3 3) (p-q+ m?)
"2 fd (2 )35 @-p VwpWq *

iwpt T —iwpt —iwgt iwqt 1,1
(e Yay +e Pbp)(e Yaq +e qbq)

_ 1 d3p iwpt T —iwptp, —iwpt iwptb'l‘
== —a)p(e ap te p)(e ap +e p)

(2n)?

— 1 d3p T T iwpt (11T —2iwpt
== wwp (apap + bpby, + e (apbp) te (bpap))
(4.135b)
Summing eq. (4.135), we find the Hamiltonian has the expected diagonal

representation
1 (& + +

H=5 | SLwy(abap +apal + biby + bypby). (4.136)

(2n)?

or in normal form

d3
@np P

wp (abap + bybp) . (4.137)
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Part c.  Before diving into computation, it is worth deriving eq. (4.117)
manually, since the naive calculation using the current as derived in class
differs slightly. We can find the current/charge as stated in the problem if
our variation maintains the order of the conjugate pairs. The symmetry is
that imposed by the transformation

P(x) > e Pp(x) ~ (1 - i0/2)p(x)

. ) 4.138
¢ (x) = ¢ (x) = (1 +i6/2)¢" (x), 159

or

5p(x) = —éeqs(x)
; (4.139)
5¢" (x) = 59¢*<x>.

The Lagrangian is left unchanged by this transformation, so we can
determine the current directly by varying the action, but do so leaving the
order of the ¢ and ¢ terms in the Lagrangian unchanged

58 = f d*x5(0,0' ¢ — m*¢’ )
= [ @x(6(0,6") 0+ #6°6(0,0) - n* 307) 6 - 0" G0)
= f d*x (0, ((607)0¢) - (6¢7) (0u0"¢) + 0, (0" ¢700) - (3,0¢") 69
-m? (5¢") ¢ — m*¢’ (5¢))
f d*x0,, (50" ¢ + 4" 50) - f d* x50 ((9,0"¢) + m*¢)
- f d*x(0,0'¢" + m*¢") 69

= f d*xd, (66" "9 + 99" 50),
(4.140)

where the Euler-Lagrange equations for each of the fields has been imposed
to kill off the last two integrals. We are left with a current

H=06¢"Hp + P

; (4.141)
= 2 (6" @)~ (4")0).
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In particular

Flyes = 5 (6 (%) - (") 0)

: (4.142)
= % (¢Tﬂ”r - 7r¢).

This recovers eq. (4.117), and we are now set to compute the charge by
plugging in eq. (4.117)

i ¥
szfaﬁx((ﬂﬂ —7r¢)

i dp dq iw : . :
- de 14 q £ia-p)x q (ezwpta:; + e—lwptbp) (_e—zwqtaq

4 ) Y@y @np \@pig
; J &Ep dq ; iw :
" zwqth _ ifd3 4P Y9 ip-ox__ P ([ iwpt, T
eby) - e eyt \ﬁB;ZZi(e “p

—iwpt —iwqt iwqt 1,1
—e Pbp)(e Yaq +e ‘*bq)

L[ (o - ey )

iwpt T —iwpt —iwpt iwpt T
—(e Pa, + e Pbp)(—e Plap +e Pbp))

L[ &p (s t oyt F L it (pf gf _ T
= Q@A%%—%%+%%—%%+e%%%%—%%)
+ 2wt (—bpap + bpap))
L[ &p s i
= 3 2 (apap - bpbp) ,
(4.143)
or, in normal order
oL [ Lp (4 bib 4.144
Q—E W(apap— pp) ( )

To understand the action of the charge operator (a set of number operators)
we may apply it to the states corresponding to each creation operator. With
kYo = ay, [0)

; (4.145)
K)p = by 10},
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we find
0= 5 f s st~} 0
f(z )3 p pak |0)
B (i I))a ay (agap + 2m)°6% (k - p)) 10) (4.146)
1
- Qal 10)
1
5 K
and
&Pp o
ellon = f(z )3( p—b bp)b 10)
1 43 p .
"2 (27r)3b£bpbk 10)
1 . 4.147
=5 | Gt (e + ok -p)oy P
1
= =350
1
= _5 k), .

So, we could say that the particles associated with creation operator az;
have a (1/2) charge and particles associated with creation operator blT,
have a (-1/2) charge. However, the 1/2, as well as the sign itself, was
arbitrary, coming from the value of 6 used in the transformation of the
field. Therefore, it is probably more accurate to say that the agap portion
of the charge operator is associated with some unit of charge whereas the
b;bp portion of the charge operator is associated with a unit of charge that

has an opposite sign.

Exercise 4.4 Zero point energy, and Casimir force. (2018 Hwl1.V)

In class, when discussing the quantization of the real scalar field, we
found the sum of zero point energies of the harmonic oscillators (one per
each k ) into which we decomposed the field:

d*k  hwg
Qn} 2

Ezero point — =V; (4 148)
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Expression eq. (4.148) gives the zero point energy of the field in a spatial
volume V3. This energy is, of course, infinite and is usually discarded (as
we learned, by applying a “normal ordering” procedure) as unobservable.
Nevertheless, there are circumstances under which changes in the zero
point energy lead to measurable effects. The most celebrated example
is the Casimir effect 3, predicted by Casimir in 1948 [4] and discovered
experimentally in 1958 (see Lamoreaux’s more recent article linked to
in the “Summary of Sept. 25th class”). Another instance where this has
been “observed” (in numerical simulations) is the L* uscher term in the
confining string in QCD. Casimir energies generally also appear whenever
the topology of space(time) is changed and people have speculated that
dark energy may have something to do with that...

The Casimir effect can be described very simply (!): the zero point
energy of the electromagnetic field between two infinite conducting plates
is smaller than it would be in the absence of the plates. This is because the
boundary conditions on the plates eliminate some of the modes of the field
that would be otherwise present. The vacuum energy in the space between
the plates should be proportional to the area A of the plates, as well as to
h (as zero point energies are proportional to ). It can also depend on a,
the distance between the plates, and the speed of light c. By dimensional
analysis, the excess energy (negative) in the volume aA between the plates
should be

he he
AEvac(a) ~ —aA = - —A 3>
a a

(4.149)
where the aA factor is the volume, 7 has dimensions of energy X time,
c¢/a has dimensions of inverse time, and the extra factor of 1/a° is there
to make the dimension of energy right. Thus, to minimize E,,. the plates
“want to” get closer. In other words, there should be an attractive force per
unit area of the plates, called “Casimir pressure”

he
PCasimir ~ g > (4.150)

proportional to the inverse fourth power of the distance between the plates.
In what follows we shall calculate this force.

Notice that just like for the Planck derivation of blackbody radiation formula, where some
people would say that it does not imply that the electromagnetic radiation is quantized,
but only its sources (as radiation is emitted by the atoms of the cavity), there are similar
claims for the Casimir force (my take is to ignore these, as we know that the radiation is
quantized). See article by Lamoreaux that I put a link to online.
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We will use our real scalar massless field theory as a model for the real
thing (the electromagnetic field, that we have not formally learned how to
quantize yet). Casimir considered two infinite, conducting plates stretching
in the y, z plane and located at x = 0 and x = a, respectively; furthermore,
he used perfect conductor boundary conditions on the plates. These require
that the tangential component of the vector potential, A, vanishes at
the plates (in Coulomb gauge V - A = 0, A° = 0). Our two toy “conducting
plates” will be made of a “material” that requires that the scalar field ¢
vanish at the plates.

a. Show that the boundary conditions on the plates impose a quanti-
zation condition on the allowed values of field momentum perpen-
dicular to the plates, i.e. ky = nn/a,n = 0,x1,+2,--- [e.g., recall
your waveguide physics].

b. Consider now the contribution to the energy of the vacuum fluc-
tuations of the field in the space between the plates and find the
zero point energy per unit area of the plates... Consider now the
contribution to the energy of the vacuum fluctuations of the field
in the space between the plates and find the zero point energy per
unit area of the plates. To do this, replace the integral over k, in
eq. (4.148) by a sum over n, fdkx = (m/a) Y., [Hint: to save work,
use the fact that the correct expression should have the property
that as the plates are removed, a — oo, the energy (per unit volume)
should give back eq. (4.148)]. Does the resulting expression for the
zero point energy still diverge?

c. Show now, starting from eq. (4.148) , with integral replaced by
sum, that the difference between the zero point energies per unit
area, in the space between the plates in the presence of the plates
and without the plates is:

dk [k 1« n2m?
AEvac =h ~— K|~ = 24y —
(@) Cfo an[4+2;‘/k+ "
1 00 2.2
e T2
2 0 a

where, obviously, k is radial wave vector in y, z-directions.

(4.151)

d. The expression eq. (4.151) is still ill-defined, as every single term
is infinite
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Now, to make progress, we note that the idealization of perfect
conducting plates and the corresponding macroscopic boundary
conditions do not make sense for wavelengths smaller than the
atomic size. In particular, for frequencies above 1/ag (ag is of the
order of the Bohr radius) the conducting plates are totally invisible
for the electromagnetic field. To incorporate this in our calculation,
introduce a function f(k) into the integrand in eq. (4.151) such
that f(k) = 1 for k < 1/ag and f(k) = O for k > 1/agy, somehow
smoothly interpolating between these two values.

The integrals in eq. (4.151) thus become absolutely convergent—all
momenta larger than the inverse Bohr size are cut off.

Show that eq. (4.151) (with the cutoff f(k) as described in the
original problem spec) can be written as:

2 00 00
BE ela) = 2T [%F<0)+ZF<n)— fo dﬁﬂ(ilzi,
n=1

8a3

where

F(n) = foo duvVu + nzf((ﬂ'/a) Vu + n2). (4153)
0

e. To calculate eq. (4.152), use the Euler-Maclaurin formula:*

1 (o)
EF(O)+F(1)+F(2)+'“_fan(n)
a0 (4.154)
— 1B F' 0 lB F/// O
= 5P ()—54 O+...,
where B, = 1/6, B4 = —1/30, etc. are Bernoulli numbers, and

primes denote derivatives. Now, f(0) = 1 as stated above; further-
more, assume that all derivatives of our smearing function f(k)
vanish at zero (it is not difficult to construct examples of such
functions). Show that F’(0) = 0, F’”’(0) = —4, and that all higher
derivatives of F' vanish.

4 This formula is used to approximate sums with integrals. See, e.g., Wikipedia article for a
derivation by induction. Other, fun ways to proceed exist, my favorite is [9].
Most importantly, the result is independent of the method of regularization. “By definition”,
this is what we call a physical result in QFT (=cutoff independent). Notice the striking
difference with the E\,. of eq. (1.48), which inherently depends on the cutoff and can
not be made physical sense within QFT ... as you see, many lessons lurk in this “simple”
problem!
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Thus the “cutoff”” function f does not enter the final result—or the
fact that we assumed a cutoff at scales of order the inverse Bohr
radius; it only mattered that ag < L.

f. Show, now, that the final result for the Casimir energy per unit area
of the plates is:
% By : n? 1

AE . (a) = — —

203 4T 2x720 &3 (4.155)

giving rise to an attractive force between the plates. This force—
for the electromagnetic field, where there is an additional factor
of two—was measured in 1958, and not only the sign, but also
the ~ a~* distance dependence was observed! In fact, measur-
ing the distance dependence is crucial for verifying the nature of
this force—at atomic distances the Casimir force competes with
Van-der-Vaals forces, which however have a different, ~ a~/, de-
pendence on the distance.

g. To get some idea of what experimentalists have to go through,
estimate the force acting on plates of area 1cm? a micron apart...
Compare with the magnitude of forces whose measurements you
are familiar with. Note that the 1990’s Lamoreaux measurements
are accurate within 5%.

h. A final bonus question: what if the scalar field had a mass, m?
Would you expect an effect if m > 1/a? What if m < 1/a?

You justsaw the first example of extracting a finite and physically
meaningful result from seemingly infinite expressions. Infinities
result from assuming that quantum field theory makes sense at
arbitrarily short distances, or large momenta k in eq. (4.151). The
possibility of extracting finite results (e.g., the Casimir force) from
quantum field theory simply means that in many cases (most cases,
in fact: the so-called “renormalizable" ones—and even in “non-
renormalizable" if one is happy with finite precision—see QFT2)
the long-distance physics is independent of the details of the short-
distance, most often not understood, physics, when expressed only
through quantities observed at long distances.’

5 This is already familiar from classical electrodynamics although may not be always
stressed. The electrostatic energy of a point charge diverges, as is well known, hence it
gives an infinite contribution to the charge’s rest energy. However, in the non relativistic
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In this example, this was seen by the independence of the final
answer on the cutoff function f(k). This independence really means
that field modes with wave vectors > 1/L do not contribute to the
Casimir effect, i.e., it is an IR (infrared) effect.

Answer for Exercise 4.4

Part a.  Our scalar massless field satisfies the Klein-Gordon equation
((900 - V2) ¢ = 0, which has a plane wave superposition solution

¢(X, t) — a,eia)t—ikx + ﬁe—iwtﬂ'k-x, (4 156)

where w? = k2¢2. At the boundaries

$0,0)=a+p=0

#(a,0) = a,e—ikxa +ﬁeik"a =0, (4.157)
SO

e tkea _ ikea (4.158)
We must have ¢2%@ = 1 or

2k.a = 2nn, (4.159)
which provides the

k= 2 (4.160)

a

quantization constraint.

limit (to order vZ/c2, in fact) the equations describing the motion of charged particles do
not depend at all on whatever structure one might ascribe to the electron (it could be a
ball, a hollow sphere, or a tiny string). The relative motion of particles in this limit (and, of
course, at relative distances larger than the “classical radius of the electron") is determined
by two “relevant”" parameters: their mass m and charge e. These are quantities determined
by experiment, not calculated from first principles. These experiments are made at the long
distance/time scales, where classical electromagnetic theory applies. There is no way to
calculate m and e from first principles.

The situation in QFT is not that different—its calculational tools are a way to relate
measurable quantities to measurable quantities. It usefulness is in that there are more
measurable quantities than the number of measurements required to fix the relevant
parameters in the Lagrangian (e.g., the same m and e for QED), so it has predictive power.
When QFT is used to relate observables to observables, no infinities appear.

There we go. QFT in a nutshell.
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Part b.  Making the discrete substitution for k,, the vacuum energy per
unit area is

E 1 Aa hic ||K||

—=— &k

A AQn)p f 2
__a hc 2,12 12
= 273 fa’kydkz(fdkx) K2+ K2+ 2

0

_ ahc 212,12
== 3fdkdk[ ZJ./k + K2 + K2 @.161)
he mr
= & " ki
» Z\/
_ e (Chak k+22\/ ””
_871' k=0

so the energy per unit area (A) between the plates is

E he mr
- == 2 \/ 4.162
=% kokdk(k+ Z ] (4.162)

As f k*dk = k/3 is unbounded for large k, this expression still diverges.

Part c.  The presence of the plates was accounted for by summing over
ky = nn/a for discrete n. The absence of the boundaries may be accounted
for by performing the integral over all values of n, as in

E
Z = Qn )—f kdkfdk K2 + K2
A Q@Qn )3 k=0
ahc
= kdk K2 k2
Ea fk‘o f:—oo "
:“hc”f kdkf dn\/kz —”
872 k=0 n=-oco a
hic mr
= — kdk dn k2+ —.
A Ji=o n=0 a

(4.163)

The difference of eq. (4.162) and eq. (4.163) yields eq. (4.151) as desired.
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Partd.  Introducing the cutoff function f(k) into the integrand of eq. (4.151),
and making a change of variables k = 7x/a, we have

AEy,(a) = L [ (k) ) Z \/k2 + _f( k2 +(ﬁ_564)
2.2
- —f dn\/k2+ —f( K2 + %)J

2 00
_ fem f dxx(%f((n/a)x)
0

443
+Z Va2 +n2f((m]a) Vx* + nz)—‘foo dnNx% + n?f((n/a) Vx* + n2)].
n=1 0

Now let u = x2

AEy,c(a)
_ hen? Vu
=23 fo du(Tf«n/a) Vi)

+Z Vu+n2f((7r/a)\/u+n2)—foodn\/u+n2f((7r/a)\/u+n2))
0
- 203 ( F(0)+ZF(n)— f an(n)),

(4.165)

which recovers eq. (4.152) as desired.

Part e.  To calculate the derivatives of eq. (4.153) we make av = u + n?
change of variables

F(n) = foo dv AV f((r/a) V), (4.166)
and utilize

d v dv du

Efu f(ndt = f(V)E —f(u)E, (4.167)
so the first derivative is

d 2
F'(n) = —nf((ﬂ/a)n)% (4.168)

= —2n* f((n/a)n),
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the second is

F”(n) = —4nf((n/a)n) — 2n*(x/a) f' ((z/a)n), (4.169)
the third is
F/I/(n)
= —4f((x/a)n)
—4n(r/a)f ((z/a)n) - dn(x/a) f (x]a)n), —2n*(x]a)* f" ((x]a)n).
(4.170)

Any higher order derivatives are dependent on f®(nn/a),k > 1, so are
zero at n = 0 by construction. Summarizing the values at n = 0 we have

F'(0)=0
F0)=0 4.171)
F"(0) = —4

F®0) =0, k> 3.

Partf.  The original problem statement included the following statement
of the Euler-Maclaurin formula:

1 - « 1 ’ 1 1444
EF(O)+;F(n)—£ dnF(n) = =2 BaF'(0) = - BaF"(0) + -+,

(4.172)
)
Lroy+ 3 Fon [ anFon = 35559
= n) — nF(n) = ——(—
2 =l 0 4130 (4.173)
1
180
Inserting eq. (4.173) into eq. (4.165) gives
hen? 1
AE =- —
vac(@) 83 180 (4.174)
B hen?
1440a3°

which is the desired result.
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Part g.  Numeric calculations were performed in a Mathematica work-
sheet (attached).

Summary:  The Casimir force between 1 (cm)2 plates with a 1 micron
separation is —2 x 1078 N. As a comparison, the force between “plates” of
a 1uF capacitor charged with 1 Volt and plate separation of 1 micron is

F=CV?*/a=1N. (4.175)

I’m not actually sure if that capacitance is a physically realizable in a
capacitor with effective plate area of 1 (cm)>. Regardless, this gives an idea
of the smallness of the Casimir force, since

F capacitor

= 0(10"). (4.176)
FCasimir

Part h.  Given a field has a mass, the wave functions for the field obey

2.2
(aoo vy mhg )¢(x, £ =0, 4.177)
which has plane wave solutions of the form
P(x, 1) = KX, (4.178)
provided
2 2.2
W~ ., mc
< =K+ = (4.179)

We may proceed as before, provided we set

F(n) = f A\ FCE D). (4.180)
n2+(mca/n h)? a
The first derivative of this modified F is
dF T
—-=-2n 2 + (mea/n )2 f(= \n? + (mca/n h)?). (4.181)
n a

Quick and rough hand calculation of the rest of the derivatives of F as
defined above seems shows that the odd derivatives are all zero atn = 0
(they are odd functions of n, whereas the even powered derivatives are all
even functions of n). This was confirmed with Mathematica (worksheet
attached), so it seems that, regardless of the value of m with respect to 1/a
the Casimir effect is obliterated by a massive field.
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Exercise 4.5 Playing with the non-relativistic limit. (2018 Hw2.1V)

Consider a real scalar relativistic field theory of mass m with A¢* inter-
action. Let there be N particles of momenta labeled by py, - - -, py, whose
energies are such that they are insufficient to create any new particles.
Nevertheless, the particles can scatter and exchange momenta. In what
follows you will study this N-particle nonrelativistic limit in some detail.

a. Write down the Hamiltonian of the field theory, including the
interaction term, restricted to the N-particle sector of Hilbert space.
(Use the creation and annihilation operator representation, i.e. write
the result as sums of products of creation and annihilation operators
of particles of various momenta.)

b. Does the resulting Hamiltonian preserve particle number? Is there
an associated symmetry? What is the operator that generates it?

c. Consider now the interaction term in your reduced (to the N-particle
sector of Hilbert space) Hamiltonian. How does a typical inter-
action term (for given configurations of momenta) act on an N-
particle state? What kinds of scattering processes does it describe?

d. What do you think is the potential, in x-space, that allows the
various particles to scatter and exchange momentum? How would
you describe the resulting nonrelativistic quantum system to friends
who never took QFT but are well-versed in quantum mechanics?
Hint: For ?? d, consider N = 2 first. Start with a two particle nonrela-
tivistic quantum mechanics with Hamiltonian:

2 2
Hzp—l+&+V(xl—xz), (4.182)
2m  2m
where p;, x; are the operators of momentum and position of the i — th
particle (three vectors, arrows omitted for brevity). Use as a basis the
eigenstates of the free Hamiltonian, i.e. plane waves, |J}, p2), symmetric
with respect to interchange of the momenta (even better, use the corre-
sponding wavefunctions ¢, »,(x1,x2) = {x1, x2|p1, p2)). Compute the
matrix elements

{q1,q2|H|p1, p2) (4.183)

in this basis. To compare to the nonrelativistic limit of the scalar field
theory, compute the same matrix elements of the Hamiltonian you found
in (1.) above, in the basis of states of the restricted (N = 2) Hilbert
space |p1, p2). Are they similar to the matrix elements you found in the
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quantum mechanics problem for some choice of V(x; — x)? Explain the
difference (if any). Then go on to answer (4.) for any N.

Answer for Exercise 4.5

Part a.  The Lagrangian density of a massive scalar field with a 1¢*
interaction has the form

L= % PO — %m2¢2 - 9™, (4.184)

The corresponding Hamiltonian is

2
=1 f dsx(7r2 R\ m2¢2) +2 f dxgt. (4185

In terms of creation and annihilation operators, we know the form of the
non-interaction portion of the Hamiltonian, which in normal order is

d3
wpaTap, (4.186)



4.8 PROBLEMS.

but the interaction contribution is much messier

AP pd’kdqd’ s , _
Hiy = ﬂfd3x )4 q (ape—tp-x + ape,p.x) %
4(2m)'? VwpwKwews
(ake—ik-x +akeik-x) (aqe—iq-x + aqeiq.x) (ase—is-x +aseis-x>
3 13193 43
— /lfd?)x d pd kd CId S a e_l'wp[+ip.x +a eiwpt—ip-x) %
4020 g P

(ake—zwktﬂkx + aketwkt—th) (aqe—zwqtﬂqx + aqetwqt—th) x

—iwst+isX iwst—is-x)

(ase + age

_/lf & pd*kd®qd’s (
- 4(21)° \Jwpwiwqws

apaxaqase” Tt eatodsG(p L K + q + 5)

+ apakaqa;re—i(wp+wk+wq—ws)t5(3)(p +Kk+q—s)+--
+ apayagale s (—p —k - q - s))
) f d*pd’kd’q (
B 4(2m)°

apagdqd-p-k—q€

VWpWkWqW-p-k—q

i(wp+wk+wqtw-p-k-g)t
+

—i(wp+wWk+Wq—Wprk+q)t

s
Apaxdqay, i . @

VWpWkWqWp+k+q
Tort T —i(~Wp—Wk—Wq—W-p-k—q)t
apakaqa_p_k_qe P q p-k-q

VWpWkWqW-p-k-q

+ -4

(4.187)
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Assuming we can normal order these terms as in Hy, we can rewrite the
interaction as

&’ pdkd®
Hi = 1 f o
4(2rm)
(4 Apaxdqd—p-k—q€
0 VWpWkWqW—-p-k-q

—i(wp+wk+wq+w_p-k-q)t

4 a akaqap ke qe —i(—wptwk+wqtwp-k—q)t

|
(1 VOpWkWqWp—k-q
|
|

(i
4) a akaqap+k qe —i(—wp—wk+wq+Wp+k—q)t (4 1 88)

+

3]

VWpWkWqWp+k-q

4 apakaqap+k+q€ —i(—wp—wWk—Wq+Wp+k+q)t

3

+

\OpWKkWqWp ik,
ToT T —i(~Wp—Wk—Wq—W_p_k_q)t
(4)apakaq kg€ P q~W-p-k—q

4 VWpWkWqW-p-k-q

If we restrict the allowed momenta to the discrete set p € {p1, P2, - Pn}>
the total Hamiltonian including the interaction term takes the form

N

ZN: apsz(

Jjm,n=1
(4)“p,apmapna—p k—q€

0 \/Wp;Wp,,Wp,W—p,—p,—p,

~i(~Wp ;+Wpy +Wp, +Wp —pyy-pn )

l(ij +Wp,, TWp, +w*Pj*llm*Pn )

4 a; P 4P P, Ap;—pn—pn€

1 \/Wp;Wp,,Wp, Wp;—p,,—p,

_’(_“’pj ~Wpyy +Wpy FWp py—pn )t

+

(4.189)

+

2 \/ Wp,; Wy, Wp, Wp ;+p,,—p,

4 ap ap ap ap/+pm +pn l(_ij o +wp.j+pm +pn 4
m~ Pn

+
3

(4) al’] apm apn aPﬂ'Pm pn

\/ Wy Wp,, Wp, Wp j+p,,—p,

(4) ap/al')m a:;ﬂ ip]_pm_pn e_i(_ij _wpm _wpn _wipjipmipn )t

4 \/ Wy, Wy, Wp, W—p;—p,,—p,

When we did the same sort of calculation for (V¢)* + m*¢?* all the time
dependent terms cancelled nicely, but that isn’t obviously the case here.
However, we haven’t used the non-relativistic (low energy) constraint. That
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2

constraint can be expressed as p> < m?2, in which case wp = /P> +m? ~

m, the mass of each of the particles. Incorporating that into our N-particle
Hamiltonian, we have

N 1 N 4
cH: = Wy d ay + —— ay Ay dp d e~ Himt
A= P T o 0] Pi“Pn P -p-k—q

i=1

Jjimn=1

4\ (A

—3imt (]
+ (1 apjapmapnapj—pm—l)ne + 2 apjapmapnapj'*'pm_pn

Np b i me , (4 i ~
3imt LR A 4imt

+ (3 Clpjapmapnap.f_{_prn_;_pne + 4 apjapmapna_pj_pm_pne .
(4.190)

Presuming there’s a good argument to kill off the time dependent terms,
the N-sector Hamiltonian is reduced to just

N 31 N

CH = i ToT

tH = E Wp, Ay, dp; + ) E ap Gy, Ap,Ap +p,-p,- (4.191)
i=1 Jmn=1

The only annoying aspect to this Hamiltonian is the ap, +p,,—p, Operator in
the interaction term, which is not clear to me how to interpret. That seems
to imply that it is possible to create particles with linear combinations
of momentum that may not be in the original set of N particle momenta.
I think that this can be further fudged by invoking the non-relativisitic
constraint again, and decreeing that each of the uniquely indexed creation
and annihilation operators are distinguishable only by index, so we can
write the N-particle non-relativisitic sector Hamiltonian as

N 31 N
cH:= priajai + w Z aiaia,au. (4192)
i=1 r,s,tu=1

Part b.  Yes, with the number of creation and annihilation operators
matched, this Hamiltonian preserves particle number (one particle is cre-
ated for each particle destroyed). The symmetry appears to be one associ-
ated with a permutation operation in the interaction.

Part c.  Continued freehand, time allowing.

Part d.  Also continued freehand, time allowing.
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5.1 SWITCHING GEARS: SYMMETRIES.

The question is how to apply the CCR results to moving frames, which is
done using Lorentz transformations. Just like we know that the exponen-
tial of the Hamiltonian (times time) represents time translations, we will
examine symmetries that relate results in different frames.

Examples.  For scalar field(s) with action
S = f dxL(¢",0,9). (5.1)

For example, we’ve been using our massive (boson) real scalar field with
Lagrangian density

1 m*
L = 55/4(1’3”(1’ -5 - V(@) (5.2)
Internal symmetry example
H=1J) S, Sy, (5.3)
(n,n’)

where the sum means the sum over neighbouring indexes n, n” as sketched
in fig. 5.1.

P

N

/
n "

Figure 5.1: Neighbouring spin cells.
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Such a Hamiltonian is left invariant by the transformation S, — -S,
since the Hamiltonian is quadratic.

Suppose that ¢ — —¢ is a symmetry (it leaves the Lagrangian un-
changed). Example

!
e
=1 (5.4)
¢n
the Lagrangian
1o 1 m g T
L= 20,8"9~ =¢"6 - V(@'9). (5.5)
If O is any n X n orthogonal matrix, then it is symmetry since
¢’ — ¢ 0" 0¢ (5.6)
=¢'¢.
O(2) model (exercise 4.3). Example for complex ¢
¢ — e, (5.7)
Y1+ iy
¢ = (5.8)
V2
U IR cosa sinc ||y (5.9)
Vg —sina cosa||y,

5.2  SYMMETRIES.
Given the complexities of the non-linear systems we want to investigate,
examination of symmetries gives us simpler problems that we can solve.

e “internal” symmetries. This means that the symmetries do not act
on space time (X, ). An example is

141

o =" (5.10)

YN
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If we map ¢/ — Oj.qu where OTO = 1, then we call this an in-
ternal symmetry. The corresponding Lagrangian density might be
something like

1 m?
L=304 3P~ =9 ¢- Ve $) (5.11)
spacetime symmetries: Translations, rotations, boosts, dilatations.
We will consider continuous symmetries, which can be defined as a

succession of infinitesimal transformations. An example from O(2)
is a rotation

o' | cosa sina | |¢! (5.12)
@ —sina cosal|¢? ’ .
orifa~0
I 1€
| |-a 1]|¢ (5.13)
¢! ¢
) —¢1]

=1, +a
¢
In index notation we write

¢ — ¢+ aely, (5.14)

where €!? = +1,€?! = —1 is the completely antisymmetric tensor.

This can be written in more general form as
¢ — ¢ + 64/, (5.15)

where ¢’ is considered to be an infinitesimal transformation.

Definition 5.1: Symmetry

A symmetry means that there is some transformation

o' — ¢ +5¢',
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where ¢’ is an infinitesimal transformation, and the equations of
motion are invariant under this transformation.

— Theorem 5.1: Noether’s theorem (1st).

If the equations of motion re invariant under ¢* — ¢* + 5¢*, then
there exists a conserved current j* such that 9, j* = 0.

Noether’s first theorem applies to global symmetries, where the parameters
are the same for all (x,#). Gauge symmetries are not examples of such
global symmetries.

Proof. Given a Lagrangian density £ '(¢(x), ¢ ,(x)), where ¢, = 9,¢. The
action is

S:\f}ﬂmf. (5.16)

The equations of motion are invariant if under ¢(x) — ¢’'(x) = ¢(x) +
O0ep(x), we have

= L(¢) + 0, JE(p) + O(€).

Then there exists a conserved current. In QFT we say that the E.O.M’s
are “on shell”. Note that eq. (5.17) is a symmetry since we have added a
total derivative to the Lagrangian which leaves the equations of motion of
unchanged.

In general, the change of action under arbitrary variation of ¢ of the
fields is

SzfﬂmﬂQQ@
oL
— | atn[%Esp + 2 s
f ( 6" " 36,9 ”¢)
oL oL
= | d%x|o 5 + ———0,6
f x( (a@lqﬁ)) "t 56 ¢)

_ | oL
- [ @', (5@4@‘”)'

(5.18)




However from eq. (5.17)
Secl’ = 0, e (h, ),

so after equating these variations we fine that

5S = f d?xs.L

= f d'x0,J,

(o Lo
O_fd xay(—é(aﬂ¢)5¢ JE),

or

or d,,j* = 0 provided

oL

= 2= -
50,9’

j/l

Integrating the divergence of the current over a space time volume,

perhaps that of fig. 3.1, is also zero. That is

0= fd“xaﬂjﬂ

= f dxdt 0, j*

:fd3xdt6,j0—fd3 v -j,

5.2 SYMMETRIES.

(5.19)

(5.20)

(5.21)

(5.22)

(5.23)

where the spatial divergence is zero assuming there’s no current leaving
the volume on the infinite boundary (no j at spatial infinity.)

We write

0= [@af.

(5.24)

and call this the on-shell charge associated with the symmetry. O
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5.3 SPACETIME TRANSLATION.

A spacetime translation has the form

==+ ad, (5.25)
where the fields transform as

P(x) = ¢'(x') = P(x). (5.26)

Contrast this to a Lorentz transformation that had the form x* — x'* =
AP XY,
If ¢’ (x + @) = ¢(x), then

¢ (x) + a'uaqu/(x) =¢'(x) + aﬂap(/l’(x) (5.27)
= ¢(x),
SO
¢’ (x) = p(x) — a9, (x) (5.28)
= ¢(x) + 649(x),
or
0a(x) = —a" 0, (). (5.29)
Under ¢ — ¢ — ad,,¢, we have
L(p) = L(¢p) —d'd,L. (5.30)

Let’s calculate this with our scalar theory Lagrangian
1 2
L= 50,099 - m?¢2 — V(). (5.31)
The Lagrangian variation! is

ov
0Ly Sp460.58=—ard,e = (OuP)o(D'P) — m> ¢S — %&p

= Ou-0050) + 90,0 + a0

1 2
= ~a"0, (30,099 - m7¢2 — V(9)

=-a’d,L,
(5.32)

1 Using: 0a((1/2)8,0"¢) = 2(1/2)0,$(0ad" ).



5.3 SPACETIME TRANSLATION.

so the current is

J =@ ¢$)(-a"0,$) + ad'L

= 0 (#00,0 — L), 53

We really have a current for each v direction and can make that explicit
writing

OyL = —0,L
= -8, (8",L) (5.34)
= ,ujﬂv
we write
, d¢ [ 0¢
uo— 2 H 3
7y axﬂ( axv)+5 yL's (5.35)

where v are labels which coordinates are translated:

av¢ = _av¢

(5.36)
OyL = —=0,L.

We call the conserved quantities elements of the energy-momentum tensor,
and write it as

00 0%,

T’uv = _(978)(:" 0 VOE. (537)
u

Incidentally, we picked a non-standard sign convention for the tensor,
as an explicit expansion of 7%, the energy density component, shows

o _ 080 10609 1 .o o Mmoo

o= 5t 0t 201 ot 2(V¢) (2V¢) 2 ¢ -V (5.38)
__L1080% 1 gu. v~ " -
=35 3 2(V¢>) (Vo) R4 V(¢).

Had we translated by —a* we’d have a positive definite tensor instead.
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5.4 1ST NOETHER THEOREM.

Recall that, given a transformation
P(x) = $(x) + 64(x), (5.39)

such that the transformation of the Lagrangian is only changed by a total
derivative

L, 0up) — L($,0,8) + 8, J%, (5.40)

then there is a conserved current

= bep — Je. (5.41)

Here € is an x-independent quantity (i.e. a global symmetry). This is in con-
trast to “gauge symmetries”, which can be more accurately be categorized
as a redundancy in the description.

As an example, for L' = (0,¢0"¢ — m*¢?)/2, let

$(x) = Pp(x) — d"Ou¢. (5.42)

The Lagrangian density transforms as

L($,0up) = L($,0u¢) — a'Ip L

= L(}, 0up) + 0, (~,a’ L). o4
Here J¥ = J¥ |E:ay, and the current is
JH = (") (—a"d,9) + & a" L. (5.44)
In particular, we have one such current for each v, and we write
TH, = —(0"¢)(0,0) + L. (5.45)

By Noether’s theorem, we must have

8,T", =0, Yv. (5.46)



5.4 1ST NOETHER THEOREM.

Check:

T, = =0, 00,0 ~ @'00,0.0)+ 80, S000 - =
=~ D)0,) ~ (' $0,0,9)
b 3O00NPD) + SO 0) ~m Do
= — (0,00 + m¢) (,0) — (3,)("0,9)
+ 3OO + 50,)0,79)

=0.
(5.47)
Example: our potential Lagrangian
1 m?> , A,
= — _—*-C A48
L= 90,0 ¢ = 70 (5.48)
Written with upper indexes
T = —(0"$)(0"¢) + gL
(5.49)

— 4 v 1 @ m2 2 A 4
= (") 0" p) + &" (53 $0op — 7¢ - Z¢

There are 4 conserved currents JX) = TH”_ Observe that this is symmet-
ric (TH = T).
We have four associated charges

Q:ffﬂW (5.50)
We call
@:ffﬂ% (5.51)

the energy density, and call
P:ffﬂ% (5.52)

(i = 1,2,3) the momentum density.
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writing this out explicitly the energy density is

00 _ 32 1'2_ 2_’"_2 2_ A
T —¢+2(¢ (Vo) 2¢ 4¢)

| | , . (5.53)
N Y 2 Mmoo, Ay
= (2¢ + 5 (Vo) + —-¢ +4¢),
and
7% = %90, (5.54)
Pl=- f d*x0°¢' 9. (5.55)

Since the energy density is negative definite (due to an arbitrary choice of
translation sign), let’s redefine 7+ to have a positive sign

1., 1 m? Pl
00 _ L. 1 2 Mmoo Ay
T _2¢ +2(V¢) + 2q§ +4¢, (5.56)

and
P = f Bx pdp (5.57)

As an operator the charge is

szd3xf"00
(5.58)
1 1 _. m? ., A
= | Bl s Zovor + g2 4 2ot
f x(zﬂ +2( ¢+ 2¢ +4¢> ,
and the momenta are
P = f dxpd'¢. (5.59)
We showed that
dO [ A
< =ilno]. (5.60)

This implied that ¢, 7 obey the classical equations of motion

L ilag)=2 (5.61)



5.5 UNITARY OPERATORS.

fl’: i[A.4] = .. (5.62)

In terms of creation and annihilation operators (for the A = 0 free field),
up to a constant

H:ffﬁm
(5.63)

AT A
apap.

ap
2m)3 P

It can be shown (appendix B) that the operator form of the field momentum
is
P:ffm%
(5.64)

f@ﬁpﬂ}

Now we see the energy and momentum as conserved quantities associated
with spacetime translation.

5.5 UNITARY OPERATORS.

In QM we say that P “generates translations”. With P = —i 2V that transla-
tion is

U(a) = P = g7, (5.65)

In particular

<mmmwwiffpm0mm»mm
3ffmﬂﬂﬂmmw

o 5 5.66
=fﬁ%ﬂpmmwm .00
d’p Jiapix
= f N Pe* P (p)

=Y (x + a).
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Implicitly, this shows that the action of the translation operator on just a
bra is

(x|U(a) = (x +al, (5.67)
or
U(-a)Ix) = U'(a) x) (5.68)
=|x+a).

This is a different sign convention for the translation operator than is found
in some other texts?.
In one dimension, we can compute

U(@X0%(a) = éPRe ™ = R + al, (5.69)

which is a consequence of the Baker-Campbell-Hausdorff theorem.

— Theorem 5.2: Baker-Campbell-Hausdorff.

(o)

B 1
eBAe™B = ZO — B [BA], (5.70)

where the n-th commutator is denoted above
en=0:A
e n=1:[B,A]

e n=2:[B,[B A]]

e n=3:[B,[B,[B,A]]|

Proof.

(@) = eBAe™™®

2 n (5.71)
= O+ 17O+ 5170 + -+ = f00)

f(0)=A (5.72)

2 In particular [5] uses D(a) = e~ P/7 defined by the property D(a) x) = [x + a).
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(1) = ¢®BAe™™8 + ¢BA(-B)e™B
— etB [B,A] e—tB

(1) = ¢BB[B,Ale™"® + ¢/ [B,A] (-B)e™'B
=B [B,[B,A]]e 5.
From

1 1
f() = f(0)+ £(0) + Ef"(O) +---—=f"(0)

n!

we have

1
eBAe B =A+[B,Al + 3 [B,[B,A]] +---

Example (as claimed above) :

e Ro-iaP — % [iaf’, X] +---

+
=X +ia(-di
=X +al.
Application:
eiHermitian — unitary

etHermluan X e—zHermltlan =1

So

U(a) = P’

(5.73)

(5.74)

(5.75)

(5.76)

(5.77)

(5.78)

(5.79)

(5.80)

is a unitary operator representing finite translations in a Hilbert space.

In particular, we can apply the BCH theorem to a field operator

O@dx)0 (@) = P jx)e ™™
= ¢(x) + ia’ [P/, §(x)] +

—a

2 [ dn].

(5.81)
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where the first order commutator is

[P.300] = [ @[amare. deo)

_ f Py [#(9). () 973y (5.82)
- f d*y(=i)sP(y - x)/¢(y)
= —id/P(x),

and any higher order commutator is zero
[Pk, [Pj’ ¢(x)” = fd3y [n(y)6k¢(y), —iaj¢(x)] =0. (5.83)
This gives

U@)p(x)U0'(a) = $(x) + ia’ (D)3 $(x) + - --
= $(xX) + ! (x) + - -

A S0 .
P(x) + a]a—xj¢(x) e (5.84)

R c 0 .
BX) = /2= h(x) + - -

ox/
(x — a).

I
ASS

5.6 CONTINUOUS SYMMETRIES.

For all infinitesimal transformations, continuous symmetries lead to con-
served charges Q. In QFT we map these charges to Hermitian operators
Q — Q. We say that these charges are “generators of the corresponding
symmetry” through unitary operators

U — eiparameterQ‘ ( 5.8 5)
These represent the action of the symmetry in the Hilbert space.

Example: spatial translation

U(a) = P (5.86)
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Example: time translation

@) = ™. (5.87)
5.7 CLASSICAL SCALAR THEORY.

For d > 2 let’s look at

a1 m? 2 -2
S :fd X §a~¢aﬂ¢—7¢ — AP (5.88)

Take m*, 1 — 0, the free massless scalar field. ~ We have a shift symmetry
in this case since ¢(x) — ¢(x) + constant. The current is just

, 0¢

"o S5b —

P 500 (5.89)
= constant X ¢
= o,

where the constant factor has been set to one. This current is clearly
conserved since d,J* = 9,0"¢ = 0 (the equation of motion). These are
called “Goldstone bosons”, or “Nambu-Goldstone bosons”.

Withm = A1 =0,d =4 we have NOTE: We did this in class differently
withd # 4,m, A # 0, and then switched tom = 1 = 0,d = 4, which was
confusing. I'’ve reworked my notes to d = 4 like the supplemental handout
that did the same.

1
S = f d“x(ia”(paﬂ(p) (5.90)
Here we have a scale or dilatation invariance
x— ¥ =e'x, (5.91)
d(x) > ¢'(x) = g, (5.92)

d*x - d*x = eMd*x. (5.93)

111



112 SYMMETRIES.

The partials transform as

_ 0% 0 (5.94)

so the partial of the field transforms as
') _
xl

U

FP(x) — e (), (5.95)

and finally

@49 = e (3,9(0). (5.96)

With a —44 power in the transformed quadratic term, and 44 in the
volume element, we see that the action is invariant. To find Noether current,
we need to vary the field and it’s derivatives

029 = ¢'(x) — $(x)
=¢'(e'2) — 4(x)
2 ¢ (= AX') - ¢(x) (5.97)
2 ¢ () = A Y00’ () — ¢(x)
2 (1= D(x) = A0 ¢ (x) = (x)
= —A(1 + x70,)0,

where the last step assumes that X’ — x, ¢’ — ¢, effectively weeding out
any terms that are quadratic or higher in A.
Now we need the variation of the derivatives of ¢

50,$(x) = 8,0’ (x) = Bu(), (5.98)
By eq. (5.95)
9,9’ (x') = € *19,(x)
— e—2lay¢(e—/lx/)
~ 9, ($() — a9 (1))
~ (1 =200, ($(x) = W T0ep(x)),

(5.99)
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SO
50, = —Ax 000,p(x) — 220, 4(x) + O(1%)
= —A(x"0q +2) 0,¢(x).
0L = (8" $)5(0,u9)
= (20,0 + x"020,0) &"¢,
or
6L
o =AL (0a0,0) 39
= 4L + X%y (L)

= 4L+ 0y (X7 L) — LIgx™.
The variation in the Lagrangian density is thus
6L = 8, = 0, (A L),
and the current is
=L
The Noether current is

AL
A0
=-0"p(1+x"0,) ¢ + %x"avqﬁ@”(b,

j/~‘ 6¢ — J/J

or after flipping signs

1
Ji = 9 (14 20,) ¢ — 5x'0,60"¢

1 1
= x, (6“¢0V¢ - Eg”ma%) + §a~(¢2>,

1
Jag = x0T+ 53”@52)-

T = 3¢0"¢ — gL

(5.100)

(5.101)

(5.102)

(5.103)

(5.104)

(5.105)

(5.106)

(5.107)

(5.108)
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The current and T#” can both be redefined j* = j* + 9,C"* adding an
antisymmetric C*” = —-C"

] _ Vi
Jgil conformal — _xVTconformal (5]09)
a:“ Idil conformal — _Tconformalyﬂ (5.110)

consequence: 0 = 700 — 711 — 722 _ 733 'which is essentially

0=p-3p=0. (5.111)

5.8 LAST TIME.

We followed a sequence of operations
1. Noether’s theorem
2. — conserved currents
3. — charges (classical)
4. — “correspondence principle”
5. -0
e Hermitian operators

e “generators of symmetry"
O(a) = &2 (5.112)
We found

0(@p0' (@) = p+iar [0, ]+ (5.113)



5.8 LAST TIME.

Example: internal symmetries:  (non-spacetime), such as O(N) or U(1).

In QFT internal symmetries can have different “modes of realization”.

I “Wigner mode”. These are also called “unbroken symmetries”.
010y =0 (5.114)
i.e. U()|0) = 0. Ground state invariant. Formally : O : annihilates

|0). [Q, Fl] = 0 implies that all eigenstates are eigenstates of 0 in
U(1). Example from Hw 1

Q = “charge” under U(1). (5.115)
All states have definite charge, just live in QU.

II “Nambu-Goldstone mode” (Landau-Ginsburg). This is also called a

“spontaneously broken symmetry”>

try, but ground state is not.

. H or L is invariant under symme-

Example:
L = 8,0"3"¢ - V(gl), (5.116)
where
A
V(g =m¢"¢ + 7 X% (5.117)

When m? > 0 we have a Wigner mode, but when m? < 0 we have an issue:
¢ = 01is not a minimum of potential. When m? < 0 we write

A
V(g) = -n’d’p+ 7 (4°9)"

A2 4o
_4((¢ ) /lm) (5.118)
Y O S R
=i\ e
or simply
V() = % (670 - vz)2 + const. (5.119)

The potential (called the Mexican hat potential) is illustrated in fig. 5.2 for
non-zero v, and in fig. 5.3 for v = 0. The following is a Mathematica code
listing that can be used to play with this shape

3 First encounter example (HwIIL, SU(2) x SU(2) — SU(2)). Here a U(1) spontaneous
broken symmetry.
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In[1]:=

ClearAll[potential]
potential[x_, y_, v_] := (xA2 + yA2 - vA2)A2

Manipulate[

Plot3D[ potential[x, y, v]l, {x, -5, 5}, {v, -5,
5}, PlotRange
—Full],

{{v,4}, 0, 16}

]

Figure 5.3: Degenerate Mexican hat potential v = 0.
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We choose to expand around some point on the minimum ring (it doesn’t
matter which one). When there is no potential, we call the field massless
(i.e. if we are in the minimum ring). We expand as

d(x) =v (1 + @) e (5.120)
v
SO
A N2 |2 P\, ’
Z(¢¢—V)—V 1+T -V
2
_ iv4((1+@) _1) (5.121)
4 v
A 420 P\
_ZAlZE
-3 (v - v2) ’
and
a,,¢=(v( (vx))vaﬂ +aﬂp) (5.122)
The Lagrangian takes the form
A *2_ 2 2
~3 (=)
= #pa"p+(9,,a6”a(l+fj) /1: 4’ +0(p%) (5.123)

= 0,p0"p — W% + oadta (l + —).
v

We have two fields, p : a massive scalar field, the “Higgs”, and a massless
field « (the Goldstone boson).

U(1) symmetry acts on ¢(x) — €“¢(x) i.t.o a(x) = a(x) +vw. U(1)
global symmetry (broken) acts on the Goldstone field a(x) by a constant
shift. (U(1) is still a symmetry of the Lagrangian.)

The current of the U(1) symmetry is:

Ju = 0y (1 + higher dimensional p terms) . (5.124)

When we quantize

3 3
a(x) :f d 14 eiwpt—ip-X&:') +f d p e_iwl’t+i'€§3125)
(2n)

V2 @ 2,
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J(x) = alx)

iwpt—ip-X fl;

f @p (iwp — ip) e
— B (iw, -
Q23 2w, (5.126)

& . N iwy+ip
+ f—p (—iwp + ip) e PPy,

@0 (2w,

F(x)[0)y #0, (5.127)

instead it creates a single particle state.

5.9 EXAMPLES OF SYMMETRIES.

In particle physics, examples of Wigner vs Nambu-Goldstone, ignoring
gravity the only exact internal symmetry in the standard module is (B# —
L#), believed to be a U(1) symmetry in Wigner mode.

Here B# is the Baryon number, and L# is the Lepton number. Examples:

e B(p) =1, proton.

B(g) = 1/3, quark

B(e) = 1, electron

B(n) = 1, neutron.

L(p) = 1, proton.

L(g) = 0, quark.
e L(e) =0, electron.

The major use of global internal symmetries in the standard model is
as “approximate” ones. They become symmetries when one neglects some
effect( “terms in .L™). There are other approximate symmetries (use of
group theory to find the Balmer series).

Example from exercise 5.4 (Hw2):  QCD in limit
my, =mg = 0. (5.128)

mymg < m,, (the products of the up-quark mass and the down-quark mass
are much less than a composite one (name?)). SU2), X SUR2)g — SUQ2)y



5.10 SCALE INVARIANCE.

EWSB (Electro-Weak-Symmetry-Breaking) sector ~ When the couplings
82,81 =0.(82 € SU(2), 81 € U(1)).

5.10 SCALE INVARIANCE.

x—>e’1x

»— et . (5.129)

A, — e A,

Any unitary theory which is scale invariant is also conformal invariant.
Conformal invariance means that angles are preserved. The point here is
that there is more than scale invariance.

We have classical internal global continuous symmetries. These can be
either

1. “unbroken” (Wigner mode)
010y = 0. (5.130)

2. “spontaneously broken”

F @10y £0 (5.131)

(creates Goldstone modes).

3. “anomalous”. Classical symmetries are not a symmetry of QFT.
Examples:

e Scale symmetry (to be studied in QFT II), although this is not
truly internal.

e In QCD again when wq = 0, a U(1 symmetry (chiral symme-
try) becomes exact, and cannot be preserved in QFT.

o In the standard model (E.W sector), the Baryon number and
Lepton numbers are not symmetries, but their difference B# —
L# is a symmetry.
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5.11 LORENTZ INVARIANCE.

We’d like to study the action of Lorentz symmetries on quantum states.
We are going to “go by the book”, finding symmetries, currents, quantize,
find generators, and so forth.

Under a Lorentz transformation

- M= AFY, (5.132)
We are going to consider infinitesimal Lorentz transformations
Ay =+ oy, (5.133)

where w*, is small. A Lorentz transformation A must satisfy ATGA = G,
or

8ur = A ugapN, (5.134)
into which we insert the infinitesimal transformation representation
0=—gu+ (6% + w“,l) 8op (6ﬁv + wﬁy)

= g+ (g5 + ) (P + ) (5.135)
= —gu + Guv + Wy + Wy + WP
The quadratic term can be ignored, leaving just
0 = wy + wyy, (5.136)

or
Wy, = —Wyy- (5.137)

Note that w is a completely antisymmetric tensor, and like F,, this has
only 6 elements. This means that the infinitesimal transformation of the
coordinates is

= =+ x,, (5.138)
the field transforms as
$(x) — ¢'(x') = p(x) (5.139)

or

¢/(x# +w'x,) = ¢/(x) + w}wxva;ﬂ&(x)

(5.140)
= ¢(),
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SO
o¢ = ¢/(x)_¢(x) (5.141)
= —w"x,0,¢.

Since L is a scalar

0L = - x,0,L
= =0, (" x,L) + (0, x,)W L (5.142)
=0, (- x,L),
since 0,x, = gy, is symmetric, and w is antisymmetric. Our current is
Jh = " xu L. (5.143)

FIXME: index mismatch above!
Our Noether current is

Y
Jope = a¢’v5¢ - «]lal)
=0"¢ (—w”pxp('iﬂqb) + WP xyL (5.144)

= W (0"¢ (~xp0,u0) + 8" uxpL)
= W x, (~0"$0u + 6L

We identify

T, = =0"p0up + 6" L, (5.145)
so the current is

Juyy = =P T" = —wp T, (5.146)
Define

o — %(xpTV# _ T (5.147)

which retains the antisymmetry in pp yet still drops the parameter w**. To
check that this makes sense, we can contract j"* with w,

1
jvﬂpwpﬂ — _E (XPTVH _ x/JTVP) Wyp

1 1

= _ExpTqup - EX”Tprpﬂ (5.148)
1 1

= —ExpTV“wﬂp - ExpTV"wﬂp

= T wy,,

which matches eq. (5.146) as desired.
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Example. Rotations up = ij

. 1, . o i 0i
]Oljfijk = E (x’TOJ — xJTOI) €ijk (5.149)
= xiTOj €ijk-

Observe that this has the structure of (x X p)x, where p is the momentum
density of the field. Let

Ly = O = fd3x-10ij€ijk~ (5.150)

We can now quantize and build a generator

U(a) = &
. (5.151)
= exp (ia/kfd3xx’Toj€ijk)

From eq. (5.145) we can quantize with T% = 8°3/¢ — 7 (V$) ;, or

U(a) = exp (iozk f d*xx'7#(V$) jfijk)

= exp (ia/ . fd%cfrV& X x)

(up to a sign in the exponent which doesn’t matter)

(5.152)

d(y) = U(@)py)0' (@)
B(y) + ice- [ f PAAVHX) X %, (¥

X

(5.153)
= d(y) + ia - f Ex(-)6P(x — y)VI(x) x x

= d(y) +a- (Vd(y) xy).
Explicitly, in coordinates, this is
$(y) = d(y) + o' (Fdy)*eni)

= d(y) — enja'y"d'p
= 3y — eigiyk),

(5.154)
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This is a rotation. To illustrate, pick & = (0,0, @), so y/ — y/ — eXiayks;3 =
y/ — eXiayk, or
y oyl @k =yl 4 2
V2 =y = eRayk =2 — ay! (5.155)
P o3P = gyk = B,

or in matrix form

y! 1 a Ofly
V= l-a 1 0|[y?] (5.156)
3 0 0 1fpy?

5.12 PROBLEMS.

Exercise 5.1 Energy-momentum tensor for a scalar field

It is claimed in [13] (3.2.1) that the momentum components of the energy-
momentum tensor was found to be

e, f PPxT" = f d*kka; a. (5.157)

a. Calculate this.

b. Calculate the other energy-momentum tensor components for the
spacelike components.

c. Calculate the other energy-momentum tensor components for the
Hamiltonian component.

Answer for Exercise 5.1

First, from the Noether current for the scalar field Lagrangian in question,
what is the energy-momentum tensor explicitly?

W=ty — gL
1
=199 - ¢ (0000 - 1°0°)
, 1 e 2.2 (5.158)
= nt'n” — gt E(ﬂa” —p ¢ )

1
=n'n" — Eg“"gaﬁﬂﬁﬂ + g“" 242,
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Consider some special cases for the indexes. For u = v = 0, the result is

the Hamiltonian density

700 _ ;0.0 _ %goomm" 4 %gooﬂz(bz
1 1
= 2070 _ Eﬂana + E#2(152
1 1 1
_ Eﬂoﬂo _ 5ﬂnﬂn " 5qujz
1, 1 2,120
=-n"+=(Vo)" + =
ST+ 5 (Vo) + St

(5.159)

where 72 = (0p$)* # 0°¢. For any u # v the off diagonal metric elements

are zero, leaving just

T" = n'n”.

Finally, when n # 0, the remaining diagonal terms are

1 1
A L _gnnﬂ_an_a + _gnnn2¢2

2 2
1 1
=7n'n" + Enana - E,uz¢2
1 1 1
= 571'2 + n'n" — iﬂ'mﬂ'm - §ﬂ2¢2
— %71'2 + %71'"7[" _ l Z il ’u2¢2
m#n,0
1 1
— E Z atam - — Z P §#2¢2
m=n,0 m#n,0

The canonical momenta are
&k , 4
= o'Wf— ai e *x +al ek ,
Q32 2wy ( ")
but

e = 9 exp (ik%xy)
= ikH exp (ik - x),

(5.160)

(5.161)

(5.162)

(5.163)
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SO
A kkH ) .
at = lf— _ake—lk'X_’_a:;elk-x)
(2132 2w
3
= lfﬂ _ake—iwka'X +alteiwkt—ik-x) (5.164)
(2m)3/2 \ 2wy,
= ifﬂ(_ak lwkt_i_a'f lwkt) oKX
(271’)3/2 \/ZQ)k
This gives
31,73
fd3x7r”7r” _ 1 fd3xd kd’p Kp” ( okt
2 (2n)3  \wrw, wkwp

+ a et(ukt)( tu)pt + aipeiwpt) ei(p+k)~x
1 37 13 kﬂpv —iwyt T lwgt —iwpt
= _Efd kd pm (—ake +ale )(—ape »
+al ) 6% (p + k)
1 kHp¥ . .
= ) dekd3p—p (aka_kefz"""t - akaT - cﬂ_ a_x
Wk

+a’ al'(eQ““"t) sPp + k).
(5.165)

Further reduction of the leading k* p” term has a sign that depends on
the values of the indices.

Part a.  First consider the momentum case where one of y, or v is zero

fd3x7r”7r0 = fd3x7r07r“

1 . .
=-3 fd3kk“ (aka_ke_z"”’" aka;; - altak + al f 2"”’").
(5.166)
For u # 0 this can be written as a vector operator
1 .
e, dexTO" == fd3kk (aka_ke_z’“’"’ + a;r(aTkeZ’“’”)
(5.167)

V(5 P
+ 3 fd kk (akak + akak)

125



126

SYMMETRIES.

To get the desired result the time dependent terms have to be made to go
away somehow. Consider a spherical parameterization of the momentum
space

k = k(sinfcos ¢, sin 6 sin ¢, cos 6) , (5.168)

Note that the volume element is

&’k = k* sin0dk A dO A d, (5.169)
where k € [0,00], 8 € [0,n], and ¢ € [0, 2n]. If we map k — -k, the
volume element becomes

&’k = (—k)? sin 0d(—k) A dO A dg, (5.170)

over the same angular intervals, but k € [—o0, 0]. Flipping the sign of the
time dependent operator products gives

aka_ke—Zzwkt + alav_kehwkt N a_kake—Zzwkt + Cl a;r(ethkt 5.171)
- aka_ke—thkt + aTaT eZzwkt

which shows that this is an even function in k. The even characteristics of
the volume element and time dependent terms and the odd character of
the momentum vector k can be used to show that these terms integrate out
to zero. Let’s compute the integral by averaging the momentum operator
using both parameterization sign options. First write

al, et (5.172)

—2iwyt
f(K) = aga_ge +aa,

¥
k
SO
f Frkf (k) = % f d3kkf(k)+1 f PRK f(K)
2
- f K*dk f sin 6d0 f kk(6, ¢) f (k)
2
.1 f (k) f Sin 00 f (~k (@, ¢)f(—K)
2
- f sin 6d0 f d¢k( f Kk f(K) + f k3dkf(—k))
27 )
== f sin 6d6 f d¢f<( f IS dk f (k) — f k3dkf(k))
2 Jo 0 0 0

(5.173)
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so the momentum is reduced to

enfd3xTO" = %fcﬁkk (akalt +a£ak)
=;ffw@d%+hbdb (5.174)

_
:ff&@@ﬁiﬁm»

An argument like that of [19] can be used to dismiss the unphysical
infinity associated with the ground state energy level, leaving just

%ffﬂwszwdw (5.175)

Partb. Foru=m+#0,and v =n # 0, we have

Kk oy
fd3x7r " fd3k ” (aka_ke 2wyt akaT—aTka k+a kalt 2""”)
k

(5.176)
Can the time dependent terms be killed in this case?
Part c.  TODO: some stuff is wrong here.
Forv #0
Ktk : . PR
dexﬂ’“Jr" =-3 dek o ( aka_ke_z"""t—akal —all(ak —ala'_kez"""t)
1 Kk . ,
=3 fd3k " (aka_ke_zlwk’ + ak a + a K + altaikezm’k’).
(5.177)

Here’s a summary of these products

1 N
f & xn’n° = ) dkawy (aka_ke 2wt aka;fI - altak + al 'kez"“"t)

(5.178a)
fd3x7r"7ro = dexﬂoﬂ”

1 Y
=— | &Pk (aka,ke 2wyt akak - aliak + alaTkeZ"“kt)

2
(5.178b)
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1 Knkn .
fd3x7rm7r” 3 &k (aka_ke 2wt 4 akal + akak + alt 'kez"”"t).

Wk
(5.178¢)
For the mass term it was previously found that
1 > ‘
3 fd3x,u ¢* = T fd3k— (a kake 2"""t+al aJreZ"””+akaI +akak)
Wi
(5.179)

The Hamiltonian component has been previously calculated, and re-
solves to

1
fd3xTOO = 5 fd3ka)k (akalt + alak). (5.180)

The other diagonal components, for r # s # t are

1
3 rro_ 3 m__m 242
fd xT —fd x{— E atn" — = E ' ——2,u¢

m=r,0 m—s,t
1 k" 2 _ kS 2 _ kt 2,2 ) .
=— fd3k( k) k) —p (aka_ke_zu"” + akar
4 Wy
+ altak + altaTkez”“"t)

1 .
_ 2 3 —2iwyt T_ T T thkt)
1 d’kwy, (aka_ke —aga, — ayag + aa’ e

k" 2 kS 2 _ K 2 _ _ U_) )
_ fd3 (k") = (k%) (k") ﬂ % (aka_ke_z"”“
4 Wy,
+ali T Ziwkt)
1 3 (kr)Z _ (k5)2 _ (kt)Z _Iu2 + (1)]% . :
+ 1 f ad’k o (akak + akak)

1 3 (k")* — “’% 2iw j
— - il ToT 2iwyt
=3 fd k—wk (aka_ke +aya e )

kr2
2fd3 (wi (aka£+alak).
(5.181)
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This doesn’t have the nice cancellation that killed the time dependent
terms in the Hamiltonian. Such cancellation also doesn’t appear in the off
diagonal energy-momentum tensor components, which are

fd3xT"0 = fd3xT"0

1 3 2iw, i
- __ —2iwgt _ T F T o 2iwgt
== fd kK" (aka_ke agay, — ayax +aa’ e ),

(5.182)
andform#n#0
& xT™ = 1 d3kkmkn (aka_ke_Zi“’"’ +aga +alag+aa eZiwk’)
) kT Y% K%k :

Wi
(5.183)

The eq. (5.182) result has time dependence that the stated result does
not (but is linear in k as desired)? Did I miss something?

Exercise 5.2 Field Lagrangian with a divergence. (2015 ps1.5)
Show that replacing the Lagrange density L = L(¢,, 0q¢,) by

L' =L+3d, N (x), (5.184)

where A#(x),u = 0,---,3, are arbitrary functions of the fields ¢,(x), does
not alter the equations of motion. Thus, when constructing the most general
Lagrange density for a field, we do not have to include terms which are
total derivatives. This will simplify life.

Answer for Exercise 5.2

Consider first just two fields, say ¢ and ¢, and consider

P 8 (0N B AN By
05| =2, | = g, (2 (L2200 L O W
s (&w g ) ’ (%m( 96 v " oy axﬂ))
zaﬁﬁ (5.185)
0
_ (‘)(’)ﬁ/\/’
-

We see that the divergence d,A* also satisfies the field Euler-Lagrange

equations for the field ¢. This will clearly be the case for multiple fields.

Making that explicit, we can generalize the above slightly
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P o OntOg,
p dunt) = 8 e
P (53/3% nh ) P (83/3% by 5)6”)

= 05— 64, (5.186)
P ogy " H
68[;/\'3
9¢a
Exercise 5.3 Scale invariance and conserved charge. (2018 Hw1.1V)

Consider classical electrodynamics with the Lagrangian

1
S = f d4x(—ZF,WF’”). (5.187)

Consider the following “dilatation” (or “scale”) transformation:

r _ d
xﬂ—>xﬂ—exﬂ

(5.188)
Au(x) = AL () = e AL (),

where d is a constant, called the dilatation parameter.

Dilatation invariance in QED (and QCD) is perhaps the simplest exam-
ple of a symmetry, where the classical action is invariant, but the quantum
theory is not (as you will learn later, in the spring class). Broken scale
invariance arises because one has to introduce a short-distance cutoff (a UV
“regulator”) to define the quantum theory. (We already saw an indication
of the need for a regulator when we considered the divergent zero point
energy of the free quantum scalar field.)

a. Show that the action is invariant under dilatations.
b. Find the corresponding Noether current.

c. Show that — perhaps, after a redefinition of j, ; notice that any
conserved current j, can be redefined by adding to it 8”C,,, where
Cyy 1s antisymmetric, without spoiling its conservation (in this
case C can depend on x*,0" and A*, of course) the dilatation
current is simply related to the energy-momentum tensor: j;," f—

%,T",%"", where the symbol con f indicates that these are the

conformal energy-momentum tensor and dilatation current. Notice

that this problem, secretly, requires you to also derive T#” for the

electromagnetic field.



d. Show, then, that conservation of

5.12 PROBLEMS.

implies that the energy-

momentum tensor of classical electrodynamics is traceless (the

trace of the tensor is defined as usual to be g,,, TH").

e. Finally, open your classical electrodynamics books and recall the
interpretation of the 7%, T°*, T etc., components of the energy
momentum tensor as energy density and pressure. Show that the

tracelessness of TH” is equivalent to the familiar relation

p=p/3

between the energy density and pressure of isotropic radiation —

the equation of state of blackbody radiation.*

Answer for Exercise 5.3

Part a.  With x’* = e x*, the volume element transforms as

d*x’

The components of the four-gradient transform as

0
Ox,,

SO

F/

The action

SI

pv =

- Mty

3 ox, 0
B 0x;, 0x,
— e_di

0xy

’

is therefore invariant

1 4 1t ey
_ZdeFﬂVF

1
- f oA g4 o F, o2 v

1
- f d*xF, F*

S.

4 In class, I promised you some finite-temperature problem, but this homework got long.

(5.190)

(5.191)

(5.192)

(5.193)

For now, this will remain the only connection. I'll try to keep my promise... may be in the

final?
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Part b.  We need the variation of the potential

SA, = AL(x) — A,(x)
=Al(e™ ) — A (x)
~ AL((1 = d)x') = Ay(x)
= ¢ A, (1 - d)x') - A (x) (5.194)
(1 - d) (A, — dx®8,A,) — A,
—dx®9,A, — d (A, — dx®9,A,)
—d(1 + x%8,)A,,

X

Q

and the variation of the field

6F,, = F/'W(x) — Fu(x)
= F,(e7'x) = Fu(x)
~ F (1 = d)x') = Fiu(x)
= e 2 F, (1 = d)x') — Fju (%) (5.195)
(1= 2d) (Fuy = dx"0oFuy) = Fuy
= —dx" 0o Fyy — 2d (Fpuy — dx" 0o Fuy)
~ =d(2 + x70,)F ),

X

so the variation of the Lagrangian is

1
6L = =5 (OF ) F*”
1
=~ (CDF" Q2+ x"00)Fy

v d V.,a
= (d)F* F/,lv + EF'H X a(lF/,lV (5.196)

(d)FM F, + gx“aa (FuP™)
~A(d)oL — (d)x DL

_4(d)<=f - (d) (8(1()(&,5) - GCa(txa)
—(d)Bo (x" L),

so the variational current (what is this called?) is

Jh = —(d)x'L. (5.197)
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Finally, we need

oL 1 o
= ——F° O0Ag — 05A,
0,A,) 2 a(aﬂAv)( Bk )
; (5.198)
— __(FM _ pvH
5 (F* = F™)
=—F".

Combining eq. (5.198), eq. (5.197), and eq. (5.194) we can calculate the
conserved current, which is (ford = 1) is

. oL }
Jin = Faauan o ~ i (5.199)
= F* (A, + x%00A,) + L.

This can be put into a slightly nicer form

Jiy = FA, + FYxF oy + FX90,A0 + XL

= EYA+ FR X F oy + 0, (FP XY Ay) — A X2 8P — A B0, XT + ¥ L
= FXF,, + 8, (F*x"A,) + XL,
(5.200)

or

= X (FYFy + 0 0 L) + 0y (F™x"Ay) (5.201)

It was hinted that the complete derivative of an antisymmetric tensor may
be dropped from the current, that’s because

O (J* +0,C") = 0, J" + 0,0,C*

(5.202)
_ o]
=0uj s

since the derivative operator d,,d, is symmetric, and the sum of the contrac-
tion of symmetric and antisymmetric tensors is zero. Since the complete
derivative term F*x*A, is antisymmetric in uv so we may drop it from
the current, leaving only dependence on the electromagnetic field F.
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Part c.  Having been given the secret that we have to calculate the energy
momentum tensor, let’s start with calculation of the conserved current
associated with a spacetime translation

Xy = Xy, = Xy +ay. (5.203a)

Ay(x) > AL(X) = Ay(x) + a“0,A,. (5.203b)

The gradient d,, and volume element d*x are unchanged by a translation
transformation. The potential transforms as

6A, = Al(x) — Ay(x)

= A0 —a) = A, (5.204)
~ Ay(x) —a"0,A, — A, (x)
= —a“0,A,.

The field transforms as

6F,, = F/'W(x) — Fu(x)

= Fiu (& = a) = Fiu (1) (5.205)
~ /w(x) - aaaaF/lv - F,uv(x)
= —a"0oFpy.

Finally the Lagrangian density transforms as

1
0L = = (OF ) F*”

1 a v
= 50" (aFyw) F* (5.206)
1 (02 v
= 74"0 (FuF™)
= 04 (aL).
That is
Jh=—-ad"L. (5.207)

The conserved current associated with spacetime translation is

oL y
@ = By T a (5.208)

= —F"(=a%0,A,) + a"' L.
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As was the case in eq. (5.201) we are able to put group all the explicit
potential dependence in a discardable package

=a"F"F,, +a"F*"0,A, + d"L

" F0Aq + & L (5.200)
=a"F"F4y +a%0, (FAy) — a" 0, Ay + d'L

or

Ja=a® (FFFoy + 8 3L) + 0, (Fa%A,) (5.210)

The factor F*Ya“A, is completely antisymmetric in uv so we may drop it
from the current. From eq. (5.201), eq. (5.210) we can introduce (confor-
mal) dilatation jg;; and translation conservation j, currents

Tan = —Jan + O (F"xAq)
Jo=—Ju+0, (F"a"A,),

effectively dropping the complete derivative terms (also changing signs to
match the literature [11]). That is

(5.211)

jﬁil = x'04,
7h=ae, (5.212)
O4, = FF9F,, —6",.L.

Here we’ve factored out the common (conformal) energy momentum
tensor ®*,, which may also be written with upper indexes

O = FFIF ;8" — g L, (5.213)
which is symmetric with respect to index interchange

O™ = FVO'FO_wga,u _ gv,uef

= " Fpo F7" = gL (5.214)
= F'F g — gL
="

Partd. We require the divergence of a Noether current to be zero, so for
the dilatation current

0= 6lljgil
= (9,x") @, + x'9,0", (5.215)
=0, +x"0,0/,.
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In particular for x = 0 we must have ©®¥, = 0. Incidentally, given @, = 0,
then for non-zero x we must also have 9,0, = 0. That can be demon-
strated directly utilizing the zero divergence of the Noether current for a
spacetime translation

0= dufa (5.216)
=a"0,0",.

As this is zero for all @ we must have 6,0, = 0.

Part e.  The trace written out explicitly is
0=0",=0%+0"+0%+0=0"-0"-0"-0%, (5217)

Since @ = J(E?+B?) = p,and -@Y = T(}) = E,E; + BB - }5,;(E* +
B?), where T/gy) is the electromagnetic stress tensor (borrowing notation
from [11] again), we have

3
o= —ZT}{,{M). (5.218)
k=1

In [8] Tl.(;w) is described as “the force (per unit area) in the ith direction
action on an element of surface oriented in the jth direction — diagonal
elements represent pressures, and off-diagonal elements are shears”. Inte-
gration of the stress tensor over a cube, as sketched in fig. 5.4, serves to
illustrate this nicely, as only the diagonal elements contribute to such an
integral. If the total cubic face area is A = 6AA, the total force of on the
surface is

FZf% -a
o [ou(rit], - i)
+ e f52k(T1E§/[) - T,Eg’l) _) +e3 f63k(T;£éu) - Tgﬁ) %)9)
= AAe (T,EIIV” Ty _) + Adey (T/EQW) T _)

+ AAes (Tg“ Ty _)
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L
ﬁ,m
:a’l')

Figure 5.4: Cubic surface and outwards normals.

Assuming isotropic fields, the total pressure of the fields on the surface is

ML T

P= 6AA

(5.220)

which recovers eq. (5.189).

Exercise 5.4 A SUR), xSUQ2)g model. (2018 Hw2.1I)

This problem introduces a model to describe the symmetry realization of
the nonabelian chiral symmetry in QCD (quantum chromodynamics). The
word ‘“chiral” should become clear later in this class, but the “nonabelian”
part will be clear below. SU(2);, X SU(2)g is an exact symmetry of QCD
in the limit when the “current masses” of the u and d quark, m,, and my,
are taken to vanish. In the real world, it is an approximate symmetry, in
the sense that m,, and m, are small compared to the intrinsic scale of QCD,
given, say, by the proton mass (m, 4 ~ MeV < 1GeV). This is, thus, an
example of an “approximate symmetry”.

Closer to the theory you will study below, the scalar model with SU(2), X
SU(2)g symmetry, is really the same as the Higgs sector in the Standard
Model, in the limit when the electromagnetic and weak interactions are
turned off. SU(2)r X SU(2)g becomes a symmetry in this limit. It is only an
approximate symmetry, as the electromagnetic and weak couplings (which
explicitly break it) are dimensionless numbers smaller then unity.

Finally, to end the preaching preamble, the notion of approximate sym-
metries is not new and you have, for sure, been exposed to its usefulness
when studying the hydrogen atom spectrum in quantum mechanics.
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a. The Lagrangian you will study is that of two complex scalar fields,

assembled into a column ® = (¢, ¢2)T (the T is here so I do not
have to go through the trouble to write a column instead of a row).
It is given by:

£=08,00,0-mdid-A(dd). (5221

Show that eq. (5.221) is invariant under an SU(2), global symmetry
transformation ® — U;®P, where UzU . = lis a2 X2 unitary
matrix of unit determinant. In addition, the Lagrangian has a U(1)
symmetry, not part of SU(2)., acting as ® — ¢®. Find the
currents and conserved charges under these symmetries.

Hint: recall that an infinitesimal SU(2); transformation can be
written as Uy ~ o + iwa%“, where ¢ is the unit 2 x 2 matrix,
0% a =1,2,3 are the Pauli matrices, and w, are the three parame-
ters of infinitesimal SU(2); transformations.

. Show that the charge operators, O%,a = 1,2,3, conserved due

to SU(2); invariance, obey the angular momentum algebra, i.e.,
[ Af, Qé] =i Qé (plus cyclic permutations).

. The Lagrangian eq. (5.221) has, however, a larger symmetry than

simply the above SU(2).. To begin seeing this, instead of using ® =
(@', )T introduce the real and imaginary parts of ¢'?. Use ¢' =
Yl +iy?, ¢* = 3 +iy*, and introducing ¥ = (¢!, y?, ¢, yHT,
show that eq. (5.221) can be written as:

L = ad, ¥ Y - bm*¥TY — cAYTY)  (5.222)

on the way determining the (pure numbers) a, b, c. The Lagrangian
eq. (5.222) has, clearly, an O(4) symmetry, i.e., is invariant under
Y — OY, where O is a 4 x 4 orthogonal matrix, 070 = 1.1Is there
a continuous U(1) allowed in this case?

Comment: I will spare you finding the currents for SO(4) (SO(4)
matrices are the restriction of O(4) matrices to the ones with unit
determinant). What you will do next, instead, is to use the equiva-
lence of Lie algebras SO(4) =~ SU(2)r X SU(2)g, which will come
about by another change of variables (see below). Notice also that,
as it comes, SO(4) happens to be the Euclidean version of SO(1, 3).

. To expose the SU(2)p X SU2)g symmetry of eq. (5.221), now

use the following change of variables. Consider, instead of ® in
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eq. (5.221) the 2 X 2 matrix H made up by components of P as
follows:

I, 1 | ¢ ¢
—(i0? ", ) = — | "2
V2 ‘/5[—¢1‘ "

Show that under SU(2) transformations,

H= } (5.223)

H— %(iaz(ULCD)*, UL P)
(5.224)

1
6(ULiazcb*, U D)
= U, H.

Hint: the tricky part is to show that io?(U; ®)* = io? U,d* =
Upio*®*. What you need to show, then, is that c?Upo? = U;
(this fact will be very useful in our future studies of spinors, so
make sure you understand it).

. Using the change of variables eq. (5.223), show that

_ L{igil? + 1o 0

H'H , s
2 0 p11* + Il

(5.225)

and, hence, that eq. (5.221) can be written as
2
L =tr(3,H'#"H) - m* tr(H'H) - A tr H"HY.226)

where tr denotes the matrix trace. Show that now eq. (5.226) has
SU(2)L x SU(2)g symmetry, acting on H as

H— U HU, (5.227)

where the action of U; on the right is pure convention (we could
have taken Uy instead). Uy and Uy are two sets of independent
SU(2) transformations. The L and R (left and right) names are
self-evident in the way eq. (5.227) is written. Show that under
SUR)L x SUR)g
a b

H = iwaL%H - iwfﬂ%.
Hint: clearly, the only thing you need to show is SU(2)g invariance,
as SU(2);, was already shown.

(5.228)
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f. Show that the left and right SU(2) conserved currents can be written
as

o =
b
]*Ié =

tr ((‘WHTO'“H —H'co'H
_ (5.229)
tr (aﬂH(r”HT - Ha”a#HT)

|~

|~

and that the corresponding generators QaL’R obey the commutation
relations of two commuting angular momentum algebras.

Hint: notice that both currents are Hermitian and that the left is
obtained from the right by interchanging H with H'.

Answer for Exercise 5.4

Part a.  Let’s consider the SU(2),, case first. Noting that (09" = 0%, the
transformed fields are
@l — elO’w/2¢

' = pieicw2 (5.230)

s0 7@’ = &P, and 50 9, HP’ = 3,DTH*P. This shows that the
Lagrangian density is invariant under this transformation.
The variation of the field is

§P=P —P
z(}+ia-w/2)¢—¢ (5.231)
= %0’ - wP,
SO
ST P) = (6ONHD + dT6D
= % (' 0 + @l wd) (5.232)
=0,
and

50, D7 ®) = 9,(6D")H D + 9,DTF(5P)
= 5 (0,970 P + 5,070 - WD) (5.233)
=0,
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s0 0.L" = 0. To calculate the conserved current, we have to be slightly care-
ful with the order of operations so that the matrix products are compatible

_ oL 5D + 67 ‘u‘;
(0,P) 0(0,P") (5.234)

- % (00" (0 )@ - O (0 - ) D),

#

or
= 5 (@ olote - o o), (5.235)

where 7, = w, j*.
For the U(1) case we clearly have .L” = L. The variation is

b= -
~ (1 +ia)® - @ (5.236)
= iad,
SO
(DT D) = (6OTD + DT (6D)
- ia (_q)T(D + q)Tq)) (5.237)
=0,
and

58,0 ®) = 9,(6DNF D + 9,DT¢(5D)
= ia (-0, "9 D + 9,0 ) (5.238)
=0,

so 0.L = 0. The conserved current, again being careful of the order, is

Y R
= 50,9 0 a,00 (5.239)
= ia (" ®"HP - D'(9'D)).

Jo
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Part b.  The conserved charge is

0=~ f Px (" P - O o0 D)
2 (5.240)

_ ! 3 t a t _a

—zfdx(ncr(l)—(l)o-fl),

which can be expressed in terms of the individual fields so the commutators
can be computed more easily. Expanding out the matrices, we have

=3 f &x (nlotg, - plotmy). (5.241)

To simplify the commutator expansion, assume that r, s indexed functions
are functions of x and m, n indexed functions are functions of y, for

0. 0" =~ f Pyt oh, [1ids — dine il bn - ol
f Pxdyotob, (|7l dhma] + 85 mhta])
Pxdyotob,, (wldhbsmy — Sl mid, + ol mn
— 7,61 dus)

fd XdSyo-rs O imn ((¢mﬂr + [ s ¢jn])¢sﬂn - ¢Lﬂjﬂn¢s

4>|~4>|~

4>|~

+ (ﬂM + ¢85, 7]) s - 7l pury)

Xd3y0-rs mn( m r ¢S’7rn [ﬂr"pm] ¢S7Tﬂ

4>|~

+ 70,07 75, ¢l + [ 0] 70 | 7580 -
(5.242)



5.12 PROBLEMS. 143

Each of these commutators has a 6®(x — y) term, leaving
i
[Q“, Qb] =7 fd3x0'f50'fnn( T Sgn = SrmsTn — T bl B g + 6rm7rs¢n)
i P
=2 fd3x0'fs (a'f’ns( Tl - 7r,’,l¢;) + 0 (e — ¢S7Tn))
i
-1 [ @x(haion - @bt + @hrh e
— (04 ps) (b))
fd3x (@TO'bO'aH ~IT'o?0*® + [T 0D — (I)TO'aO'bH)
f x(IT [0, o?| @ - @ [0, 0| 1)
[ (i oo | @ - ' [0 1)
1
2

d° xebe (n"‘a%p - @"'acn)

(5.243)

as desired.

Part c.  Let’s consider the mass term first, which becomes

DD = ¢lg) + oo
= ' - iAW + iy + @ - ighH? + iyt
=W+ WD+ @)+ @ + it -l + it - uted).
(5.244)

Since ®'® is a real scalar in the original representation, the imaginary
parts of this representation must also be zero (i.e. ', ? and ¢>, y* each
respectively commute). This leaves

O'P =9y, (5.245)
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so b, c = 1. For the derivative term, we have
3, DD = 9,0 p1 + 3L 92
= 0,(" — i W' + iy + 0,07 — iwH W + iy
= O Y + Ot + P + 0t oy
+ i y* = 0P + i 0wt - 0t yd).
=9, Y'Y + i "y? - Yo
+ i@yt — o),

(5.246)

where a matched raising and lowering operation has been performed on half
the terms. Because of the ¢! and y>* commutation properties observed

previously, the imaginary terms are killed, leaving

9,07 ® = 9,¥"0"Y, (5.247)

soa=1.

For the question of the U(1) symmetry, suppose that ¥ — @Y. We

then have
6L = 2L - 2iaed (")’

(5.248)

which does not have the required four-divergence form required for a

conserved current, so there is no U(1) symmetry.

Part d.  We want to examine the transformation of o>(U;®)*, which, to

first order in w is
2 * 27Tk ANk
o (ULP) - o°U; P
~ " - %O'zwa(oﬂ)*cb*

1 1
Because 0! = [O } Lo = { 0 } are real, and o is purely imaginary,

1 0 0 -1
we have ()" = 0!, ()" = 03, and

(U%*:HO 4” :{0 i}z—a? (5.250)
i 0 -i 0

(5.249)
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Utilizing these conjugation relations, and the commutation identities
ool = —olo for i # J, we have

(UL D) - O - é (a)10'2(0'1)* + W () + w30'2(0'3)*)d>

i
=P - - (wlo'(r — o +w30'0')<I>*

i
=P - - ( w0’ — wyo 0'2—w30'0')<l>*

=P + (a)la' + W + wio )O'ZCD*

= U,o? CD .
(5.251)

%(z’a‘zcb*, ®d), we have

Plugging into H =

1
H - —(iocX(U D), U D)
V2

1 (5.252)
—(ULic?®", U D)
V2

=ULH,

proving eq. (5.224) as desired.
Incidentally, eq. (5.251) shows that

o*U; = Upo?, (5.253)

the identity that was claimed to be important for future spinor theory work.

Part e.

. [ ¢ ¢1} [qﬁz —m]
2

Rl 4 (5.254)
_ l¢§¢2 + o8, dadr - mm] |
P15 — D59] P11 + dr
Assuming [¢1, ¢2] = 0, we have
2 2
= L4F el 0 2], 5055,
2 0 1l + 12|
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and

tr H'H = §(|¢1|2 + 1¢ol?) (5.256)
=D,
For the derivative terms
050 ¢2 + 0,10V 'P] 020/ 'P1 — 010 2
0,910 d; — 0,950V p] 0,910 P1 + 0,450/ D2

Applying matched raising and lowering operations on one half of each of
the cross terms kills them, leaving

0,H 0"H = l %5.257)

. H " H = laﬂ%a% * 196 0 15.258)
0 0u 0" P1 + 0,950 P2
SO
tro,H'0"H = 6,0 " P, (5.259)

proving eq. (5.226).
We can see that the transformation eq. (5.227) leaves the Lagrangian
density unchanged by direct substitution. Let’s do this term by term

3 H' 9 H — 8,(UrH' U (WTHUY)
= Ur(8,H'#" H)U},
= (8,H'3"H)URU,
= 0,H 9"H,

(5.260)

since 0, H TOMH is a scalar. Similarly

H'H — (UpH' UD(WTHUY)
= Ur(H'H)U}, (5.261)
= (H'H)URU};
=H'H.

Finally, the variation of H is given by

5H=H'—H .
~ (1 + éwﬁ;o-“)H(l - éwfab) -H

i (5.262)

(wéo-“H - wao-b) + O(w)

Y

1

(wﬁo-“H - wﬁHc’”) ,

[\
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which recovers eq. (5.228) as desired.

Fart f.  To proceed, we clearly want a trace based expression for the
conserved current. To determine the structure of that current, we can vary
the action using a Lagrangian density of the following form

L =tr(0,H'&"H + V(H'H)). (5.263)

That is

68 =6 f d*xtr (6,H'"H + V(H'H))

= f d*xtr (3,1(6HT)6“H + 3, H'O"(6H) + ((6H"H + H*((SH)))

OH'H
= f d4xtr(a,,(5HTaﬂH) - 6H"8,0"H + 0"(0,H"6H) - ("9, H")6H

+

T ((6H"H + H*((SH)))

- f d4x(a,, tr (6H 0" H + 0" H'5H)

+r ((SHT (—aﬂaﬂH Y H) + (—af‘a,,HT + 6—VHT) 6H)).
OH'H OH'H
(5.264)

The second trace must be the equivalent of the Euler-Lagrange equations.
It’s not obvious how to pretty that up, but we can mandate that it must be
zero for all variations 6H, H', which leaves us with

5S = f d*xd), tr (5HWH+ aﬂHT(SH). (5.265)

A Noether conserved current requires 65 = f d4x(9ﬂJ“, or

Outr(SH'O"H + 0" H'6H) = 0,,J*, (5.266)
so defining a Noether current as

F =t (6H'3"H + ¢"H'6H) - J*, (5.267)

we have d,,j* = 0 as desired.
In case the hand waving portion of the argument above (mandating that
the second trace is zero as it must be equivalent to the Euler-Lagrange
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equations) is not convincing, then we guess that eq. (5.267) is the desired
form of the Noether current, and justify that guess for our specific case by
direct expansion using

H = % i o]

, 5.268
V2| ot

which gives

tr(6H'0"H + 0" H'H
1 (|- | . —ir @Yo\
=50l |ic2rar o] e lio260* 5]

= % (6<I>T<I>* + 6D HD + HDToD* + aﬂqf(scp)
= 5¢18’J¢T + 6¢*{6“¢1 + (5¢28’u¢; + 6¢36W¢2
(5.269)

This is precisely the Noether current in terms of the original fields ¢ 5, ¢’f72,
given that we have J# = 0 for our Lagrangian.

To prove eq. (5 229) we can now substitute eq (5.228) into eq. (5.267).
Let (0H); = zw H and (0H)gr = —zwbH" and compute the L,R
currents separately

i = ((6H")0"H + 8" H'(5H),)

(( iwkHT )aﬂH+aﬂH*(a} 7H)) (5.270)

= c; tr(—HTO'HG“H+6“H%O'“H),

With ]’Z = Wy fI" , we’ve proven eq. (5.229) for the left current. For the
right current

Ji =t (GH)R0"H + " H' (5H)g)

O_b b
tr ((iw{f 7HT) OH+HH' (—lwbHT))
R (5.271)
=t (c*H'0"H - " H Ho*)

iwk N
- 7“ tr (G”HO'“H' - Ha“a“HT),
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where tr (ABC) = tr (BCA) = tr (CAB) was used coerce this result into the
desired form. An assignment ji, = w, " completes the proof.

Charges.  'To help show that the charges obey the angular momentum
relations we can prepare by evaluating the trace operators. For j‘i’“ this
reduction submits nicely to block matrix form using eq. (5.268).

F = étr (0*H'o"H ~ H' 50" H) (5.272)
i -i®Te?| —itPT?|
= Ztr ] o [io-zaﬂcb* (’)ﬂcI)] - o [iazq)* q)]
o D'

« —i®T25ig? M P — it DT o2 oo P .
MO P
= i (CIDT(rz(T“O'Z(?“CD* + DD - H D PP D — (9”CI>T0'“<I>)

qﬁaaaﬂqj B

—OTr®* + DI D + H PP — ' PToD a2
i { P P + DT YD + TP HP - FPTPP a=2

i x{ DT P* + DT ?H P — HPT 2 D" — DT 2D a=2

4 | —tdT D + DTIHD + PTTIHD — F DD a2

= (@0 d'd — ' T D).
2
The conserved charge has the structure
Q¢ = % f x (T TI - IT' D), (5.273)

which differs only by a sign from the conserved charge that we found in
eq. (5.240), which we already demonstrated has the commutator properties
of angular momentum operators.

A eq. (5.272) reduction is possible for j‘;e’” too, but needs to be setup
differently. Let

Y =

¢2] , (5.274)
¢
which allows us to put H, H' in an appropriate block matrix form
1| ¥
H=—
V2 [¥Tio?

H = % ¥ —ic?¥].

(5.275)
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=%

Plugging this in for f, we find

a

tr (a"hhrf’HT - Ha“aﬂHT)

N~

_! [ o ]0“ ki —io—z‘if*]_[ ‘TP-T z}m ¥ —io?omy]

IS

b 1o

Yiio

tr
6‘“{” Y + 'Y 2Py - YooY — ‘I’TO'O'O'ZB”‘I’*)

Bl

I

MY oY + YT - YT oY — YT o204y a=2
{ MY oY - YT -~ YT oMY + YT oo Y™ a#?2
i | Y oY - YTo20"Y - YT o204y + “Y T o?Y a=2
4 { MY oY - YT oOtY - YooY + 0HY oY a#?2
% (%1 ¥ — ¥io9y).

(5.276)

The conserved charge is therefore

Q% = % f Ix(Vo"¥ - ¥o"¥). (5.277)

This clearly also satisfies the angular momentum commutation relations.

Charge commutation: partial: ~ The charges Q%, Q’Z should commute by
virtue of originating from two independent symmetries, but to show this
seems ugly.

Here is a partial attempt. In terms of the matrix elements

SO

i
QL’a = Efd% (Hjso-stHfr Hrsa-slHl‘r)
(5.278)
oRb = 3 f &y (H,s0, H}. — Hys0b,H] )

L.a R.b
|0, 0%
1 . .
= f d*xd®y [H]\Hy — Hf\Hiy, HynH},, — HynH,, | 04,00,

st

(5.279)

= f d*xd®y [H},Hyy — HyHiy, HynHyyy = HynHo | 04,07,
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For this to be zero, each of these 16 X 3 X 3 commutators must be zero.
Presumably, we could plug in the ¢ 2, 71 2, ¢} 2 i 2 values, and find that
this is the case (perhaps only when the o-‘jtam) elements are non-zero.)
On paper, I did write out H;.H,, — H;, H;, in terms of (¢, 7)’s, and it was
interesting that all of the operator factors in each of those sum of pairs
commuted. That expansion was fairly tedious, and probably not completely
correct, and I did not attempt to do the same for H,, H};,, — HynH},, and
show that those two sets of four operators (each with four pairs) commuted.
There has got to be an easier way! If there is not, such a proof is a job for

a computer program, and not a person.

Exercise 5.5 Wigner and Nambu-Goldstone modes. (2018 Hw2.11I)

Consider now our Lagrangian eq. (5.226) and imagine that m? < 0, for
whatever reason (nobody knows, really), while A is still positive. This now
becomes the Higgs Lagrangian of the Standard Model. We explore the
SU(2) x SU(2)g symmetries in this model.

a. Show that the classical potential in eq. (5.226) now becomes:

V=—|m?|eHH + A(trH*H)2
| 2| (5.280)
(I¢1|2 + |¢ol? - ] + const.

b. Clearly, there are extrema of the potential when |¢1|2 + |¢)2|2

and when |¢>1|2 + |¢2|2 = I | The second one has, clearly, smaller
energy density. To quantlze the theory, we now have to choose
which classical minimum to expand around. Show that, if we ex-
pand around |¢; |2 + |¢52|2 = 0, we will find that the ¢, excitations
are tachyons, even classically. This signals an instability, rather
than a faster-than-light propagation and shows that we have chosen
the wrong value of @ to build our quantum theory.

c. Thus, consider the |¢1|2 + ol = | | minimum of V. This is really
a set of minima. In fact the set parameterlzed by o1 + |po)* =
const is also known as a three sphere (3, embedded in a four-
dimensional space parameterized by '~* - not the spacetime!).
To build the quantum theory, we will choose a point on this three
sphere (a.k.a. the “vacuum manifold” - the set of field values that
minimize the potential). We will now study the small fluctuations
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around the chosen point and the spectrum of the theory in this
vacuum. There is an infinite number of parameterizations that can
be used to do this, but I will suggest one that makes the symmetries
the clearest. Thus, use the H-representation and take
HE) = (1 4 e o (5.281)
2V2
The logic here is as follows. When /(x) and ¢“(x) vanish (i.e. there
are no excitations), the parameterization eq. (5.281) is equivalent,
by eq. (5.225) , to taking a specific point on the vacuum manifold,
i.e. the one where ¢; = 0 and ¢, = |m|/ V2. The fields h(x) and
¢“(x) parameterize the fluctuations around this ground state (for
sure, they can be mapped - the map is nonlinear - to the fluctuations
of the fields ¢ » around the chosen vacuum value for ¢2.5 What
you will do now is take the form eq. (5.281) , plug it into the
Lagrangian eq. (5.226) with m? = —’mzﬂ, and expand what you find
to second order in the fields A(x) and ¢“(x). Show that the field A(x)
has a mass and find an expression for it. Show that the fields ¢“(x)
remain massless and that their Lagrangian (not just to quadratic
order) only contains derivatives.
The latter point can be seen pretty simply by noting that H(x) from
eq. (5.281) can be written as
Hixp) = ™
(x) = —=Qx)( + h(x)), (5.282)
2Va
with Q') = 1 and det(Q)(x)) = 1. In this parameterization ()(x)
fluctuations correspond to going around the vacuum manifold S,
while the /(x) fluctuations are along the “radial” directions away
from the minimum. The latter cost energy, hence / is massive (the
Higgs field!), while the ()(x) only cost energy if the x-dependence
is nontrivial. The ¢“(x) (or {)(x)) are equivalent parameterizations

5 As in classical mechanics, which variables one uses to describe physics is a matter of
choice and convenience. The Euler-Lagrange equations have the property that they are
invariant under changes of variables, so long as no singularity occurs in the process. In
fact, one of the main motivations of using Lagrangians in classical mechanics is that the
change of variables is much easier to do. In other words, it is much easier to first transform
the Lagrangian to spherical coordinates and then find the Euler-Lagrange equations then
to transform the equations found in Cartesian coordinates to spherical coordinates (in
the latter case you need to differentiate twice...). Invariance of physics under nonsingular
changes of variables in the Lagrangian is, of course, inherited in field theory.
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of the Goldstone fields. What you found here is an example of
a general story: if a theory has a continuous symmetry, which is
not a symmetry of the ground state, there is a number of massless
Goldstone (or Nambu-Goldstone) modes. For internal symmetries
like the ones we are considering here, their number is equal to the
number of broken generators.

In the Standard Model, A(x) is indeed the Higgs field. The fields
¢“(x) actually become the longitudinal components of the W and
Z-bosons (one usually says that they are “eaten”, a manifestation
of the Landau-Anderson-Higgs-Brout-Englert-Guralnik-Hagen-...
mechanism).

. One question that was not discussed and remained a bit obscure is
that of the unbroken part of the symmetry. The original Lagrangian
has SU(2)p X SU(2)g symmetry. The value of H(x) in the vacuum,
denoted by (H), is given by eq. (5.281) with h = ¢* = 0 and is
(H) ~ unit matrix. Show that, while (H) is not invariant under
SU(2)L X SU(2)g for arbitrary SU(2); and SU(2)g transformations,
it is invariant under eq. (5.227) with Uy = Ug. Such SU(2)p X
SU(2)g transformations with Uy = Uy are called “diagonal” or
“vector” SU(2)y transformations. These remain unbroken in the
vacuum. In the electroweak theory, the third component of SU(2)y
is identified with electromagnetic U(1). Show that the current
associated with SU(2)y transformations has the form:

j%“ = étr ([)‘,lHT [c“ H] +0,H [o-”,HT]) (5.283)

Show also that the other “linear” combination of SU(2); and
SUQ2)g, eq. (5.227) with Ug = Uz corresponds to the current
(not conserved!) usually called the “axial current”

jhe = étra#HT{a“,H} —duH{o" H'), (5284

where {A, B} = AB + BA denotes the anticommutator.

. Show that to linear order in the fields A(x), ¢“(x), the a-th axial
current is simply

J~ (H)Y 9,9, (5.285)

and find the constant in front. Thus, when the quantum operator cor-
responding to eq. (5.285) acts on the vacuum, it creates a quantum
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of the Goldstone boson (times the momentum and the “Goldstone
boson decay constant” which is really equal to (H)).

Show also that, to leading nontrivial order in the fields, the con-
served vector current j%¢ is quadratic in the fields ¢

In QCD, the relation eq. (5.285) and the algebra of the currents
j¥4 constitute the basis of an approach to soft-pion physics (soft
means low energy) known as “current algebra”.

Here, we studied the Nambu-Goldstone mode. In the Wigner mode,
when m? > 0, there are no massless particles, as is easy to convince
yourselves.

Answer for Exercise 5.5

Part a.  To expand the potential note that

(I)T
= % (o7 + ') (5.286)

w(H'H) = % tr[[_iq)fgz} i @]]

1 * % * % 22
= 5 (9101 + 6205 + 0161 + 430°)
= |¢1* + Igal”,

so we have

V=—mPu(H H) + A(r (H?H))z

= —mP (161 + I62P) + 21011 + I2P)” (5.287)
= (61 + 1022 = (2 + 10a)
= ol b2 1 b1 #17)].
Completing the square gives
2 2
V—A(|¢1| + 1 M) a(u), (5.288)
]

which proves the result and shows that the constant is — 7.
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Part b.  From eq. (5.287) the first order expansion, ignoring constant
terms, around |¢; I+ |¢)2|2 =0is

V = —[m?|(1g11” + |p2l?) = =|m*| @7 . (5.289)
The Lagrangian density, to first order, may be written in the compact form
L =0,070D + |m* P . (5.290)
The equations of motion are
3,0"® = [m*®
9t (5.291)
3,0/ D" = |m|*®"

2
or, 9,0"y = |m|"y for any Y € ¢1, ¢2, ¢, &5.
Suppose that one of these wave functions has a Fourier transform repre-
sentation

d*p .
W(x) = f #e””w- (5.292)

Such a solution must satisfy the equations of motion

0= ((’)n -V |m2|)1,0

2 2 d*p iwt—ipX 7
= (0 - V2 = |m?)) e (5.293)
d4 : : iwt—ip-X 7
= [ 58 (w0 - v = R) g,
SO
0=-w”+p*—|mP (5.294)
or

w = +p? - ImP. (5.295)

Any ||pl| < |m| results in an imaginary angular frequency. For example, at
p = 0, we have
w = =xim|. (5.296)

In particular

pox’ = wt
= +ilm|t (5.297)
= +|m|(ir).
We see that the angular momentum constraint on the system eq. (5.294)
results in the imaginary time that is characteristic of tachonic solutions.
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Part c. It seems reasonable that we can assume that i(x) and ¢%(x) in
eq. (5.281) are all real valued scalar (non-matrix) functions. That is i(x)
has the role of radial extension or compression of the field magnitude, and
the exponential is of the form ¢/ a matrix valued rotation operator,
where ¢ = (¢', ¢°, ¢°). Given that assumption, H"H can be computed with
relative ease, and has only radial dependence

2
|m|

tr (HTH) =+ h(x))? tr (e—f"'¢ei"'¢)

2
= u(1 + h(x)*trl (5.298)

2
'm' Rt Y.

For the derivative quadratlc form, it is expedient to use the form eq. (5.282),
which gives

d,H & H = ' " (a hQT + (1 + 13, QF) (#*hQ + (1 + h)FO)

2
'ml (a WO RO + (1 + b (0,hQ1 (@ Q) + #h(@,0N)Q)

+ (1 +h)*3,079'Q)

(5.299)

where we have made the usual assumptions that the independent fields
(h, Q) commute. Because Q'Q = 1, we have

0uh QY (3 Q) + & W3, 0NN = 9,k (AT Q) + (*QNHNO)
= 0,h (0"(QY'Q) - ("N + (3*QNH)O)
= 94(1)
=0.
(5.300)

All the cross terms with both /z and Q) derivatives are zero (to all orders,
not just quadratic).

Taking traces (and using cyclic permutation of the matrices in the trace
operations), the Lagrangian density is now determined to quadratic order

= 0,hd"h + —— tr(9,Q7"Q) S0

2 2
L - (";" ) (1+h)*.
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Observe that the Lagrangian density can be split into two independent parts,
one for the radial field &, and another for the rotation field (). Rescaling to
drop the common constant factor |m|?/2.4, the radial Lagrangian is

2
Ly = 3,hdh + m> (1 + h)? — '";' (1 + h)*

o, =" (1wt - 21+ 1)

=9 hﬁ”h—u((l +h? 1) +const: (5.302)
=9 haﬂh—l(zmzﬁ)

= 0,hd"h — |m|2 -H (2 + h)?

= 0,hd"h — 2|m|2h2 +O0(h).

This shows that the mass of the £ field is \/Elml.

The only remaining task is to express the Lagrangian density for ¢“ in
terms of those field instead of (). To evaluate those derivatives, we can
utilize a first order Taylor expansion

8,0 =8, (1 +io - §)

5.303
=i - 0,9, ( )

so the rotation Lagrangian density is

1
Ly = 5 (o dup)io - &'9))
= (0u9) - (0"9)
= (0909,

where we use the fact that tr ((o- x)(07 - y)) = 2x - y.
The full Lagrangian density, to quadratic order, is

(5.304)

L =Ly + Ly = 0,hd"h = 2lm*h* + 8,¢° " (5.305)

Part d.

Problem statement inconsistency. In the problem statement (H) is de-
fined as a 2 X 2 unit matrix scaled by |m|/2 \/1 but later when used in the
statement of the axial current, it appears as a number (since the current
is a number, and not a matrix). In this solution I've used (H) as just the
numeric factor, and dropped the identity matrix factor.
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Setup.  This problem is easiest if we can work directly with in matrix
notation, but first need to know how to express the current. Given matrix
elements Hyp, sz, that current is

oL oL
0@ Hip) 7 AGuH) Y

i+
The trace of a matrix product in terms of the respective matrix elements is

tr (AB) = AikBkj(Sij = AijBﬁ, (5.307)
so the Kinetic portion of the Lagrangian density expands as

tr (8, H'0"H) = 8,(H") ;0" Hi; = 0,H;,0" Hyj. (5.308)

We can now put the current eq. (5.306) into matrix form

jﬂ = a’qu*j(SH,, + 6H;}8“H,'j
= O*(H") ;;0H;; + 6(H") 0" H;; (5.309)
= tr(3"H'6H + 6H'9"H).

Vector current. With H - U HU T, the H variation is

SH=H -H

i i 5 (5.310)
= 30 WH - SH(o - ) + 0(w?)
= Slo-w. Hl,
and its conjugate is

f e g role o o H

SH' = 2[H 00| = 2[0 w,H'|. (5.311)

Putting the pieces together gives
Vo _ | t t
j¢==-tr(0,H [0 -w,H + |0 -w,H"|0,H

= % tr(0,H" [, H] + 8,H |0, HT]),

so setting jX"” =w! jX’” to factor out the w?’s, provides the desired result.
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Axial current.  This is only cosmetically different from the Vector cur-
rent.
With H —» U HU,, the H variation is

SH=H -H .
i i
~(1+z0-w|H|(l+-0 w|-H
( + 2o w) ( + 2o w)
i i ) (5.313)
= 5(0’-0))H+ 5H(0'-(u)+0(w )
i
== : ’H B
JU w, H}
and its conjugate is
LY PR
SH' = 2{0’ w,H'}. (5.314)
Putting the pieces together gives
Aw _ 1 t t
¢ ==ztr(0,H {0 -w,H} - {0 -w,H"|0,H
HeT 2 (9 { JouH) (5.315)

- % tr (aﬂHT{Ga, H} - 5;4H{‘7a’ HT})

so setting j,‘:"“’ =’ jﬁ’“ to factor out the w®’s, provides the desired result.
Part e.

Axial current to first order.  To first order the H partial is

uH = (H) (3,h (1 + i - §) + (1 + h)ior - 3,up) (5.316)
= (H) (0,h + io - ,8) + OQ2).

Because this has no zero order terms, we need only the zeroth order parts
of the anticommutators

(o, HY = (H)(1 + b){c“, 1 + io - )
= (H){c" 1} + 0(1) (5.317)
=2(H)o".

To first order

b = ik w((0uh — ior - 0,9) o = (9uh + ior - Dup) )

(5.318)
= 2(H)? tr (03,¢"0).
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Since tr (O'“crb ) = 26, this reduces to
= (H) (4 (H)) 04",

so the “constant in front” is 4 (H) = 2|m|/ Va.

(5.319)

Vector current to second order.  To make life less messy, let’s write

H=(H)( + h)Q,
so that

[, H] = (H)[c", (1 + h)Q] =(H)h [0, Q].
‘We also have, also to all orders,

OuH = (H) (3,hQ + (1 + h)3, Q)
The current is

j}‘f“ = %tr((?ﬂHT [, H] + 8, H [O_a’HT])

_ % (HY? tr((aﬂhQT + (1413, Q) h [0, O]

+(0,0+ (1 +1)0,0) o, )

_ % (HY? ((a,,h)h r(Qf [0, Q] + Q [0, Q1)

+h(1+ Dt (3,07 [, Q] + 8,00, QT]))
i
=3 (HY* ((3,h)hA + h(1 + h)B) ,

where

A=tu(Q 0,0 + Qe Q)

B=tr (8MQT [0, Q] + 9,0 [0'“, QT])
The first trace A is easily shown to be zero

A=u(Qf"Q - 000" + 0c*Q - 00T0)

=tr ((QQ"' ~ofa+afa- QQ"') 0'”)
=0,

(5.320)

(5.321)

(5.322)

(5.323)

(5.324)

(5.325)
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where cyclic permutation within the trace was used to arrange the terms
for easy cancellation 1 —1+1-1=0.

Expanding commutators, and using cyclic permutation in the trace, we
have for B

B =t (3,07 [0, Q] + 8,0[0*. Q)
= tr (3,0 Q - (3,000 + (3, D Q" - (9,0 )
= r (20,09 - 3,2HQ + O'3,0) - (3,)Q7) )

(5.326)
This can be simplified using

00,0 = -(3,MQf

Qi(gﬂﬂi = —EaZQz)Q’ 5320
SO

B =2t ((Q'(0,Q) - 3,)Q") ). (5.328)

The derivative d,,) has no O(0) terms, so let’s expand the rotation matrix
only to O(1), and then drop any O(2) terms from 9,(). This gives

B =2tr(((1 - io - $)(3,Q0) — (3, (1 —icr - $)) ) + O(3)
= =2itr (o - $)(3, ) — (B, Q)0 - $)) )
=21t ((O'Cqbco'b(?ﬂgbb - O'baﬂgﬁbacqﬁc) o‘“) + 0(03)
= 2¢C(6ﬂ¢b) tr (O'CO'bO'a) - 2(6ﬂ¢b )¢C tr (o-b O'CO'a)
=-2 (¢"(8M¢b) + (8ﬂ¢b)¢c) tr (0'1 0'20'3)6‘”"'

_ _4l-{¢c, au¢b}eabc’

(5.329)

to quadratic order in ¢“. The final steps above used the fact that the
trace of three Pauli matrices is zero unless they are all different, and
tr ((710'20'3) = 2.

The current, to lowest order in ¢“, and all orders in £, is
W= 2CHY h(1 + W){g°. 00" ™, (5.330)

which is quadratic in ¢“ as claimed.
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LORENTZ BOOSTS, GENERATORS, LOREN
INVARIANCE, MICROCAUSALITY.

6.1 LORENTZ TRANSFORM SYMMETRIES.

From last time, recall that an infinitesimal Lorentz transform has the form

-+ x,, (6.1)

where

W = -, (6.2)

We showed last time that w'/ induces a rotation, and will show today
that " is a boost.

We introduced a three index current, factoring out explicit dependence
on the incremental Lorentz transform tensor w*" as follows

1
JUHe — 5 (XPTW _ xﬂTVP) , (63)
and can easily show that this current has the desired zero four-divergence
property
1
0, = 3 (0, X)T™ + X3P — (0,x)T"P — X0, F%)

1
=3 (TP + —THP)
=0,

(6.4)

since the energy-momentum tensor is symmetric.
Defining charge in the usual fashion Q = f d*xj°, so we can define a
charge for each pair of indexes uv, and in particular

0% = f B3 JO0k

6.5
1 3. k00 040k >
25 dx(xT —xT)
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f +jO0k
1 6.6)
=3 fd3x K700 _ xOTOk).
However, since 0 = 8,T* = T% + §,T%, or T% = —9,T7,
O = & (0,170 - 7% _ xO(_ajTjk))
(6.7)

A x (0;(~AT0) + P — PP 4 109, T

(x
Bx(9(=xTP) + @;6TF = T% + 10,17
(
x0; (=T + X7,

&

NI'—‘NI—‘NI'—‘NI'—

which leaves just surface terms, so Q% = 0

Quantizing:  From our previous identification eq. (5.145), we have
T = "¢ — gL (6.8)
In particular
1
00 _ 40,40, 1 0 k
= 0°00°¢ — 5 (300" + 190"¢) ©9)
1o, 0 1 2
== - =(V
23 P3¢ 2( ¢)”,
and

0k = 50pa* . (6.10)

We may quantize these energy momentum tensor components as

00 1o 1. _.
7% = Enz + 5(vgzs)2

" (6.11)
Tk = Eﬁa%.

We can now start computing the commutators associated with the charge
operator. The first of those commutators is

W%W®F%W®WM’ (6.12)
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which can be evaluated using the field commutator analogue of [F(p), g| =
iF’ which is

|F#(x)), 0] = - (6.13)
to give
[7Cx), $(y)| = —i6® (x - y)a(x). (6.14)

The other required commutator is

|77 %), d(¥)] = [#(x)0'(x), b(y)
= 3'd(x) [7(x). d(y)] (6.15)
= —i6®(x - y)d'd(x).

The charge commutator with the field can now be computed
. TAOk 4 € £00 A A0k A
ie| 0%, d(y)| = i~ f &x ([T, $n)] - [T, o))

= = (") - y°0(y) (6.16)
= = (¥ - Y9 dw)).

l\)lml\)l

so to first order in €
- A0k A _ -0k A € A € A
LW = h) + 26 + 0P W). (6.17)

For example, with k = 1

ieQ% ~ —ieQ% _ 4 €14 0 0p
< P(ye =¢(y) + > Y o(y) +y (y)) 6.18)
= 30" + gyl,yl + gy ).

This is a boost. If we compare explicitly to an infinitesimal Lorentz
transformation of the coordinates

USN xojmex1 =0 01!
1 1 10 1 01 1 010 (6.19)
X DX Y0 X=X —wW X=X —w X,
we can make the identification
€
3= e (6.20)
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We now have the explicit form of the generator of a spacetime translation

U(A) = exp (—ia)Ok fd3x (fooxk - Tkao)). (6.21)

An explicit boost along the x-axis has the form

0(A>a3<r,x>0*(A>=$( S ,y,z], (6.22)

Vi V1=
and more generally
O(MN$)T(A) = d(Ax), (6.23)
where x is a four vector, (Ax)* = A*,x”, and A*, =~ 6, + .

6.2 TRANSFORMATION OF MOMENTUM STATES.

In the momentum space representation

& | |
@(X) = f—p el(wpt—px)&p +e_l(wl’t_P’X)&;)
(2n)3 \J2wp

5 (6.24)
d’p ipH Xt —iphat At
:f—(e”’u ap + e ap) o
(27)3 \2wp P
O(M$)UT(A) = d(Ax)
d3 . v . y
zf p (ezp“A/‘,,x &p +e—zp“A",,x &[')) R
2n)% \[2wp Po=te
(6.25)
This can be put into an explicitly Lorentz invariant form
N dp’d? ; v
P(Ax) = é )3” (P2 — p* — mHO(PY) \L2wpe” ¥ ay + hic.
Vs
dp’d®p (6(po — wp)  6(po + w
- f P dp (Opo=wp) | Opo+wp) O(p°) \[2wpdtp + hoc.,
(2n)3 2wp 2wp
(6.26)

which recovers eq. (6.25) by making use of the delta function identity

O(f(x) = X f(x)=0 %, since the ®(pP) kills the second delta function.
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We now have a more explicit Lorentz invariant structure

A _ dp0d3p 2 2 2 0 ipt AR, XY A
O R I U S T Jope™ N ay t6120)

Recall that a boost moves a spacetime point along a parabola, such
as that of fig. 6.1, whereas a rotation moves along a constant “circular”
trajectory of a hyper-paraboloid. In general, a Lorentz transformation may
move a spacetime point along any path on a hyper-paraboloid such as the
one depicted (in two spatial dimensions) in fig. 6.2. This paraboloid depict

the surfaces of constant energy-momentum p° = \/P? + m?. Because a
Lorentz transformation only shift points along that energy-momentum
surface, but cannot change the sign of the energy coordinate p°, this means
that @(p?) is also a Lorentz invariant.

Figure 6.1: One dimensional spacetime surface for constant (p°)? — p? = m?.

Let’s change variables
pt=AYp”, (6.28)
so that
p/tAvav = A/lpp,pgxlvAyo-xg

= p (A pgans) X7 (6.29)

_ P o
=P 8poX
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Figure 6.2: Surface of constant squared four-momentum.

which gives
70 73 7

A dp”d’p 2 2 2 0 ip'xp
d(Ax) = W&(p 0= P =mHOP") \2wap e’ Tapy +h.c.

dp°d’ o
én)3p6(p% -p* -mHO) , [2wape? anp +h.c.

(6.30)

Since

5(pg — p* = mHO(P’) \2wpe’*ap + h.c. (6.31)

b= [ <5 )3

we can now conclude that the creation and annihilation operators transform
as

\20nplnp = U(A) \[2wpap U (A). (6.32)

If the desired normalization for a momentum state is assumed to be
pap 10) = Ip), (6.33)

then by noting that U(A)|0) = |0) (i.e. the ground state is Lorentz invari-
ant), we have

2wapit)y ) 10) = U(A) \2wpay U (A T(A) 0)

= O(A) J2wpa} 10) (6.34)

=UWN)Ip).



6.3 RELATIVISTIC NORMALIZATION.

The normalization eq. (6.33) means that the Lorentz transformation of a
momentum state, takes a particularly simple form

U(A)Ip) = |Ap). (6.35)

In [19], this is argued differently. In particular, it’s argued that eq. (6.33)
must be the required normalization based on a requirement for Lorentz
invariant measure, and then demands U(A) [p) = |Ap). After this eq. (6.32)
follows as a consequence (albeit, how to conclude that is not spelled out in
detail).

6.3 RELATIVISTIC NORMALIZATION.

We will continue looking at the generator of spacetime translation U(A),
which has the property

U(N) 10y = 0y, (6.36)
That is
UAN) =1+ operators that annihilate the vacuum state. (6.37)

The action on a field was

(MU (A) = d(Ax), (6.38)
and the action on the annihilation operator was

U(A) [2w0pip U (A) = [2wppanp. (6.39)

If |p1) is the one particle state with momentum p;, then that momentum
state can be generated from the ground state with the following normalized
creation operation

Ip1) = \[2wp,a}, [0). (6.40)

We can compute the matrix element between two matrix states using
the creation operator representation

(Palp1) = 2wp, \[2wp, (Ol ap,a}, 10)

= \J20p, \20p, 01 (2}, ap, + 276D (p - @)

= \20p, [20p, 27)* 6P (p1 - p2)

= 2wp, 27)* 69 (p1 — p2).

(6.41)
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6.4 SPACELIKE SURFACES.

If x#, pt are four vectors, then p*x, = invariant = p’ “xl’l. The light cone is
the surface pg = p?, whereas timelike four-momentum form a paraboloid

surface pj — p* = m* (i.e. E = /m?c* + p*c?). The surface for constant
spacelike points (i.e. all related by a Lorentz transformation) is illustrated
in fig. 6.3. A boost moves a point up or down that surface along the energy
axis. It is therefore possible to use a sequence of boost and rotation to
transform a point (E,p) — (—E,p) — (—E, —p). That is, any spacelike
four-vector x may be transformed to —x using a Lorentz transformation.

Figure 6.3: Constant spacelike surface.

6.5 CONDITION ON MICROCAUSALITY.

We defined operators ¢(x), which was a Hermitian operator for the real
scalar field. For the complex scalar field we used d(x) = (1 + )/ \/E,
where each of ¢, ¢, were Hermitian operators. i.e. we can think of these
operators as “observables”, that is ¢(x) = ¢'(x).

We now want to show that these operators commute at spacelike sepa-
rations, and see how this relates to the question of causality. In particular,
we want to see that an observation of one operator, will not effect the
measurement of the other.

The condition of microcausality is

[6(), 6] =0



6.5 CONDITION ON MICROCAUSALITY.

if x ~ y, that is (x — y)> < 0. That is, x, y are spacelike separated.
We wrote

. 4B ) a3 . +
o(x) = f u e_lpx|p0=w &P + f i elp.x‘p°=w &l'”
Q2r)3 2w, ’ 2n)3 2w, ’

(6.42)
or ¢(x) = ¢_(x) + ¢, (x), where
n dp :
d-(x) = f—e_lp.x|p0=w ap
213 2w '
' (6.43)

A d ;
Bo(x) = f —L e,
Q) 2wy "
Compute the commutator

D(x) = [$-(x), 6. 0)]

_ dp _ipx f Bk o o
f(zﬂ.)jg\/ﬁe |p0:wp (271_)3%6’ |k0:wk [ap’ak]

Sp &k
= [ — =", f ———0n’p -k,
f QP 2w, Y (213 V2w

(6.44)

_ —lp-x
D(x) = f i )32% | pomy: (6.45)

Now about the commutator at two spacetime points

[(?)(x), @U)] = [é_(x) + 3. (), d-(y) + $+(y)]
= [3-(0). 8] + 6+ (). 8- (6.46)
=-=D(y — x) + D(x — y).
Find

[$(x), ()] = D(x — y) = D(y — x)

S (6.47)
[6(x), $(0)] = D(x) — D(~x).

Let’s look at D(x), eq. (6.45), a bit more closely.
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Claim:  D(x) is Lorentz invariant (has the same value for all x#, x'*
We can see this by writing this out as

d3p —ip-x
D(x) = f (2ﬂ)3dp°6(p%—pz—m2)®(p°)e P, (6.48)

The exponential is Lorentz invariant, and the delta function has been
put into a Lorentz invariant form.

Claim 1:  D(x) = D(x') where x? = x'°.

Claim 2:  x*,—x* are related by Lorentz transformations if x> < 0.
From the figure, we see that D(x) = D(—x) for a spacelike point, which
implies that [¢(x), (0)] = O for a spacelike point x.
We’ve shown this for free fields, but later we will see that this is the
case for interacting fields too.



EXTERNAL SOURCES.

7.1 HARMONIC OSCILLATOR.

1. w? .
L= 5612 - 7612 - j(Og. (7.1)

The term j(¢) shifts the origin in a time dependent fashion (graphical
illustration in class wiggling a hockey stick, as a sample of a harmonic
oscillator).

2 2
p w .
R q* + j(Dq (7.2)

H =

iqu(t) = [qu, H| = ipu

.. ; .. (7.3)

ipu(t) = [py, H) = —iw*qy — ij(t)

Gn(t) = —wqu(t) — jt) (7.4)

or

(O + WHqu(t) = —j(t) (7.5)

an(t) = 440 + f Gt — 1)1 )dr (7.6)
This solves the equation provided Gg(f — t) has the property that

Oy + W)GRr(t—1) = =6t —1'). (7.7)

That is

(O + W*)qu(t) = 0y + WG (0) + (0 + ) f Gr(t — 1) j(¢)atk)

This function Gy, is called the retarded Green’s function. We want to
find this function, and as usual, we do this by taking the Fourier transform
of eq. (7.7)
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f dte’P 0y + w)Gr(t — 1) = — f dte’’'s(t — 1)

(%)
= e,

Let

d . ! ’ ~
Git-1)= f z—f:e"” G,

SO
. . d ’ .y N~
—eir" = f dieP' 0y + ) f EL pir =G ()
2w
. d ! ) N o~
=fdtetptfl(_p/2+w2)e—lp G
2w
=fwﬁﬂﬂ+wwﬂmwﬁﬁw>
= (-p* + ?) G(p)e™",
SO
L
G(p) = m
Now

d L
G(t) = f 2—ie—’P’G(p).

Let’s write the momentum space Green’s function as

1

G(p)= ————.
() (p —w)(p+w)

The solution contained

f Gt —1)ji")dr.

(7.9)

(7.10)

(7.11)

(7.12)

(7.13)

(7.14)

(7.15)

Suppose j(¢) = 0 for all ¢ < t5. We want the effect of j(7) to be felt in the
future, for example, j(¢) is an impulse starting at some time. We want G(t)

to vanish at negative times.
We want the integral

_ [dp _ip 1
a”if%ep@—w@+w’

(7.16)



7.1 HARMONIC OSCILLATOR.

to vanish when # < 0.

Start with ¢ > 0 (that is ’ < 7), so that e""?" = ¢~Pl which means that
we have to integrate over a lower plane contour like fig. 7.1, because the
imaginary part of p is negative, but for r < O (that is ¢ > t), we want an
upper plane contour like fig. 7.2.

A A
7w 7 W

Figure 7.1: Lower plane contour.

f N o N
P 7
Figure 7.2: Upper plane contour.

Question: since we are integrating over the real line, how can we get
away with deforming the contour? Answer: it works. If we do this we get
a Green’s function that makes sense (better answer later?)

We add an infinite circle, so that we can integrate over a closed contour,
and pick the contour so that it is zero for ¢ < 0 and non-zero (enclosed
poles) for ¢ > 0.

dp _; 1
G (t>0):f—e v
N c2r (p-w(ptw)
1 e—iwt eiwt
- (i _c (7.17)
27r( m)( 2w 2a))
B _sin(wt)
= —

Now we write the Green’s function for all time as

sin(wt)
w

Ggr(t) = — O(r). (7.18)
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The question of what contour to pick can now be justified by the result,
since this satisfies eq. (7.7). If we wanted a Green’s function that selected
just future contributions we’d have used a “bumps down” contour. There
will be circumstances where we will use some of the other contour pos-
sibilities (fig. 7.3). In particular, the bumps up and down contour will be
used to derive the “Feynman propagator” that we’ll use later.

Y
M\

) D C

Y
M\

C

Figure 7.3: All possible deformations around the poles.

7.2 FIELD THEORY (WHERE WE ARE GOING).

We will consider a massive real scalar field theory with an external source
with action

4 (1 m? 2, .
S = fd x(zaﬂgbé“gb— 7¢ +](x)¢(x)). (7.19)

We don’t have examples of currents that create scalar fields, but to study
such as system, recall that in electromagnetism we added sources to the
field by adding a term like

f d*xA*(x) j, (), (7.20)

to our action.
The equation of motion can be found to be

(00" +m*) p(x) = j(x). (7.21)

We want to study the Green’s function of this Klein-Gordon equation,
defined to obey

(60" + m2)x G(x—y) = —id®(x - y), (7.22)



7.2 FIELD THEORY (WHERE WE ARE GOING).

where the —i factor is for convenience. This is analogous to the Green’s
function that we just studied for the QM harmonic oscillator.

Exercise 7.1 Compute D(x — y) from the commutator.

Generalize the derivation eq. (6.45) by computing the commutator at
two different space time points x, y.

Answer for Exercise 7.1
Let

D(x—y)
= [4-(x), 4]

A Lr o, o
| G e el
P

a3 _ip. &k "
- f —L |, f ——— ", 6P p-Kk)

(2n)3 \2wp (2m)3 2wy

= _d&p eI .
(2m)3 2w, pi=wp
(7.23)
Exercise 7.2 Verification of harmonic oscillator Green’s function.

Take the derivatives of a convolution of the Green’s function eq. (7.18)
to show that it satisfies eq. (7.7).

Answer for Exercise 7.2
Let

q(t) = f " G(t—-1)j{')dr = —é f " sin(w(t — 1'))O( — 1) j(#")dr'.
(7.24)

We are free to add any go(¢) that satisfies the homogeneous wave equation
qo () + w?qo(f) = 0 to our assumed convolution solution eq. (7.24), but
that isn’t interesting for this exercise. Since @(t —t') = 0 fort— ¢ < 0, or
t’ > t, the convolution can be written as

q(t)=—$ f sin(w(t — 1)) j(¢")dr', (7.25)

o0
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which is now in a convenient form to take derivatives. We have contri-
butions from the boundary’s time dependence and from the integrand. In
particular

b(r)

d b9
7 g(x, dx = g(b())b' (1) — gla(®))a’ (1) + f —&(x, NdK26)
t Ja@r . Ot

Assuming that j(—oo) = 0, this gives
t

dq(t) = ! sin(w(t — t’))j(t')|,/—; B f cos(w(t — 1)) j(t')dr
dt w - —0 (727)

= - f cos(w(t — 1)) j(')dr' .

o0

For the second derivative we have

t

q'(1) = —cos(w(t — ' Nj(D)],_, +w f sin(w(t — 1)) j(¢')dr’

—-ji-o? [ D jar,

o0

(7.28)

or
q" (1) = —j(t) — w*q(t), (7.29)

which is our forced Harmonic oscillator equation.

7.3 GREEN’S FUNCTIONS FOR THE FORCED KLEIN-GORDON EQUATION.

The problem were were preparing to do was to study the problem of
“particle creation by external classical source”.

We continue with a real scalar field, free, massive, but with an interaction
with a source

Sim = f ) (7.30)

Modern application:  think of ¢ has some SM field and think of j as

due to inflaton (i.e. cosmological inflation interaction) oscillation. In the

inflationary model, the process of “reheating” creates all the matter in the

universe. We won’t be talking about inflation, but will be considering a toy

model that has some similar characteristics to the inflationary theory.
The equation of motion that we end up with is

(6u0" +m*) ¢ = ji (7.31)

and we wish to solve this using Green’s function techniques.



7.3 GREEN’S FUNCTIONS FOR THE FORCED KLEIN-GORDON EQUATION.

—1 Definition 7.1: Klein-Gordon Green’s function.

The QFT conventions for the Klein-Gordon Green’s function is

(0,0 + m*) G(x — y) = =6 (x - y).

As usual, we assume that it is possible to find a solution ¢ by convolution
00 =1 [ @G- o (132)

Check:

(8,0 + m?) o) = i (9,0 + ) f G (x - y) ()
7.33
=i f d*y(—=)sP(x - y)j() 1)

= j(x).

Also, as usual, we take out our Fourier transforms, the power tool of
physics, and determine the structure of the Green’s function by inverting
the transform equation

G(x-y) = f di’f"ﬂ“ﬁ@@). (7.34)
(2n)*
Operating with Klein-Gordon gives
2 d'p (. 2\ —ip(ry)

(0.0 +m?) G(n) = f e ((=ipu)(=ip") + m*) e P CVG(pBS3)
This must equal

~isW(x—y) = —i f %e—ip'<x—Y>, (7.36)
or

(m? = pup*) G(p) = —i. (7.37)

The Green’s function in the momentum domain is

~ i
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The inverse transform provides the spatial domain representation of the
Green’s function

— d4p —ip-x i
G(x)‘f er’ O -p-m?

= d3p e'PX f @e—lﬁoxo i
(277)3 2r (po— wp)(Po + wp)

(7.39)

In the pg plane, we have two poles at pg = +wy. There are 4 ways to go
around the poles, the retarded time deformation that we used to derive the
Green’s function for the harmonic oscillator, as sketched in fig. 7.4, the
advanced time deformation sketched in fig. 7.5, and mixed deformations.

Figure 7.5: Advanced time deformation.

We will evaluate the integral using the “Feynman propagator” contour
sketched in fig. 7.6. Why we use the Feynman contour, and not the re-
tarded contour can be justified by how well this works for the perturbation
methods that will be developed later.

Consider each contour in turn.
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‘L,J'c .
p

Figure 7.6: Feynman propagator deformation path.

Case I. X’ > 0  For this case, we use the lower half plane contour
sketched in fig. 7.7, which vanishes for 3(pg) < 0, xo > 0, where —i(iJ(po)xp) <
0.

Figure 7.7: Feynman propagator contour for 7 > 0.

Here we pick up just the pole at py = wp, and take a negatively oriented
path

Gr = ’p ePx f @e_ipoxo i
(2n)3 2n (Po — wp)(po + wp)

dp . emipox’ i
= —p3€’p X(=2mi) _—
2m) 2 po+ wp

Po=w, (7.40)

— 1

) @ 2r 2wy
dPp e

= (4 .
(2m)3 2wp

e ip 0
d3p -p_x—2m je”'Pox
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Case II. x° <0 For x° < 0 we use an upper half plane contour with the
same deformation around the poles. This time

B U
(277)3 2r (po— wp)(PO + wp)

d3 ) —ipox® :
= f £ e’p'x(+27ri)[e : )
2m) 2 po— wp

d’p oiPx +271i ieiPox’
(2m)3 2n 2wy
&p Jipx€

px—___
(277)3 20p

Po=—wp (7.41)

P 0
lwpX

We’ve obtained a piecewise representation of the Green’s function, where
the only difference is the sign of the iwpxo exponential.
We can combine eq. (7.40) eq. (7.41) by using © functions

d3p

ipx [ —iwpx® iy x0
MeP (e O(x0) + P O(=x0)). (7.42)

The first integral (without the © factor) is the Wightman function

dp 3
D) Sipx| 7.43
) f e (7.43)

For the second integral, we make a change of variables p — —p leaving

dp L0
zp X+iwpx® N —1p-x+twpx
(2n)32wp f (277)3 2wp
g (7.44)
(2ﬂ)32wp
= D(_x)’

SO

Gr(x) = O(x")D(x) + O(-x")D(-x). (7.45)




7.4 POLE SHIFTING.

7.4 POLE SHIFTING.

Recall that the four dimensional form of the Green’s function was

4
Dp=i f P pipa_ L (7.46)
eot pr-m?

For the Feynman case, the contour that we were taking around the poles
can also be accomplished by shifting the poles strategically, as sketched in
fig. 7.8.

P“; qu’ ;2

Figure 7.8: Feynman deformation or equivalent shift of the poles.

This shift can be expressed explicit algebraically by introducing an
offset

d‘p 1
Dr =i P 7.47
d lf(271)4e p?—m? +ie (747

which puts the poles at

pO =+ wlz, — i€
1/2
ie |
= rop|1- 5
Wp
1 ie (7.48)
= twp|l -5
Wp
+wp — HiE
_ P 27w,
—Wp + i
P 2%w,
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7.5 MATRIX ELEMENT REPRESENTATION OF THE WIGHTMAN FUNCTION.

Recall that the Wightman function eq. (7.43) also had a matrix element
representation

D(x) = (0] ¢(x)¢(0)|0) . (7.49)
This can be shown by expansion.

(0] p(x)¢(0) I0>

= (0 |f e lpx+aT tpx) d3q 1 (ClT
(271)% e P Moy J 213 \/Z a
q
+aq) [0).
(7.50)
Since aq [0) = 0 = (0| a;f,, eq. (7.50) reduces to
(01 p(x)¢(0) 10}
&dp d’q
= (0| f P (apaje™)| — 10)
Po=wp

(2n)3 (2n)? \/a \/Z

- f Tr da ] ((apaq + [ap-agl)e™)| _ 10)
Qny 2ny [, / Po=wp
_ d3p d3 1 —ip-x
= 0| f 2} o o o (271)36(3)(p_q))e P )m:wp
~ d3p e —ip-x
(27)3 2wy Po=wp
(7.51)

7.6 RETARDED GREEN’S FUNCTION.

Claim: Retarded Green’s function (bumps up contour) can be written

Dg(x) = 0(x0)(D(x) — D(=x)), (7.52)



7.6 RETARDED GREEN’S FUNCTION.

where D(x) is given by eq. (7.43). Proof: The upper half plane contour
(xo < 0) is zero since it encloses no poles. For the lower half plane contour

we have
&Pp . dpo _;p 0 i
Dr(¥)lyy 50 = i oP f AP0 -ipys
0 >0 Qn)° 2n (Po — wp)(po + wp)
&Ep o (21 [ 0 i o
— 7 p-x —iwpXT | ,iwpX
et T \© 0 2w, ¢ 2PV
:f d3p eip~xL(e—iwpx0_eiu)pr)
Q)3 2w,
= D(x) — D(-x).

What does the field look like in terms of the propagator? Assuming that
¢ satisfies the homogeneous equation, we have

B(x) = po(x) + i f d*yDr(x - y)j()
(7.54)

— ho(0) +i f Pydyo®(xo - o) (D(x - y) - D(y = ) j3).

Imagine that we have a windowed source function j(y°, y), as sketched
in fig. 7.9.

\‘)( 6-)
l e
T T
Ladere takor
Figure 7.9: Finite window impulse response.
By = Po@)
d3p . : d3p .
+i | & (f —ip-(x-y) ; _f ip-(x=y) ; )
’f N 2w, 0= ) Gyt IV
(7.55)
Define

ip) = f d*ye'? j(y), (7.56)

185



186 EXTERNAL SOURCES.

which gives

d3p

(27 2w,

BN gy = 00+ [ (7750 - 7 (=)

Po=wp

(7.57)

We will interpret this in the next lecture, and start in on Feynman diagrams.

7.7 REVIEW: “PARTICLE CREATION PROBLEM’ .

We imagined that we have a windowed source function j(y°, y), as sketched
in fig. 7.9, which is acting as a forcing source for the non-homogeneous
Klein-Gordon equation

(0u0" +m*)p = ji (7.58)
Our solution was

$(x) = p(xo) + i f d*yDr(x = y)j(), (7.59)

where ¢(x() obeys the homogeneous equation, and

Dr(x—y) = O = y") (D(x - y) - D(y - X)), (7.60)

&> —ip-
and D(x) = f (2;1)3127% e’ x|

For x° > tyfier

o 1s the Wightman function.
P =wp

P(x) = fd3—p(e—ip~xap + eip.xa;)

213 \[2wp P (7.61)

+i f LD () + 7 o)
(2m)3 2wy ’

Pozwp
where we have used j*(po, p) = j(po, —p). This gives
& | r |
¢(x)=f—p e X ap+i J(p) + iPx a;_ . J'(p)
(2m)3 lzwp ,lzwp /2a)p ,
P =wp

(7.62)

It was left as an exercise to show that given

2
H= f &P p(%ﬂ'z + % (Vo)? + %(/}2), (7.63)



7.8 DIGRESSION: COHERENT STATES.

we obtain

Hafier = fd3pwp a; —i () ap +1 Jp) .
\J2wp A 2wp
System in ground state

(O] Hbefore [0} = (E)pefore = 0.

(O] Hatier 10) = (E Yafrer o
_ f & pw 7 (p)J(p)
- P

2wp

_1 3 1% |2
—2fd plitp)|".

We can identify

i)’
2wp

N(p) =

as the number density of particles with momentum p.

7.8 DIGRESSION: COHERENT STATES.

(7.64)

(7.65)

(7.66)

(7.67)

Definition 7.2: Coherent state.

A coherent state is an eigenstate of the destruction operator

ala) = ala).

For the SHO, if we solve for such a coherent state, we find

|a) = constant X Z ol (a ) |0) .
n=0 "’

If we assume the existence of a coherent state

i) >_ ip) | i >

ap =
\/ 2wy \/ 2wp \/ 2wy

(7.68)

(7.69)
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then the expectation value of the number operator with respect to this state
is the number density identified in eq. (7.67)

7.9

~ = H 2
< P | i |42 >: PO _ v, (7.70)

pv'P
\/2wp 1/2(;)[,

PROBLEMS.

Exercise 7.3 Green’s functions, spacelike domain. (2018 Hw2.1)

Here, you’ll study some properties of

3

o N d . .
D(x) = [¢_(x),¢+(x)] = f(zﬂ)Tgwe—zwptﬂpx‘ (7.71)
p

a. For m = 0 (“photon”), show that:

DY) = _L@; i (6(t— r 6(t:{7).)72)

272 2-r2 8n\ r

where r = ||x||. Notice that D(x) is singular on the light cone ¢ = r.
Does it vanish for spacelike separations?
Hint: Please recall that (and why!)

1

azie

= @é F ind(a) (7.73)

(here & denotes “principal value integration”, as this relation is to
be understood in terms of generalized functions, i.e. in the back
of your mind it always needs to be integrated over a with suitable
smooth and integrable “test functions”). Note also that what looks
like a “half-delta-function integral” fooo dye™ should really be

. 00 vl ivy
understood as lim¢_,o fo dye=€+iwy

. For m*> > 0, study the behaviour of D(x) for spacelike x and

find the asymptotic behaviour for —x? > 1/m? (i.e., at spacelike
separations larger than the particle’s Compton wavelength).

Answer for Exercise 7.3
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Part a.  Let’s evaluate the integral in spherical polar coordinates

p = p(sinfcos ¢, sin G sin ¢, cos )

x =r(0,0,1)
d*p = p*dp sin 0d6de ’ (7.74)
wp = D2+ = Ipll = p.
which gives
D(x) = 1 foo dp P2 fﬂ —d(cos G)Le—iptﬂ'prcose
2m? Jpo 6=0 2p
00 ipru|~1
_ _L f dppe—ipz e'lPr
& p=0 IPT | y—cos 6=1 (7.75)

. 00
i . . .
— — f dpe ipt (e ipr _ezpr)
ner =0
p

_ (" —ip(r+) _ip(r—1)
= o f_ dp (e e )
p=0

As hinted, this half delta function should be interpreted offset slightly

D(x) = i f dp (e—ip(r+t)+p6 _ eip(r—t)—pe)
872r Jp=o

o0

i ( e—ip(r+t)—pe eip(r—t)—pe )

T8 \—ir+n—€ ir-f—e

0 (7.76)

i 1 1
= +
87r2r(i(r+t)+e i(r—t)—e)

1 1 1
= +
8m2r\r+t—€ r—t+e

Employing the hint eq. (7.73)!, eq. (7.76) can be cast into delta function
form

1 1 1
D(x) = —- (@— +ind(r+ 1) + P— —ind(r — t))
8m2r\ r+t r—t (7.77)

1 2r .
= S22y (@m +in(0(r+1)—o0(r— l))) s

which, after cosmetic rearrangement, is eq. (7.72).

1 A nice explanation of this second hint can be found in [22] under “Proof of the real
version”.
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Part b.  Let’s evaluate D(x) function at spacelike point x = (0, Z), and
switch to polar momentum space coordinates

p = p(sinfcos ¢, sin f sin ¢, cos 6). (7.78)

This gives

21 1prcos0
D(0,rZ) = Oon )3f dpf dgbf dop? sin f———
24/p* +m?

22 2[ fduelpru
() \/P? +m2

pr __ —l[)r

2(27r)2 f
P2+ m (7.79)
2<2n>2 f /f o
—i ’ ( P) ip
o _d N7 lp r
2(27'()2}" j()‘ ( p ) '(_p/)z + m2e
2(27r)2 f /T e

where a u = cos 6 substitution was made, followed by p = —p’ in the
second integral.

This integral can be evaluated with the half dogbone contour sketched
in fig. 7.10. The exponential ¢’’" vanishes on the infinite radial contours
D, E since the real part of ipr is negative in the upper half plane. We are
left with

[
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Figure 7.10: Contour for branch at p =

That doesn’t look like a particularly helpful transformation at first, but

because we are integrating around the branch cut running from [im, ico],

the square root differs by an 27i argument on each side of the cut. Along
contour B that square root is

(P* + M)V = (em’ (_pz _ mz)) 12 _ jinf2 \/—p2 2 = i\/—pz —m2
(7.81)

and along contour D

) 1/2 )
(P2 +mH\? = (e3m (_pz _mz)) 12 _ jin)2 \/_pz = _i\/_pz —m2.
(7.82)

Specifically
f-f-L
= S f m
2(27r)2 m
) (2zr)2 f m
Changing the integration variable to g € [m, o] (i.e. p = iq), we have
(%) I dq—%mf"
(27T)2r2 foo \/m (7.84)

1
= | gt
(2rm)2r2 j;m * N (rm)ze

1
(2 2 —— K (rm)
3/2 e~

(7.83)

D(0,rz) =

191
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where the integral was evaluated with Mathematica, and the asymptotic
approximation is from [1] §9.7.2 (K,(z) ~ n/2ze7*.) For r > 1/m, this
goes to zero quickly.

Exercise 7.4 Coherent states. (2015 psi1.2)

In a theory of a single harmonic oscillator, define the coherent state |z)
by

) = Net' |0) (7.85)

where z is a complex number and N is a real positive constant, chosen

such that (z]z) = 1. Coherent states of the SHO are interesting because
they smoothly interpolate between the classical and quantum worlds: for
large z they become indistinguishable from classical oscillators. (Similarly,
coherent states of photons correspond to electromagnetic waves in the
limit of large numbers of photons). They also give you good practice at
manipulating creation and annihilation operators. As usual, H = w(p® +
¢*)/2 and the raising and lowering operators a and a'are defined as a =
(g+ip)/ ‘5, a’ = (g—ip)/ \5, where the usual momentum P and position
X are P = uwp, X = q/ Juw.

a. Find N.

b. Compute (Z’|z), and (z| H |z).

c. Show that |z) is an eigenstate of the annihilation operator a and find
its eigenvalue. (Don’t be disturbed by finding non-orthogonal eigen-
states with complex eigenvalues; a is not a Hermitian operator.)

d. The statement that |z) is an eigenstate of a with well-known eigen-
value is, in the g-representation, a first-order differential equation
for (g|z), the position-space wave-function of |z). Solve this equa-
tion and find and sketch the wave-function. (Don’t bother with
normalization factors here).

e. Consider the time evolution of the system (work in the Heisenberg
representation). Show that for real z (this just sets the initial condi-
tions) the expectation values of the position and momentum of the
coherent state satisfy

2
(@ Xlz) = /—z cos wt (7.86)
MW
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(z| Plz) = — +/2uwz sin wt (7.87)

By contrast, what are the expectation values of X and P for an
oscillator in any state of definite excitation number n? Using a
sketch, describe the behavior of the wavepacket as a function of
time.

Answer for Exercise 7.4

Part a.  Expanding this definition of |z) in power series

1
l2) = NZ s ) 1k (7.88)
but
a0y = V1|1)
@10y = V2x 112) (7.89)
@10y = V3x2x1]3),
or
(@ = Vk!|ky. (7.90)
This gives
Iz>—N22 z Ik, (7.91)

from which the braket can be computed

1 = (zlz)

- 1 1

=N Y =@ K —=2"m)
o V! Vim! 7.92)
— 1

_ A2 1 k

N Z k!(z 2)

k=0

= N2

This gives

N =12, (7.93)
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Part c.

alz) = aNZ —z k)

=1
=N>Y —Zalk
; \/EZ alk)
o A (7.94)
=N > —7FVklk-1)
>
S 1 k—1
=zN ) ———7""k-1)
,; (k—1)!
=zl2)

Part b.

Nl 2-1Z )2 | L
i) =e — @) k| ==z Im)
k;O Vk! Vim! (7.95)

= exp (—Iz|2/2 - 'z’|2/2 + Z*Z) .

We also want to put the Hamiltonian into its number operator form by
factoring it
H= a)(p2 +q2)/2

- w (% (g—ip) (q+ip)—ilq.p] /2) (7.96)

%_'_1
wla'a+ <.
2

Having found that @ |z) = z|z), we also have

(@a" = (al)’
= (2l 797

=27,

SO

1
@Hm=w@mM+§m

1
_ 2, 2
—w(lzl + 2).

(7.98)



7.9 PROBLEMS. 195

Part d.
1
(qlalzy = —<(qlq +iplz)
‘{5 5 (7.99)
= % (q + é?_q) (qlz),
with ¥(q) = (q|z), this is
q 1 oy
-y = 7.100
(Z ﬁ)"’ V3 dq° 7100

which separates into
dy
(‘/Ez—q)dq:?. (7.101)

The solution is of the form

¥ o exp(V2zg - ¢°/2)
= exp (—(q2 -2 ‘/_zq)/2) (7.102)
o< exp (—(g - V22)°/2).

SKETCH: This is a Gaussian, and when z is real is centred at V2z.
Part e.  Noting that 2q = \/E(a + aT), and 2ip = V2 (a - aT)

@ Xlz) =

1
N (@ qlz)

—iwt

»—ﬁ‘»—
S

+ aTeiwt |Z>

(z| ae

H (7.103)
* 1wt

- (o)

/ 2
—2zcos(wt).
Hw

(@ Plz) = Vuw(zlplz)

\/_ <Z| la)t —ia)t |Z>

.@Z (eiwt _ e—iwt)

1

(7.104)

=1

= — 2uwz sin(wt).

SKETCH: particle expectation values trace an ellipse in phase space.






PERTURBATION THEORY.

8.1 FEYNMAN’S GREEN’S FUNCTION.

Dr(x) = ©(x")D(x) + O(=x")D(~x) (8.1
= O(x") (0 p(x)¢(0) [0) + O(x") (O] p(—x)¢p(0) |0} .

Utilizing a translation operation U(a) = %, where U(a)¢p(y)U(a) =
¢(y + a), this second operation can be written as

(01 p(—=x)¢(0) [0) = (0| UT (@) U(a)p(—x)U" (@) U(@)p(0)U" (a)U(a) |0)
= (0| U(a)¢p(—x) U (@) U(a)p(0)U' (a) |0)
= (0| p(—x + a)¢(a) |0},

(8.2)
In particular, witha = x
(01 p(=x)¢(0) |0) = (0] p(0)¢p(x) |0} , (8.3)
so the Feynman’s Green function can be written
Dr(x) = ©") (01 $(x)¢(0)0) + O (") (0] $(x)b(x)[0) 8.4)

= (01 (O(")(x)$(0) + O(~x")$(0)$(x)) 0) .

We define

—1 Definition 8.1: Time ordered product.

The time ordered product of two operators is defined as

p(0p(y) K0 >)°

T(¢<x>¢<y>>={ N
b <y

or

T(p()$()) = (MO = y0) + p(NP(X)O(° - x°).
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Using this helpful construct, the Feynman’s Green function can now be
written in a very simple fashion

| Dr(x) = O T(¢(x)$(0)) [0). | 8.5)

8.2 INTERACTING FIELD THEORY: PERTURBATION THEORY IN QFT.

We perturb the Hamiltonian

H = Ho + Hint, (8.6)

where Hj is the free Hamiltonian and Hj, is the interaction term (the
perturbation).

Example:
2 2.2
p°  wyq
Hy=SHO =— +
0 2 2 (8.7)
Hin = Ag*.

i.e. the anharmonic oscillator.
In QFT

1 1 2
HO = fd3x(§7r2 + 5 (V¢)2 + m7¢2)
mmzajh%w.

We will expand the interaction in small A. Perturbation theory is the
expansion in a small dimensionless coupling constant, such as

(8.8)

e 1in A¢* theory,

o a=e*4n ~ 11? in QED, and

e «,in QCD.

8.3 INTERACTION PICTURE, DYSON FORMULA.

H = Hy + Hiy (8.9)



8.3 INTERACTION PICTURE, DYSON FORMULA.

Example interaction

Hip = A f > x¢*. (8.10)
We know all there is to know about Hy (decoupled SHOs, ...)
Ho |0y = [0) EV,. (8.11)
where EV, . = 0. Assume
(HO + Hint) |Q> = |Q> Eyac, (8. 12)

where the ground state energy of the perturbed system is zero when A = 0.
That is Eyac(1 =0) = 0.
So for

d3

(00—, some fixed value = f
(27)3 \[2wp

e "ay + e’p'xa;r,)

Pozwp '
(8.13)
Let’s call ¢(x, #p) the free Schrodinger operator, where ¢(x, fg) is evaluated

at a fixed value of fy. At such a point, the Schrodinger and Heisenberg
pictures coincide.

[¢(x, 10), 7(y, 10)] = 6 (x — y). (8.14)
Normally (QM) one defines the Heisenberg operator as
Op = M0 Qg eI, (8.15)
where Oy depends on time, and Oy is defined at a fixed time #y, usually 0.
From eq. (8.15) we find

dOy

7 i[H, Ox]. (8.16)

The equivalent of eq. (8.15) in QFT is very complicated. We’d like to
develop an intermediate picture.

We will define an intermediate picture, called the “interaction represen-
tation”, which is equivalent to the Heisenberg picture with respect to Hy.
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Definition 8.2: Interaction picture operator.

¢](I X) — eiHo(t—t0)¢(to X)e_[HO(t_tO).

This is familiar, and is the Heisenberg picture operator that we had in
free QFT

3
¢1(t,X)=f—
(2m)3 \2wp

where xg = ¢.

—ip-x ipx T
(e ap + e ap)

, (8.17)

P =wp

The Heisenberg picture operator is

¢H(t’ X) = ¢(t’ X)

— eiH(t—to)e—iHo(l—lo) (eiHo(t—t0)¢S (tO X)e—iH()(l—lo)) eiHo(t—t())e—iH([—l())

— eiH(l—to)e—iHo(t—l‘o)¢I(t’ X)e—iH()(t—t())eiH(t—t())

(8.18)
or
¢u(1,%) = U' (1, 10)¢1 (10, ) U (1, 19), (8.19)
where
U(t, 1) = eHot=10) pmiH(=l0), (8.20)

We want to apply perturbation techniques to find U(t, tp) which is com-
plicated.

12 U(f tO) — l-eiH()(l‘—l‘o)iHOe—iH(l‘—l‘o) + l-eiH()(l‘—l‘o)e—iH(t—t())(_iH)
or 7
— eiHO(t—to) (-Hy + H) e—iH(t—to) (8.21)
— eiHO(t—to) Hing e—iHo(t—to) eiHo(t—to) e—iH(t—to)

so we have

0
la_tU(t’ t0) = Hine /(DU (2, 19). (8.22)




8.3 INTERACTION PICTURE, DYSON FORMULA.

For the (Schroédinger) interaction Hiy = A f d3x¢4(x, tp), what we really
mean by Hip ;(?) is

Hin (1) = 2 f d*x¢(x,1). (8.23)

It will be more convenient to remove the explicit A factor from the
interaction Hamiltonian, and write instead

Hing (1) = f & xep (x, 1), (8.24)
so the equation to solve is

0

IEU(I’ 10) = AHin 1(DU (1, 10). (8.25)

We assume that

U(t, to) = Ug(t, to) + AU (1, 1) + A2 Us(t, 1) + - - + A" Un(t, t6R.26)
Plugging into eq. (8.24) we have

0 0 0 0
<10 1 12 et =
il _al‘ U()(t, t()) +id o U](t, t()) + i 5 Uz(t, t()) + + i o Un(t, t())’

= AHip (1) (1 + AU (1, 10) + AP Us(t, 19) + -+ + X' Un(1, 19))
(8.27)

so equating equal powers of A on each side gives a recurrence relation for
each U, k>0

0
5—tUk(l, to) = —iHin (D Ui—1(2, 1p). (8.28)

Let’s consider each power in turn.
0(1%):  Solving eq. (8.22) to O(1%) gives

0
i—Up(t,19) = 0, 8.29
i olt, 10) (8.29)

or

Ut,tp) =1+ O(Q). (8.30)
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oY):
oU (1, ty) .
% = —iHin (D), (8.31)
which has solution
A
Uit 10) = —i f Hine (t')d'. (8.32)
to
01>):
oUs(t, ty) .
% = —iHin (DU (t, 10)
. (8.33)
= (=i)* Hine (1) f Hin (t)dt,
fo
which has solution
t I//
Ua(t, 1) = (—i)* f Hin (7)dt” f Hin 1 ()dr’
fo ; to (8.34)
! IA
- (P f " f dt’ Hing 1 (") Hin (1),
1o 1o
o3):
oUs(t, to) )
% = —iHin (DUt 10), (8.35)
SO

A
Us(t,19) = —if dt"”’ Hin 1 (1) Ua (1" , 19)

Iy

1"

1 1 "
= (~iy’ f dr”’ Hing 1 (1) f dr” f dt’ Hing 1(f'" ) Hing 1(1)
to to

To

! f
— (—i)3 f dr” f
100 o

Simplifying the integration region.  For the two fold integral, the integra-
tion range is the upper triangular region sketched in fig. 8.1.

117 t”
dr” f dt’ Hing 1(t""")Hing 1(t"" ) Hing 1 ().
]
(8.36)
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+D

Figure 8.1: Upper triangular integration region.

Claim:  We can integrate over the entire square, and divide by two,

provided we keep the time ordering

—i 2 ' ” a ’ 7 ’
Us(t,10) = %f dt f dt'T (Hing 1 (1" ) Hing 1(1')). (8.37)
0] 1)

Demonstration:

(_i)2 ! 77 ! ’ ’” ’
5 f dt f dt' T(H (¢ H (1))

(=i)?

! !
fdt"fdt’@(t"—t')Hl(t”)HI(t’) (8.38)
1o Iy

(=)’

t t
f dr”’ f dr'e’ — " )H;({YH,(t"),
to to

but the @(¢#"” — ') function is non-zero only for ¢’ — ¢ > 0, or ¢’ < ¢”, and
the (¢’ — ¢'’) function is non-zero only for ¢ — ¢’ > 0, or t’ < t’, so we
can adjust the integration ranges for

(_i)z ! ” ! ’ 7 ’
fdt fdt T(H;("H;(t))

(_i)2 tdt// v dt/H ’” H ( )2 d// d H H ’”
=5, ) (1) 1(t)+— t t 1({) (")
52 ¢ 1’ 12
- f ar f ar Hy( i)+ S f ar” f dr' Hy(? ) H (1)

= Us(1, 19),

where we swapped integration variables in second integral. We can clearly
do the same thing for the higher order repeated integrals, but instead of a
1/2 = 1/2! adjustment for the number of orderings, we will require a 1/n!
adjustment for an n-fold integral.
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Summary:
Up=1
!
Uy = —if dtiHy(t)
to
(—i)?

Uy = fdl‘lfdtzT(Hl(h)Hl(tz))

3
= l) fdtlfdtzfdtaT(HI(tl)HI(tz)HI(f3))

;’!) f dn f it f dis - f At TCH ) (1) - H (1))

(8.40)

Summing we find

U(t,to)=TeXp(—if dtlHI(t'))
0 (8.41)

-3 il f dny -+ diy T(Hy(1y) -+ Hy(1,)).
n=0 fo

This is called Dyson’s formula.

8.4 NEXT TIME.

Our goal is to compute: (O T(¢(x1) - - - p(x,)) |€D).

8.5 REVIEW.

Given a field ¢(#y, X), satisfying the commutation relations

[7(t0,%). ¢(t0. y)] = ~i6V(x - y). (8.42)
we introduced an interaction picture field given by

1(t, x) = MU0 (1 x)e~ HOI=10) (8.43)

related to the Heisenberg picture representation by

du(t, x) = eilj(t—to)¢(t0, X)e—iH(f—l‘o) (8.44)
= U'(t,t9)p1(t, x)U(1, tp),



8.6 PERTURBATION.

where U(t, tp) is the time evolution operator.

U(t, 1g) = e'Molt=0)g=iH=10) (8.45)
We argued that

.0

iUt 10) = Hiin (DU o), (8.46)

and found the “glorious expression”

!
U(t, ty) = T exp (—i f Hl’int(t’)dt')
to

o (i)
:;) n!

To

A
f dtidty - - - dt,T (Hyine(t1)Hrint(12) - - - Hyine(tn)) -

(8.47)

However, what we are really after is
QT (@(x1) - P(x)) €D . (8.48)

Such a product has many labels and names, and we’ll describe it as “vac-
uum expectation values of time-ordered products of arbitrary #s of local
Heisenberg operators”.

8.6 PERTURBATION.

Following §4.2, [19].

H = exact Hamiltonian = Hy + Hjy
o (8.49)
H, = free Hamiltonian.

We know all about Hy and assume that it has a lowest (ground state) |0),
the “vacuum” state of Hy.

H has eigenstates, in particular H is assumed to have a unique ground
state |()) satisfying

H Q) = [Q)) Ey, (8.50)
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and has states |n), representing excited (non-vacuum states with energies >
E)p). These states are assumed to be a complete basis

1=|0)(Q) +Z|n) (n] + fdn In) (n] . 8.51)

The latter terms may be written with a superimposed sum-integral notation

as
Z n fdn - I‘ (8.52)

so the identity operator takes the more compact form

1=10)Q)) + I |n) (n|. (8.53)
For some time 7 we have

10y = |00y 00) + ) 010 . (854

We now wish to argue that the I term can be ignored.

n

Argument 1:  This is something of a fast one, but one can consider a
formal transformation T — T'(1 — i€), where € — 0%, and consider very
large T. This gives

lim e HT0=i) |0y

T —00,e—0*

lim e HT0-iO) |Q><Q|0>+Zj|n> (n)0)

T—00,e—0"

e—iEoT—E()GT |Q> <Q|0> + I e—iEnT—EEnT |I’l> <n|0>

n

T —00,e—0*

T—00,e—0*

— lim e—iEoT—EofT |Q> <Q|O> + I e—i(E,,—E())T—ET(En—E()) |7’l> (I’l|0> .

n

(8.55)

The limits are evaluated by first taking 7 to infinity, then only after that
take € — 0*. Doing this, the sum is dominated by the ground state contri-
bution, since each excited state also has a e~¢! E==E0) suppression factor
(in addition to the leading suppression factor).
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Argument 2:  With the hand waving required for the argument above, it’s
worth pointing other (less formal) ways to arrive at the same result. We
can write

d3p
’k ’k’ 8~56
jj|n><n|—>;f(2ﬂ)3 D, 1) (. A (8.56)

where k is some unknown quantity that we are summing over. If we have

H|p,k) = EpxIp.k), (8.57)

then

—i dp —iEpy
e HTI'"”"':; f Sl k. (8.58)

If we take matrix elements

(2m)3
d3p —iE
= ——=e P f(p)
zk:f @)y’

If we assume that f(p) is a well behaved smooth function, we have “infinite
frequency oscillation within the envelope provided by the amplitude of
that function, as depicted in fig. 8.2. The Riemann-Lebesgue lemma [24]
describes such integrals, the result of which is that such an integral goes
to zero. This is a different sort of hand waving argument, but either way,
we can argue that only the ground state contributes to the sum eq. (8.54)
above.

3
(Ale_iHTI|n)<n||B)=Z f dp (Alp, k) e~ "Erx (p, k|B)
k (8.59)

2

Ground state of the perturbed Hamiltonian. ~ With the excited states
ignored, we are left with

¢TI0y = 7T 10)(QI0) (8.60)
in the T — oo(1 — i€) limit. We can now write the ground state as

eiEoT—iHT |0>
(€20}
e—iHT |0>
e—iEoT (Q0)

1(2) =

T—oo(1-i€) (8.61)

T—oo(1-i€)
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TR A
3 "~ VA CUROBL ’{

Figure 8.2: High frequency oscillations within envelope of well behaved func-
tion.

Shifting the very large T — T + fy shouldn’t change things, so
e—iH(T+to) |0>

10) = e—1EoT+10) (0)[0)

(8.62)

T—oo(1-i€)

A bit of manipulation shows that the operator in the numerator has the
structure of a time evolution operator.

Claim: (DIY):  Equation (8.45), eq. (8.47) may be generalized to

!

UG, l‘,) - eiHo(t—to)e—iH(t—z’)e—iHo(t’_to) =T exp (_lf Hy int(t”)dt,/)-
t/

(8.63)

Observe that we recover eq. (8.47) when ¢’ = #. Using eq. (8.63) we find

U(t() —T) |0> — eiHo(to—to)e—iH(to+T)e—iH0(—T—t0) |0>
— o iH(0+T) ,=iHo(=T~10) 10) (8.64)
— e—iH(t0+T) |0> ,

where we use the fact that ¢07|0) = (1 +iHor+---)|0) = 1|0}, since
Hy|0) =0.
We are left with

U(to, =7)10)

) = e~ Eoto=(=T)) (|0}

(8.65)

We are close to where we want to be. Wednesday we finish off, and then
start scattering and Feynman diagrams.
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8.7 REVIEW.

We developed the interaction picture representation, which is really the

Heisenberg picture with respect to Hy.
Recall that we found

U(t, t') — eiHO(t—to)e—iH(t—t')e—iHo(t'—tO)’
with solution

!
Ut 1) = Texp (—if HLim(t")dt"),
t/

!
U(t,t')" = T exp (i f Hl,im(t”)dt”)
t/

t/
=T exp (—if HLim(t")dt”)
t

= U, 1),
and can use this to calculate the time evolution of a field
o(x,1) = U' (1, 10)p1(x, HU 1, tg)

and found the ground state ket for H was

U(to, =7)10)

VN= ——— .
£ e~ BT =10) (O0) |7 c0(1-ie)

Question:  What’s the point of this, since it is self referential?

(8.66)

(8.67)

(8.68)

(8.69)

(8.70)

Answer:  We will see, and also see that it goes away. Alternatively, you

can write it as

U(to, =T)10)

e—iEo(T—l())

1€2) ([0 =

T—>00(1—ie).
We can also show that

01U(T, 1)

O = Zra=w 01Q)

T—)oo(l—ie).
Our goal is still to calculate

QT (¢ 12 .

(8.71)

(8.72)

209



210

PERTURBATION THEORY.

Claim: the “LSZ” theorem (a neat way of writing this) relates this to S
matrix elements.
Assuming x¥ > y°

Q] p(x)d() 1) (8.73)
_{OLU(T, 1)U (22, )¢ () U2, U GO, )1 (UG, YU (19, - T) [0)
) e RETOIQ)P '

Normalize (Q)JQ)) = 1, gives

_ OlU(T, 19)U (1, ~T) 10

1
e 2RT 0P (8.74)
_ 01U, ~1)[0)
e~ 2E0T (OO
so that
(O] p(X)B() 1) (8.75)

U, 1)U, )1 () U, UG, )i (UG, ) Ut0, =T) 10)
N (OLU(T,-T)|0) ‘

Fort; >t > 13

o 1] s &)
Uty t)U(to. 13) = Te o e 0 1
=7 (e-"fé‘ Hr iy ") (8.76)
_ T(e—iflgl H1)
with an end result of
U(t1,n)U(tr, 13) = U(ty, 13). (8.77)

(DIY: work through the details — this is a problem in [19])
This gives

OLUT, X)) U, y)p: (UG, =T))

Drs
(0| U(T,~T)0) =-15)

Q¢ 1€2) =

If y° > x° we have the same result, but the y’s will come first.
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Claim:
or (¢I )1 e”’ L HLim(t’)dt') 0)

(Qp(0)p(y) Q) = —7 —
(0] T(e—lﬁr Hy jn(t")dr )|0)

(8.79)

More generally

T (¢1(x1) e pr(xn)e” I HLim(l')dt’) 10y
<Q|¢I(X1)...¢I(xn) |Q> _ |

<0| T(e_if—TT HI,int(t')dt’) |0>

(8.80)

This is the holy grail of perturbation theory.
In QFT II you will see this written in a path integral representation

[1DP1p(x1)(x2) - - - Pl )e SO
[[Dgle-is1e]

QU pr(x1) -+ dr(xa) Q2) = (8.81)

8.8 UNPACKING IT.

T T /l
f Hijn(t) = f f d3xz<¢1(x,t)>4
r T (8.82)

A
S 4
f X (é1)
so we have

O T (¢1(x1) - - dr(en)ei3 ] 4 41) jo)

——— (8.83)
<0| Te is fd X (x) |O>
The numerator expands as
OIT (P1(x1) - - - p1(x0)) |0)
A
-i5 [ @7 (41000 i)

) (8.84)

1/ .4

+3(-i%) f dxdty OIT (¢1(x1) -+ $1Ce)bH (D) 10y +- -

so we see that the problem ends up being the calculation of time ordered
products.
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8.9 CALCULATING PERTURBATION.
Let’s simplify notation, dropping interaction picture suffixes, writing
¢(xi) = ¢i.
Let’s calculate (0| T (¢ - - - ¢ ) |0). For n = 2 we have
OIT (¢p1--¢0)|0) = Dp(x1 — x2) (8.85)
= Dr(1 -2).

8.10 WICK CONTRACTIONS.

Here’s a double dose of short hand, first an abbreviation for the Feynman
propagator

Dp(1 =2) = Df(x1, x2), (8.86)
and second

—

¢i¢j = Dr(i — )), (8.87)

which is called a contraction.
Contractions allow time ordered products to be written in a compact
form

— Theorem 8.1: Wick’s theorem (stub).

The rough idea (from the example below) is that the time ordering of
the fields has all the combinations of the pairwise contractions and
normal ordered fields.

See exercise 8.2 (Hw4) for full details.

Ilustrating by example for the time ordering of n = 4 fields, we have

1 1
T(91020304) = :P1P2¢3¢4: + P1P2:P3P4: + P103:0204:
1 1 1
+ ¢1¢4 dr¢3: + ¢2¢3 ¢1¢4 + $2da:d1¢3:

1 i 1 1

+ ¢3¢4 h1¢2: + ¢1¢2¢3¢4 + G193P204 + P1P1P23.
(8.88)
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— Theorem 8.2: Corollary: Wick’s, Vacuum expectation.

For n even

1 1

OIT(P1¢2 - ) [0) = P19203P4P566 - - - P16y + all other terms.

For n odd, this vanishes.

8.11 SIMPLEST FEYNMAN DIAGRAMS.

For n = 4 we have
o o

1 1
O T(P1020304) |0) = P19203P4 + P1P3P204 + d1Pad2p3,  (8.89)

the set of Wick contractions can be written pictorially fig. 8.3, and are
called Feynman diagrams

—

5 = : :
=) x 5
¥ 2 = | + }Q::
L < dw 9 %

Figure 8.3: Simplest Feynman diagrams.

These are the very simplest Feynman diagrams.

8.12 ¢4 INTERACTION.

Introducing another shorthand, we will use an expectation like notation to
designate the matrix element for the vacuum state

(blah) = (0| blah |0) . (8.90)

For the ¢* theory, this allows us to write the numerator of the perturbed
ground state interaction as

Qg0 1 ~ (O T (@(x)@(y)e"’ﬁ ”Lim“’W) 10)
= <¢1(x)¢1(y)ef"f d4z¢4(Z)> .

(8.91)
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To first order, this is

(10.0,) - 15 [ d'2(10.6,06.0:0.). (8.92)

The first braket has the pictorial representation sketched in fig. 8.4. whereas

¢

Figure 8.4: First integral diagram.

the second has the diagrams sketched in fig. 8.5.

9
=S
)‘r_,\/—f———cg’ oY

(@) (b)

Figure 8.5: Second integral diagrams.

We can depict the entire second integral in diagrams as sketched in

fig. 8.6.
J SR
=
...;l) Aq; . ; 5
TS '7’ B %_
&’:"4' e 413

Figure 8.6: Integrals as diagrams.
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Solving for the perturbed ground state can now be thought of as reduced
to drawing pictures. Each line from x — x’ represents a propagator Dg(x —
x"), and each vertex —id f d*z x symmetry coefficients. !

We may also translate back from the diagrams to an algebraic represen-
tation. For the first order ¢* interaction, that is

A
(10:6,) =% [ d2Ds(x =D} =2+ DrCe - DGy - 6193)

Other diagrams can be similarly translated. For example fig. 8.7. repre-

Figure 8.7: Figure eight diagram.

sents

fd4D2(—)—VT d'p ! 2 (8.94)
pemg=bs Qm* pt—m? +ie) '

Clearly, additional interpretation will be required, since this diverges.
The resolution of this unfortunately has to be deferred to QFT II, where
renormalization is covered.

8.13 TREE LEVEL DIAGRAMS.

We would like to only discuss tree level diagrams, which exclude diagrams
like fig. 8.8 2.
For the braket 3

< f d“z¢1¢z¢3¢4¢z¢z¢z¢z> (8.95)

we draw diagrams like those of fig. 8.9, the first of which is a tree level
diagram.

Symmetry coefficients weren’t discussed until the next lecture. This means making combi-
natorial arguments to count the number of equivalent diagrams.

I think this is what is referred to as connected, amputated graphs in the next lecture. Such
diagrams are the ones of interest for scattering and decay problems.

I’d written: < f 19293044 f d4z¢z¢z¢z¢z>. Is this two fold integral what was intended, or
my correction in eq. (8.95)?

215



216 PERTURBATION THEORY.

Figure 8.8: Not a tree level diagram.

N I I
I
s %
3 4
Figure 8.9: First order interaction diagrams.

8.14 PROBLEMS.

Exercise 8.1 Hamiltonian with forcing term.
Prove eq. (7.64).
Answer for Exercise 8.1

In class we derived the field for the non-homogeneous Klein-Gordon
equation

d3p 1 e—ip-x an + IJ(P) +eip.x a'f‘ _ l}*(p)

d(x) = P
20 3 P

(2m) [2wp \/2wp \2wp e

P
— d3p 1 e—iwptﬂ'p-x an + lj(p)
Qm® [ PL
2wy 2wp

+eiwpt—ip'x a; _ ij*(p)

A /2wp

(8.96)



8.14 PROBLEMS.

This means that we have

217

r= = f iwp —e—iwpt+ipx| ij(p) + oiopt=ipx | ot _ ij"(p)

o o o gaon

3 . Y ™
d’p _ip oiwpttinx |, ijp) |_ gwpt=ipx | 7 _ 1 ()

(2m) \/2wp \2wp \/2wp
(8.97)
and could plug these into the Hamiltonian
1 1 2
H = fd3p(§7r2 +3 (Vo)* + m?qsz), (8.98)

to find H in terms of j and a;;, ap. The result was mentioned in class, and
it was left as an exercise to verify.

There’s an easy way and a dumb way to do this exercise. I did it the
dumb way, and then after suffering through two long pages, where the
equations were so long that I had to write on the paper sideways, I realized
the way I should have done it.

The easy way is to observe that we’ve already done exactly this for the
case j = 0, which had the answer

L [d&p 1 1
H = 3 Wwp (apap + apap). (8.99)
To handle this more general case, all we have to do is apply a transforma-
tion

(8.100)
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to eq. (8.99), which gives

1 (dp ij(p) ij(p)
== | —=wpllap+ ap +
(2n)3 [ [

Za)p pr

i T

+ap+ ij(p) lj(p)

V2 VErd,

1 dp o i (p) ij(p)

w ady — dp +
o 3P P P
(2m) A 2wp 1/2wp
i ||+ 7w

ap + ap
\J2wp \J2wp

Like the j = 0 case, we can use normal ordering. This is easily seen by

direct expansion:

¢ i (p) ij(p) dla i (p)ap %u@ i
A /2wp A /2w A /2w 2wp
i7" (p) l] "(Pay  apij ‘» ki

p .
A /2wp A /2wp +\2wp A /2w pr

(8.102)

Because j is just a complex valued function, it commutes with ap, ap ' and
these are equal up to the normal ordering, allowing us to write

a
27T 3 p p P ’
(2m) \/2wp 1/2(1)1,

which is the result mentioned in class (albeit without the explicit normal
ordering syntax.)

3 ey .
d’p v 1 (p) ot ij(p) (8.103)

Exercise 8.2 The Wick theorem(s). (2018 Hw4.1)

The mother of all Wick theorem(s): Let A{, As, ... and B denote a set
of either creation or annihilation operators. In other words, A; = ay, or a;



8.14 PROBLEMS.

(as well as B; B is just like one of the A’s, but we’ll use the letter B to
denote an operator which is singled out, as it is needed in the proof). Next,
define a contraction A;A; as follows:

1 [
O01A;07A; = 0102AA; (8.104)

where O, O; are arbitrary strings of operators. The above equation signi-
fies the fact that the “contraction” is a c-number, i.e. commutes with all
operators. It is defined as follows:

0, if Aj=a,Aj=ay, or Aj=a ,Aj=a
1 i J

AiA;j =4 0,if A; = aZ_ and A; = ay, (8.105)
QrY 6Pk — kj), if A;j=a, and A; = a}:j

Put in words, the contraction vanishes if both A’s are creation (or both are
annihilation operators), as indicated in the first line in eq. (8.105). The
contraction is also zero if the operator to the right is an annihilation one,
as per the second line in eq. (8.105). Finally, the contraction is equal to the
commutator of ay, with azj in the case when the creation operator is to the
left of the annihilation operator.

Finally, we use : A... B : to denote the expression where all annihila-
tion operators appear to the right of all creation operators, i.e. the usual
normal ordered expression. Then, Wick’s theorem—as used in many body
physics—is formulated as follows:

Al...An= 2A1...An2

[ 1 1
+ ZA1A2A3 .. .Anl +...+:A.. .An_lAnZ +:Aq.. .(18,1106)

[ |
+ ZA1A2A3A4 A+
The first line contains the normal-ordered product of all operators without
contractions, the second line—all possible terms with one contraction (not
involving only A; of course, but all single-contraction terms, which would
be painful to indicate), the third line has all possible two-contraction terms,
etc.
Now, you will prove eq. (8.106) in steps.

a. Prove the following Lemma:

1
“AlAsy.. A, B=AAr.. . AB: + Z “Ai...Ac...AB:

1<k<n
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(8.107)

Argue that if B is an annihilation operator, the Lemma is trivial.
Thus, consider B to be a creation operator. Notice that if any of
,,,,, n are creation operators, they can be taken to the left of
the normal products in eq. (8.107) (because all their contractions
with B are zero). Thus, if the eq. (8.107) is proven for arbitrary n
for the case when all A;’s are annihilation operators, the general
case is obtained by multiplying on the left with the desired number
of creation operators. Thus, it suffices to prove the Lemma for the
case when all A;’s are annihilation operators. Also notice Thus,
after proving the Lemma for n = 1, use induction to show that it
holds for any n. Assuming it holds for some number n, go to the
case n + 1 by multiplying eq. (8.107) by some annihilation operator
A on the left and show that the Lemma holds for n + 1 operators.
By the chain of logic described above, you have proven eq. (8.107).
Notice also that the lemma eq. (8.107) holds also if the product

tA1Ay. LA,

is replaced by
[ —
AlAy . LA, Ay (8.108)
i.e. with the product of operators with an arbitrary number of
contractions (one, as written above), with a trivial modification
of the last term (since, obviously, you can not contract B with
contractions).

. Now prove the actual Wick theorem eq. (8.106). Assuming that it

holds for n = 2. Imagine that eq. (8.106) holds for n operators and
prove that it holds for n + 1, using eq. (8.107).

. An intermediate step: Let now A; and B be operators expressed

as some linear combinations of creation and annihilation operators.
In particular the subscripts i may now indicate spatial dependence,
rather than momentum eigenvalues. Now, define the contraction as
follows:

—
AiA; = (0lA;A}|0) , (8.109)

where |0) is the Fock vacuum. Notice that eq. (8.109) is equivalent
to eq. (8.105) when A;’s are either creation or annihilation operators.
Argue that eq. (8.106) holds verbatim.
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d. The time-ordered Wick theorem: Use the above Wick theorem
to prove the time-ordered version. Notice that, despite appearances,
there is not much left to do. Now, we have space-time rather than
momentum space arguments and the theorem is now formulated as
follows:

TA...A)=A...A,:

[ — [
+:1A1AAs . A+ T ALLLAL A ALLLAL
[ T
+:1A1A2A3A4 . Ay L,
(8.110)

with the difference that A; are fields (we are considering real scalar
fields), 1...n denote space-time points, and the contraction is now
the Feynman propagator, e.g. Dp(x; — x2), etc.
Notice that to prove (8.110) one can consider a particular time
ordering. Then the T product becomes the normal product of opera-
tors (as they are assumed ordered). The space-time dependence can
be taken out by Fourier transform which multiplies every term. Ev-
ery operator is a sum of creation and annihilation operators. Their
commutators are exactly the ones giving rise to the contraction
in eq. (8.105), on one hand, and to the function D(x; — x;) after
Fourier transform, on the other (recall that this function appears in
the Feynman propagator). Convince yourselves, using eq. (8.109),
that this proves the theorem.

e. For extra bonus, generalize all theorems above to anti commuting
fields.

Answer for Exercise 8.2

Part a.  The normal ordered sequence :AjA; ... A,:B has the form

a ...a a,, ...a,B (8.111)

r+1

so if B = ay,,, is an anhillation operator the result is already normal

ordered. Since the Wick contraction with such a B is zero for all A;, that is
[ + 1

i —
A -y Al - Ol Gy =0
T ] =
Qo O Ak - O, Oy = 0
(8.112)
T t Ly =
A -y Ay - Ol Gy = 0,

r
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Summarizing, we see that for anhillation operators B we have

‘A1Ar .. A:B=:A1A>.. . A,B:, (8.113)
and
—
AL A AB: =0, (8.114)
1 <k<n

so eq. (8.107) is valid for any anhillation operator B.
For creation operators B, we can cast the commutation relations into
Wick form

ama;z = aZam + (271')35(3)(]( —m)

i i

— (8.115)
a,am + ama,

and use this iteratively to percolate B = a | through :A1A; ... A,:. That is

_ 0 i T
‘A1Ay .. ApB = Q oy Ak o Ok,
=da a a a a a + a'_(|zT
ky o Sk Shrer s S \ By S T Gk
_f ¥ ¥ ¥ i rny
= akl e akrakm . akn_lakn+]akn + ak| c. akrakr+1aknakn+l

=al a a a a a  +a. a la
kO Sk s Gk \ O G kn1%%,,1 | ©kn

+ aT aT a a aT
I
= aT aT a a aT a a
T %ky Tk, kit + - Qhyn knt1 k-1 %k
+ aT aT a a a aT a
kit Tk, kpp1 -+ - Gy 2 Gy knt1 kn

f f 4
+ akl .. .akrak ak"akn+1

r+1

(8.116)

We can continue like this until az . has percolated all the way through the
anhillation operators

¥ [
. B, i i
AAy. . AB=ay g GG Gk G,
i T T 8.117
+ ak1 .. .akrakm e A, 2akn71akn+lakn ( )
i T a

+ak1"'ak,akr+l' - A, a;,

n+l
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By the Wick operator definition, this may be rewritten with the aZ L at the
end, that is

+ 1
. B =, T i
AlAy . ApB=ay g Gy - G G0t

n+1

f i ¥ 118
+ akl . akraer - Ak, Ak, aknakml 8 )

i ¥ o
+ akl . akraer oA, dy

n+1

Since clzpzz L= 0 we may add in contractions with all the creation opera-
tors. Doing that completes the proof of eq. (8.107).
For a contraction such as that of eq. (8.108) we need only modify the

trailing sum of contractions. That is

| —
‘A1Ay . Ay AyB

1 1
=AlAy.. Ay ABi+ D iAlAY AL Ap. Ay B.
1>k,k¢{2,p}.k<n I I

(8.119)

This will clearly also be the case if the operator sequence :A; ... A,: in-
cludes any number of other contractions.

Part b.  Let’s start in a more pedestrian fashion than diving straight into
the induction, considering the first few values of n explicitly.

e n = 2. We’d like to expand AB, say, in terms of contractions. Because

A = :A:, that is
AB = :A:B - (8.120)
=:AB: + AB,

by eq. (8.107). This proves eq. (8.106) for the n = 2 case.

e n = 3. Let’s now expand ABC

ABC = (AB)C

- (:AB: +A'_'B)C. e
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We are now able to apply eq. (8.107) to :AB:C, to find

ABC

(o
(:AB: + AB) C

= — - (8.122)
:ABC: + :ABC: + :ABC: + (AB)C

m (| ™
:ABC: + :ABC: + :ABC: + :ABC:,

™ I
where we also made use of :AB:C = :ABC:. This proves eq. (8.1006)
for the n = 3 case.

e n = 4. This time we have

ABCD = (ABC)D

M 1 M
(:ABC: +:ABC: + :ABC: + :ABC:)D

— — — (8.123)
=:ABCD: + :ABCD: + :ABCD: + :ABCD:
l_l i m
+:ABCD: + :ABCD: + :ABCD:.
L L1 [

This time we have the normal ordering of all the operators, of all
the operators with one set of contractions and of all the operators
with two sets of contractions (although in that last case, the normal
ordering is redundant.)
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n+ 1. The way to proceed is now clear, but is just hard to write.

Al ApAnr = (Ar. . ApApn

(:A1 AL
I — —
+:A1AAs . A+ AL AL A+ AL A

1 1
+ 1A1A2A3A4 DAL+ -)An+1

1
Ay AAL Z Ay Ap . AAL

k#n+1

[ [ 1

+ A1 AAs . AALLL + Z AAs . Ap. . AAL
k#{1,2,n+1}

1 1

+ ZA1A2A3A4 .. .AnA,H.lZ
1 1 1
+ Z A1ArAzAL . Ap . ApAper
ke¢{1,2,3,4,n+1}

(8.124)

Reading between the dots, we see that this is the sum of all possible
normal-ordered contractions, completing the proof of eq. (8.106)*.

Part c.  Let’s first show that our new contraction definition eq. (8.109) is
equivalent to eq. (8.105) when the operators are creation and anhillation
operators. It’s easy to see that all the zero cases from eq. (8.105) are
recovered from this new definition

ajay = Olaja}0) = 0

ahdq = (Ol aaq |0y = 0 (8.125)
(I

apaq = (0 apaq0) = 0,

The only non-zero case is

ol f t 3503
apay = (0| apag [0 (0| (agap + 2m)*6(p - q)) 10) (8.126)
= 21’57 (p - q.
4 While this barrage of visually discordant contractions can be thought of as a proof of
the result, I find the concrete example of the n = 4 case much more satisfying as a

“proof”, despite not being general. There the idea is clear, even without the formalism of
an inductive proof.
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which also matches eq. (8.105) as desired, showing that eq. (8.109) pro-
vides a nice compact representation of the contraction operator for any
pair of creation and anhillation operators.

Now let’s consider a pair of time dependent linear combinations of
creation and anhillation operators. Let

a3 ; :
Ai = f—p (e’p'xa; + e_’p'xap)
(27)3 \[2wp
(8.127)

43 . .
Aj= f—q (e””a:; + e_’q'yaq).
(2n)3 \J2wq

For such a combination let’s show that eq. (8.1006) still applies.

AiAj = IM (eipvca; 4 e_"p‘xap) (eiqyaj‘l + e—iq~yaq)
(2m)° \J2wp2wq
= IM (eip'xeiq'ya;
(27)° \J2wp2wq
+ P YeTiay alT,
= f M (eip Feldy aI,aI1

(2m)° \J2wp2wq

+ 7P (agap + 2m)6%(p - @) + €7 eV ajay

i —ip-x Jiq-y T
aq + e e apaq

—ip-x_—igy
aq +e e apaq)

—ip-x_—igy
+e e apaq)

& pd’ -y
= A+ f P iy o s (p - ).

(2m)6 \2wp2wq

(8.128)
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However,

d3pd3 ipx, i —ip-x igy T —igy
AA = (0| ( b+ e Pay) (€1ah + e aq) [0)
(2m)o 2a)p2a)q
Bpdiq o
_ (| f TP v gyt 0)
(27)° \[2wp2wq
& pd e
= <0|f#e—lp'xelqw (a('lap + (27r)36(3)(p—q)) 0)
(278 \2wp2wq
& pd’ .
= f _CPCY  irriay 0p)3sp - q).

(27)° J2wp2wq

It happens that we have a symbolic designation for this combination,
|

(8.129)

namely A;A; = D(x —y), but the take away is really just the n = 2
statement of Wick’s theorem

1
Al'Aj = ZAZ'AJ'Z + AiAj, (8130)

which we see now applies to both pure creation and anhillation operators,
as well as the combinations that we use to represent fields. We could have
just as easily have used a less specific linear combination than a presumed
field — had we done so, we’d have the same result, but wouldn’t have been
able to identify the contraction as D(x — y).

As eq. (8.130) was the starting point for the inductive procedure that we
used to prove eq. (8.106), that theorem holds verbatim as desired.

Part d.  'We are now asked to make one final redefinition of the contrac-
tion operator

—
AiA; = (O[T (A;A)I0) , (8.131)

This is clearly still identical to either of the previous definitions when
A;, A; are creation and anhillation operators.
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Let’s consider a couple concrete cases again, starting with n = 2 case
again, writing A = A; = ¢(x), B = A; = ¢(y) defined by eq. (8.127). For
the x° > y¥ case we have
T(AB) = AB

P od? . . . .
= f —6 peq (elp'xa;g+e_lp"‘ap) (e'q'ya:;+e_’q'yaq)
(2m)° \J2wp2wq
&3 pd? o
=:AB: + f—p q e””‘ape_""ycff

q
(278 \[2wp2wq

3
_ D ipty
(27)3 2wy
=:AB:+ D(x —Yy),

(8.132)

on the other hand, if x° < yO, using the same procedure, we must have

T(AB) = BA
&*pd® N ey
=:BA: + f — L gy ea) (8.133)
(27)® \2wp2wq
=:AB:+ D@y — x),
o)
T(AB) = :AB: + Dp(x —y). (8.134)

Since Dp(x —y) = 0| T(d(x)p(y)) [0) = A,_lB, we have

I
T(AB) =:AB: + AB (8.135)
i NK
=:AB: +:AB:,
which proves eq. (8.110) for the n = 2 case.

Now consider the n = 3 case, where A, B are defined as above, and
C = ¢(2) is a third field.

I. For x° >y > 20, we have
T(ABC) = ABC
=T(ABC
M (8.136)
= (:AB: + :AB:)C
M — —

:ABC: + :ABC: + :AB:C,



II. Fory’ > x° > 70, we have
T(ABC) = BAC
— T(BAYC
— T(AB)C

which equals eq. (8.136).

IMI. Forz° > x° > y°, we have

T(ABC) = CAB
= CT(AB)

[
= C(:AB: + :AB:)
— 1 m
=:CAB: + :CAB: + C:AB:,
which also equals eq. (8.136).

0

IV. For 2° >y > x%, we have

T(ABC) = CBA
= CT(BA)
= CT(AB),

which equals eq. (8.138).
V. For 1% > 20 > y%, we have

T(ABC) = ACB
=T(AC)B

™
(:AC: + :AC:) B

[ m ™
:ACB: + :ACB: + :AC:B,

which equals eq. (8.136).

8.14 PROBLEMS.

(8.137)

(8.138)

(8.139)

(8.140)
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VL Fory! > 20 > x9, we have
T(ABC) = BCA 2 141
= BT(CA) (8.141)
= BT (AC),

which equals eq. (8.140).

All cases considered, we have now proven eq. (8.110) for the n = 3 case.

Regardless of the time ordering of the fields, we end up with all possible
combinations of contractions between all pairs of fields. It is clear how this
would generalize to higher numbers of fields. This demonstration leaves
me sufficiently convinced of the proof of the theorem, as desired.

Exercise 8.3 U(T,tp)U(ty,-T)

Show that
U, t0)U(ty,-T)=U(T,-T).

Answer for Exercise 8.3

We can see that from

U(T, 1) = eiHo(T—to)e—iH(T—zo)W

Ulty, -T) = piHolte=15) ,—iH(to—=T) ,~iHo(-T~10) (8.142)
SO

U(T, to)U(ty, =T) = ¢/Ho(T=10) g=iH(T=10) y=iH(to+T) ,=iHo(~T~10) (8.143)

= Ho(T=10) ,=iH2T ,=iHo(=T~10) o

whereas

U(T,-T) = el:Ho(T—lo)e—l:H(T——T.)e—iHo(—T—to) (8.144)

— elHo(T—t())e—lHZTe—lH()(—T—t())'

Exercise 8.4 Pondering the ground state bra formula.

Prove eq. (8.71). What is wrong with conjugating eq. (8.70) to find

etiEo(T=10) (0|()) T—>oo(l—i6).

Q=



8.14 PROBLEMS.

Answer for Exercise 8.4
While there is nothing wrong with stating

Ulto,~-T)10) \"  (OIU(-T, 1)
e—iEo(T—to) (Q0) T eHEW(T—10) (0|Q>’

(8.145)

the limit point co(1 — i€) also needs to be changed with this conjugation.

So eq. (8.145) is correct, but it is only part of the story, and should really
be stated as

(0l U(-T, 10)
Q=

e+iE0(T—t0) <O|Q)

This is awkward because now our expressions for ()| and |()) approach
T from different directions, and we want to evaluate both with a single
limiting argument.

To resolve this, we really have to start back with the identity expansion
we used in lecture 14, and write

(8.146)

T—oco(1+i€)

O]~ HT =

01O (O + jj (Oln) <n|] e HT
(8.147)

n
= (01 (Qf ™™ + jj (Ol ¢nf ™51
n
We argued (as does the text) that approaching to as T(1 — i) kills off the
energetic states since

(n| e T — (n| e EnT g~ EnT€ (8.148)

and the exponential damping factor is smaller for each E,, > Ey, so it can
be neglected in the large T limit, leaving
O™ = lim (0|Q)(Q). (8.149)
T—oo(1-i€)

As we did for |[()) we can shift the large time T by a small constant (this
time —fg instead of fy), to give

Lo

m T e——

T—oo(1-ie) {0]Q)) e~iE0T
<0| e—iH(T—to)

Q=

X

o110 (O} e T0) (8.150)
(0] ¢iHo(T~10) g=iH(T ~10)
lim .
T—oo(l-ie)  {0]()) e~ Eo(T—19)
i 01 U(T, 1)
T—oo(1-ie) (0|Q) e~Eo(T~10)’
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where the projective property (0] /0% = (0| has been used to insert a
no-op (i.e. (0| Hy = 0). This recovers the result stated in class (also: [19]
eq. (4.29).)

Exercise 8.5 Interaction energy, static external charges. (2018 Hw3.1)

a. Calculate the vacuum expectation value of the time ordered expo-

nential
(O[T e € i 90| (8.151)

for the case of a massive free real scalar field. Here, g is a coupling
constant, which we shall call the “Yukawa coupling". Show, e.g.
using Wick’s theorem, that the answer is

o~ 5 [dad'y PG00 (8.152)

which is really the exponential of the second order term and Dp is
the Feynman propagator.

. Consider the case where

J(t.%) = 0T = 0(T + 1) (6P (x) - 6P (x - RY.153)

This source term represents two external opposite “charges" a
distance R = |R| apart, created at r = —T and existing for time 27.
Show that, in the limit 7" > R > 1/m, eq. (8.152) is proportional
to:

e 2TVR) (8.154)

where V(R) is the Yukawa potential.
T

Hint: Recall that Tlim [ dxe’P™ = 275(p) as well as the usual relation
—)00_T

2ré(p))* = 276(p)2T.

The result (8.154) means that “fwo static sources of scalar field a distance
R apart interact via the Yukawa potential." This is because (8.154) is
the evolution operator (it is ~ e~ for t = 2T) of the field theory
in the presence of the static external sources (or, more appropriately,

5 In other words, classical particles linearly coupled to ¢ (if ¢ was the electrostatic potential
A, this would really be the electromagnetic charge.) For a discussion of whether an
interaction like you will study can arise from a realistic QFT, see comment in 2. below.
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(8.154) is the contribution to the evolution operator that has to do with the
interaction between the sources induced by the field). Thus, it is natural
to call the quantity multiplying —i27 and depending on R, the interaction
potential V(R) between the sources.

Do opposite-sign “charges” attract or repel? How about same-sign?
Notice that when the “charges" are also considered as part of a QFT
and, therefore, j(x) in (8.151) is replaced by an appropriate QFT expres-
sion, one finds more interesting results. Namely, the Yukawa interaction
between two fermions is always attractive—whether it is between two
particles, two anti-particles, or between a particle and an anti-particle.
The way to establish this, as well an alternative derivation of the ex-
pression for V(R) you found in (8.154), is to start from the scattering of
(anti)fermions via scalar exchange and then take the nonrelativistic limit.
A comparison with quantum-mechanical Born scattering yields then an
expression for V(R).

This result quoted above is of great interest in nuclear physics, where
single-pion exchange operates via V(R), and turns out to be attractive
between nucleons and between nucleons and anti-nucleons.

. What do you think is the significance of the various limits 7' >

R > 1/m? Also, what is the meaning of the factors you omitted
upon going from (8.152) to (8.154)?

Answer for Exercise 8.5

Part a.

(0| Te' /3859609 0y = (0| T(1) |0 + ig (O T f d*xj(0)$(x) 0) +

_g_2 d4Xd4 Ol Ti 1 0
2 y (0| T j(x)p(x) j())p() [0) + - - -

Using Wick’s theorem, the first order term is zero (odd number of creation

and annihilation operators), so to first order, we have

. . 2
1T (4361 10) — 1= £ [ xatyj(DpCe =) + -

2

(8.155)

(8.156)

2
~ exp (_% f d4xd4yj(X)DF(X—)’)J(y))
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Part b.  We wish to evaluate the integral in the exponential argument

f d*xd*y j(x)Dr(x - y) ()

- f did®xdt' *yo(T - H0(T + 1) (5P (x) - 6P (x - R)) x

Dp(x—y,t = )T = )T + 1) (6P(y) - 6%y - R))

T T
- f dt f dr’ f &xd’ (67 (x) = 6P (x = R)) Dp(x — y, 1 = ') X
-T -T

CRIGERRES V)

fdtf dr’ fd3 (Dp(=y,t—7) = Dp(R -y, 1 — 1)) X

CRIGERRIES V)
:f dtf dar DF(O,t—t’)—DF(R,t—t’)
-T -T

- Dr(-R,t =)+ Dr(0,1 — t’))

T T
:f dtf dt (2Dp(0,t—1')— Drp(R,t =) = Dp(-R,1 = 1)) .
-T -T

The propagator, written in space and time coordinates is

dp()d3p e—ipgteip-x

D X,t :l ’
1) Qmy* pi-p?—m? +ie

so we have

f d*xd*y j()Dp(x - ) ()

d3 —ipo(t—t’) )
_lf dtf ar 4P (2—e-’P'R—e
Qmy* pi-p?—m? +ie

The time integrals can be done first

T T
f dre™ P! f dr' eP" = (2m)25(=po)d(po).
— -T

T

(8.157)

(8.158)

(8.159)
ip-R)

(8.160)
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Following the supplied hint we write

(2m)*6(po)S(—po) = (2m)*6(p0)5(0)
= 218(po) fT dr 8.161)
- QWIS
which gives

dpod’p S(po) 2
Qn)> pi-p>—m? +ie
_ e—ip-R _ eip-R)

f d*xd*y j(x)D(x - y)j(y) = 2Ti

d? 1 ;
= 2T P — (2 PR
2m)2 p? + m? —ie
- eip'R) .
(8.162)

We can now make the usual spherical coordinate change of variables

d*p = p*dp sin 6d0d
p = p (sinfcos ¢, sin G sin ¢, cos 0) (8.163)
R=R(0,0,1),

so the integral factor of the coupling exponential eq. (8.152) is reduced to

[ atsatvicomrte-ion
00 2 7T 1 ' .
= _2Tl'f dpp_ f dosin——m8 —— (2 _ e—szcosG _ eszcosH)
0 2m)?* Jo p? +m? —ie

0o 2 -l
1 : .
= 2Tlf dpp— f duy——— (2 — g PRu _ eszu)
0 2m? J; p%+m? —ie

00 2 1 ipR _ —ipR —ipR _ ,ipR
:2Tif dp-F———— ,(2(—2)—6 B . )
0 2r)? p* + m* —ie —ipR ipR
2Ti [ p? ,
= — dp—————(sinc(pR) - 1).
71_2 0 pp2+m2—i6( (P ) )
(8.164)

With pg integrated out, we don’t need the ie factor for pole avoidance, and
find (using Mathematica) that

fmd P’ (1 % sinc(pR)) = = [m + e (8.165)
— F = — + . .
0 pp2+m2 P 2 R
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The mm/2 term contributes only a phase adjustment, and can be ignored.
This leaves

, 2 . —mR
—2 [ dxd'y J0ODr—)JG) —g°2Til ™ :
e zf xa’y j(x)Dp(x=y)j(y _exp( > 71-2 27T R (8166)
= exp (-2TiV(R)),

where

g2 e—mR
R

V(R) = =—

®) 4r

which is a positive (repulsive) variation of the Yukawa potential as defined
in [19] (eq. 4.127).

(8.167)

Like charges.  For like charges the modification of eq. (8.157) is
f d*xd'y j()Dr(x = ) ()

T T
= f dtf dr’ fd3xd3y (6(3)()() +6¥(x - R)) X
-t J-r

Dr(x—y,t =) (69(y) + 6V (y - R))

T T

:f dtf dt’fd3y (Dp(-y,t—t')+Dr(R -y, t—1")) X
-T -T
(VW +6%(y-R)

T T
:f dtf dt’ (2Dp(0,t—1)+ Dp(R,t =)+ Dp(-R, 1= 1)) .

-T -T
(8.168)

Applying this sign adjustment to the calculation of eq. (8.164) we find

. . 2Ti (™ 2 .
f d*xd*y j()Dr(x = )j() =~ f dp——L—— (sine(pR) +1).
= Jo p=+m- —ie

(8.169)

Using eq. (8.165) again, we find for equal charges an opposite sign poten-
tial
2 ,—mR
g e
V(R) = —=———. 8.170
R in R ( )

As this is a negative potential, it appears to indicate that like charges attract
in the scalar theory.
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Part c.  1did not have any reason to utilize the 7 > R > 1/m limits in
the derivation above (unless neglecting higher powers of g relies on such a
limit implicitly). However, these limits do effect the form of the potential
and the resulting matrix element.

In the T > R limit the exponential dies off more slowly, as illustrated in
fig. 8.10. This means that the potential acts more strongly away from the
origin than for 7 ~ R.

\ T>»R

T~R

Figure 8.10: Plots of Te "R /R.

For R > 1/m, or mR > 1 we have ek ~ 0. In this limit we have no

interaction, as the potential is effectively zero for all R.
We omitted a factor of nm /2, which adds a pure phase factor

oL -g%iTm/4
e MaE =8 . (8.171)

We can use the time ordered exponential to compute the probability that
there is no scattering (as in exercise 8.6), but the amplitude squared opera-
tion required for that probability kills such a phase factor, so it does not
seem physically meaningful.

Exercise 8.6 Perturbation, and particle creation. (2018 Hw3.1I)

In class, the problem of creation of particles by an external source in
quantum mechanics was discussed. Let us now study this using QFT and
Feynman diagrams. Consider a massive scalar free field interacting with a
classical source j(x) via:

H=Hy+ f A x(—j(x)p(x)) . (8.172)

The classical source j(x) is nonzero only for a finite amount of time, i.e.
it is turned on and off, is assumed localized in space, and thus has a well-
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defined four-dimensional Fourier transform (thus the source is not itself a
generalized function).

a. Argue—e.g. using our expressions for overlap of [0) and [(2) from
class, as well as their meaning—that the probability that the source
J(x) creates no particles is

P(0) = ’<0|T fel [ ditoi0) |0>‘2 : (8.173)

b. Find the order-j? term in P(0) and show that P(0) = 1 — A + O(j*),
where

f(z % 20, —j(p)*, where j(p) = fdztye,-p.yj(y)'
(8.174)

c. Represent the term computed above as a Feynman diagram. Now
represent the entire series for P(0) in terms of Feynman diagrams.

Show that the series exponentiates and, therefore, P(0) = ™.

d. Find the probability that the source creates one particle of momen-
tum k. First, compute this to order j and then to all orders, using
the trick above to sum the series.

e. Show that the probability of producing n particles is P(n) = %/l"e‘l,
the Poisson distribution.

f. Show that ), P(n) = 1 and that (N) = > nP(n) = A, where A is

n=0 n=0
given in (8.174). Notice that the expression for the mean particle

number (N) created exactly reproduces (when dimensionally re-
duced to d = 1) the one from quantum mechanics given in class.
Finally, compute the mean square fluctuation (N — (N )?).

Answer for Exercise 8.6

Part a.  The amplitude for a transition for the evolution of an initial state
) to a final state |f) is

(FIU iy = (f| T~/ dHr@ |y (8.175)
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Given the ground state |0) for the system before the interaction takes effect,
the amplitude for production of particles with momenta ki, - - - k;; is

K,k Tei [ dt [ dx(=j0ex) 0) = (K, - - k| T el [ d*xje) 0y
(8.176)
Similarly, the amplitude for a final state that contains no particles is just

(0] Te! | 5790 0y (8.177)

The absolute square of this amplitude is eq. (8.173), the probability that
no particles are created.

Part b.  Expanding matrix element in powers of j we have

O T (exp (i f d“xj(x)@(x))) 10)

—(0[110)+i (0| T ( f d4aj<a>¢1<a>) 0

)
LT ( f d4ad4bj(a)¢1(a)j(b)¢1(b)) 0
3

S OIT ( f d4ad4bd4cj(a)gb,(a)j(b)q&,(b)j(c)q&,(c)) 0) + -

T3
(8.178)

Using Wick’s theorem to evaluate the integrals, all the odd powers of j are
zero. We may evaluate the first non-zero integral by contracting the two
fields

(0] T( f d*ad*bj(a)¢i(a) j(b)¢i(b)|10)
1
= f d*ad*bj(a)i(a)j(b)éi(b)

_ f d*ad*bj(@)Dr(a - b)j(b)

ip(ab) (8.179)

d*p e
I e i(a) () ——————
= zfd ad b(2ﬂ)4](a)](b)p2 —m2 +ie

4 1 ) )
_i [ f d*aj(a)e P f d*bj(b)e’rt

Qr)* p?2 —m? + ie

. d4p 1 o
- (271')4 p2 — m2 + l-GJ(P)J(—p).
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Assuming that j(x) is real, this is

O T ( f d4ad4bj(a)¢1(a)j(b)¢1(b)) 10)

~ 2
_rdtp i)
Bl Q2r)* p?2 —m? + ie

~ 2
i fd f Pp |7(p)|
Y po (2m)3 p% - p?-m?+ie

~ 2
—ifd fd3p lip)|
“u) M) e -t rie

Integrating po over the lower half plane contour of fig. 8.11, which encloses
the pole at pyg = wyp — ie we have

[ - | N

L4 . rd
We

(8.180)

Figure 8.11: Feynman propagator contour in lower half plane.

|7 ( f d4ad4bj(a)¢>1(a)j(b)¢1(b)) 10)

~ 2
22 [ dp |ip)| (8.181)

2r (2m)3 2wy

Po=wp

=1

where it has been assumed that j(pg, p) — 0 along the infinite circular arc
of the integration contour. To second order in j our matrix element is

(OIT(eXp (i f d4xj(x)¢1(x))) 0y =1- % (8.182)

We can now use this as an initial approximation for the probability

1 2
P(0) = (1 -5+ 0(/12)) (8.183)

=1-21+0%),
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as desired.

Part c.  The diagram for the integral just computed is a single line seg-
ment as sketched in fig. 8.12. The diagram for the j* integrals are sketched

a b

Figure 8.12: ;> diagram.

in fig. 8.13. After that the diagrams get messier to enumerate. We can

b < d

a
o c b J
a d b c

Figure 8.13: j* diagrams.

see the pattern by considering a non-trivial example such as the j© inte-
gral. For that each diagram has three edges, where all possible combi-
nations ab, ac, ad, ae, af, bc, bd, be,bf, cd,ce,cf,de,df,ef are found for
the “first” edge in each diagram. This is a total of (g) = 15 edges. For
each such diagram, there are (3) choices for the next edge in the diagram
(example: ab, cd, ef would be one diagram). The coefficient of this integral
is therefore

i 1(6)(4)_(—1)31 o M

3161\2)\2) 3! gra12!12! (8.184)

Here the 3! downstairs is to compensate for the fact that there are 3 x 2
possible orderings of each distinct pair of endpoints. Example:

{ab,cd, ef} ,{ab,ef,cd},{cd,ab,ef},
{cd,ef,ab},{ef,ab,cd} {ef,cd, ab}.

(8.185)
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The pattern of perfect cancellation is clear. The j*" order integral is

=" 1 (2n)! 4! 0 (—=1/2)"
n o) Qn-2)12! 21217 T T (8.186)
so we find that
= a2
=0 (8.187)
-
= e_/l’

as desired.

Part d.  The probability for a single particle of momentum K is

Py

‘<0| Takeifd4xj(x)¢(X) |O>‘2

(o) n N
i"(—i

- > e,
n!'m!

n,m=1

n m ¥
(0] Ta, ( f d“xj<x>¢<x>) 10) (<0| Tay ( f d“xj<x>¢<x>) |0>)

(59

l-2r+1 (_l-)2s+l

S A r+Di2s+ )

2r+1 2s+1 f
(Ol Ta ( f d4xj<x>¢<x>) 0) [<0| Tay ( f d“xj<x>¢<x>) |0>J,

(8.188)

where we’ve accounted for the fact that these matrix elements are zero for
any even powers m, n.
For n = 1 we want to evaluate

(0| Tax f d*x j(x)p(x) |0Y, (8.189)

which has the diagram fig. 8.14, which is

(Ol Tax f d*xj(x)p(x) [0) = f d*xj(X)arcp(x)
. 8.190
:fd4xj(x)elk-x ( )

= j (k).
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<4
>

Y

Figure 8.14: n = 1 diagram.

The next diagram is sketched in fig. 8.15, which, temporarily ignoring
symmetry factors, gives

(0] Tax f d*ad*bd*c j(a)p(a) j(b)p(b) j(c)¢(c) |0)

. 8.191
= f d*ad*bd*c j(@)e* *Dr(b - ¢)j(b) j(c) ( )
= j (k)4

¢ TN ‘

3

k b >

£ L s v

Figure 8.15: n = 3 diagrams.

To compute the symmetry factors consider the n = 5 diagram sketched in
fig. 8.16, which is instructive. We have 5 ways to contract with the first
¢, and (‘21) diagrams for each such selection, which has a 2! redundancy
factor since each pair of nodes (say bc, de) can be ordered in either order.
The symmetry factor forn = 5 = 2(2) + 1 is therefore

1 4 4!
§5 X (2) = —5 3 (8.192)

For n = 7 that factor is

1 6\(4 1 6!

and in general forn = 2r + 1

@nt
2

—(2 +1) % (8.194)
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Figure 8.16: n = 5 diagrams.

This gives

1 2r+1
ar v O T ( f d*s j(x)¢(x)) [0)

L 2r+1 ><(2;’)
Crl@r+ DT 2

2 w5)

Plugging this into eq. (8.188) we find

(k)"

&0 2r+1 2s5+1 r+s
( i) A
Pic = (o Z (%)

ad 2(r+s+l)(_1)2s+l

= |tk Z ZT (%)’”

rs=1

= [j(k)P? Z . l)m ( )

}"b—

= |j0)P (e—m)
= |jkPe.

r,s=1

(8.195)

(8.196)
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Part e. Summing eq. (8.196) over all momentum states, we find the
probability to create one particle is

Sk
P(1)=f(27r)32—wklj(k)|2€/l (8.197)

= le .

For P(2) we want

37 73

P2) = 1 f _dkd’p (O] agapTe' | 4 ¥1099 |0y 2 (8.198)
2! ) 2mo2wi2wyp

where an inverse 2! factor has been added for all the possible orderings

of the annihilation operators. The zero and first order terms in the matrix

element (0| axap Tel | d'xi@e) |0) are zero. After this we want to compute

all the contractions of

i2

Eakap fd4Xd4ij¢xjy¢ya (8.199)

which have diagrams sketched in fig. 8.17. The symmetry factor (times the

L t“j‘

\

l—a L tb‘&
»

Figure 8.17: n = 2 diagrams.
leading inverse factorial) is 2!, so the leading term is
P 4 b ik
25 f d*xd*ye* P () () =~ (R) (). (8.200)

For n = 4 the diagrams are sketched in fig. 8.18. The coefficient symmetry
factor is 2 X (3), so the next order term in the matrix element is

4
(;) X (21)% ;7 f d*ad*bd*cd*de™ P j(a) j(b)Dr(c—d) = j*(k)j* (p)%.
(8.201)
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- = R P
2}) ¢ Y
O
E_q— ¢ IS v
@3 —_—

B

Figure 8.18: n = 4 diagrams.

For n = 2r we have

1 (2 4 1 -1\
(- mm( ;) - (z)j*(k)j*(p)/l’ = (—) () 160302)

(r—DI\ 2
SO
(OlagapTe' IS990 10) = — (k) j* (p)e /2. (8.203)
Plugging back into eq. (8.198) we have
poy= L [ Lhdp (=7 " (pre™?) (jk)j(pye
21 ) 2mb2wi2wy 8) 04)
_ 1 2 -4
= 5/1 e .

We are left to generalize this to n > 2. Considering the first couple diagrams
for n = 3 as sketched in fig. 8.19, exposes the pattern, namely

3
. 4 . 1 o o ok
(OlaxapagTe! | 10) = 31 (0 (P)J (9)

5\ ° 8.205
+31 (3)51*(1«)1*(19»*@)1 S50

= (k) ()] (9.

kﬂ;';) ( n/l/\
1 —
‘1\ Xy Xs
{1 W

by ———x y—3

s lv/‘—, }gjl 5 ;,f’
'_},‘.}T 3 [,5\ z
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Figure 8.19: n = 3,5 diagrams for three particle creation.

The total probability is therefore

Pkd? d3 1
PG) = ~ f P 127 () (@)
(27r)9 Bwiwpwq (8.206)
l

3 _
3‘/1

For m particles the matrix element expands as

. 4 .
Ol ay, - - - ax, Te' | 451099 |0y
+2

2
e (’”; )j*(kl) e k)

" (m+A\(m+ 2 " . )
m!x(m+4)!( ! )( : )] (k) J ) +

=1"j (k) J ™,

= mx— (k1) - (k) + m! X
m!

(8.207)
SO
P(m) = 1 d3k1 d3km |lm *(k ) *(k )6_1/2’2
Q2w Qa2 YT
— L/lme_/l
Com! ’
(8.208)
Part f.  The sum of the probabilities is easy to compute
Z P(n) = e Z —/l”
=0 (8.209)

e—/l A

=1.
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The mean is
(N) = > nP(n)
n=0

= n
= )t
' n:

[se] 1
-1 n—1
= A A

= e 26!

= A

For the mean square we first compute

(o8] (o9 2
2 2 _ - n
<N>Z(:)n P(n)=-e Z;n!/l
n= n=
-1 S n n—1
=e /lz
n=1 (n—=D!
i+l
=e A A
2
n=0
=e Aﬂ[e’l+zﬁ'/l"]
i n!
= A+e %!
=1+ A2

SO

Exercise 8.7 Where is the particle? (2018 Hw3.1V)

(8.210)

(8.211)

(8.212)
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In class, we did mention that, by analogy with non relativistic quantum
mechanics, the state ¢(x, # = 0)|0) allows us to say something along the
lines that “the operator ¢(X), creates a particle at x". These words are
based on noticing that in QM, we have

%)~ > ep),

p

where [x) is an eigenstate of the position operator with eigenvalue x and
p is, likewise, an eigenstate of momentum. On the other hand, in free
massive scalar theory, the state ¢(x, r = 0)|0) can be similarly expressed as
3 3
bxr =00y = [ —L—emaljoy = [ L)
(2} \/ﬂ (2m)° 2wy

where |p) is the relativistically normalized momentum eigenstate. Compar-
ing the above two equations, reading from left to right, we are compelled
to utter the words quoted in the beginning.

Accepting this interpretation literally, we are next faced with explaining
the following. Consider the state |0, 0) = #(0, 1 = 0)|0), interpreted (as per
the above discussion) as a particle created at x = 0 at ¢ = 0. Similarly, the
state

ly, 1) = ¢(y, )|0)

is that of a particle at y at ¢. Notice that these are free fields so their time
evolution is trivial. Then, by the usual Born rule of quantum mechanics
(which we accept in QFT), the inner product

(y. 10, 0)

would be “the amplitude that the particle created at 0 at t = 0 is found
aty at t". Notice that this is exactly the kind of answer that the quantum-
mechanical propagator, often denoted precisely by (y, 0, 0), gives. A
problem with this arises when one realizes that

(y, 110, 0) = 0lg(y, $(0,0)|0) = D(y, 1) # 0 for (y, 1) ~ (0,0) .

In other words, this amplitude is nonzero for spacelike separations (as
you explicitly showed in Homework 2, Problem 1, Part 2). The point of
the simple exercise below is to argue that the above interpretation of this
amplitude should be taken with a grain of salt, i.e. not too literally, as far
as relativity is concerned, of course.
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The question we will ask is: to what extent is this particle at x = 0
localized? In quantum mechanics, we answer this question by pointing out
that for an eigenstate of X, whose wave function is §(x — x”), the probability
to find the particle anywhere but at x = x’ is zero. Trying to pursue this
in QFT, a conundrum that arises is that we do not have wave functions
for particles. Recall that we have wave functionals, which determine the
probability that the field has this or that value. The coordinate, on the
other hand, is an argument, not an operator (hence “observable") in the
theory—just like time in QM, which is also not an operator; after all
we said “QM=QFT in d = 1". The best we can do is to consider the
state |y, 0) and ask where its properties identifiable in QFT—energy or
momentum—are localized.

Thus, consider the expectation value of Tgo(x,?) (assumed normal-
ordered) in this state:

Py, X, 1) =y, 0Too(x, Ny, 0) .

From the Born rule, the natural interpretation of the above quantity is the
value of the energy density of the state |y, 0) observed at (x, f)—spacelike
or not w.r.t. (y, 0).

a. Show, using the translation operator, that p(y, X, #) = p(0,x -y, ?) =
p(x —y, 1), where the last equality defines the new energy density
(X, 1).

b. Using Wick’s theorem—really, a baby-version thereof—express
p(x, 1) in terms of D(X, t) and its derivatives.

c. Using the knowledge acquired from Homework 2, study how well
is the particle’s energy localized, already at ¢ = 0.
Are you surprised by the result? Are you comforted?

We didn’t have time, apart from Problem 4 of Homework 2, to dwell
much on the nonrelativisic limit. This limit can be achieved by forgetting
the antiparticles and then defining non-relativistic fields. This is very well
described in either Tong’s or Luke’s notes. For those of you studying cold
atoms, it is definitely a must-read!

My final comment is that the most concise formulation of causality
that goes beyond simply stating that the commutators vanish for
spacelike separations is the one first due to Stueckelberg (1940’s)
and then finessed by Bogoljubov (1950’s).
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They consider the expectation value of an operator O(x) in a state
prepared by the action of an operator U[g]|0). U[g] is an evolution
operator (see below) which is a functional of some classical fields
g(y) used to prepare the state of the field (e.g. external e.m. fields
using to focus, accelerate, etc., the particles; g(y) could also be used
to turn on and off the interactions in different space time regions).
Thus the object of study is:

(O(x)) = (OIU ' [g1O(x)UgI0) .
The causality condition, then, is that

5(0(x))
oglyl

Now, recalling the form of the evolution operator,

=0forx~y.

U[g] — Teifdld3xLl(t,X,g(X,l‘))’ (8213)

and the Baker-Campbell-Hausdorf formula, it should be clear how
the vanishing of the commutators outside the light cone becomes
relevant for the above condition to hold. For Bogoljubov, the van-
ishing commutators are a consequence of the causality condition
given in terms of variational derivatives, as expressed above; he
derives the S -matrix expansion from that requirement along with a
few others (locality and Lorentz invariance, basically).

The reason to include this comment was to close the loop on
something that I mentioned in class, now that we’ve seen what
Ulg] may look like.

Answer for Exercise 8.7

Part a.  In class we defined the time translation operator as U(a) = P

which satisfies the relations®
U@p(x)U'(a) = ¢(x — a)

Ufa)|x) = |x +a). (8:214)

In particular (0| U(y) = (y| and U'(y)10) = ly). As TP is composed
entirely of products of ¢(x) or its derivatives, clearly

unT®x,nU"(y) = Tx -y, 1), (8.215)

6 There is some variation in at least some of the literature. In particular [5] defines the
translation operator as D(a) = e~ @P/T defined by the property D(a) |x) = [x + a).
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SO

p(0,x—y,1) = (0,0 T%(x - y,1)0,0)
= (0,0 UMT*x,nU"(y)10,0) (8.216)
=(y,01 T%(x, 1) ly, 0)
= p(y, X, ).

Part b.  Let’s start by computing the energy-momentum tensor
00 _ 5055%% — gL
= 0606 ~ 5 (0036 — (V0" ~ m’p?)
= % (Bogdog + (Vo)* +m*¢’)
1 Ppdiq
(27)02 \Jwpwq

(60 (ape_ip T+ aT e’ x) 0o (aqe_iq'x + azeiq'x)

+ O (ape_ip * aTe’p X) Ok (aqe_iq Yy aTe’q x)

+m? (ape_’p s aTe’p x) (aqe_’q Y+ aTe’q x))

(8.217)
For the derivatives, we have
0yett = d,et (8.218)
= +ip,e*P*,
SO
1 dpdiq . . _
TOOZ_f— —(wpwq +p-q) (-a e—lp~x+a'f'elp.x —a e—quC
4 (27r)6\/a)—a)q( (P a )( p p )( a
+ay T ol x) +m? (ape_ipx + aTe’p x) (aqe_iqx + aTe’q x))
1 dpdiq 5 .
= - | ———((~wpwq - p - q + m?)(apage P+
(2”)6W(( p¥q~ P-4 )(pq
+ aT aJf ’(p+q)'x) + (a)pa)q +p-q+ mz) (apa:gei(q_p)'x + a;aqei(”_q)'x))
(8.219)

We can justify dropping the apaq and a terms in this integral since we
are computing p(x, ) = (0, 0| T%9(x, 1) |0 0) where

a’r
(0,0|=(0|f— r
(2ﬂ)3\/2wra
ds -
0,0 =f— 410),
o0 2P 2y v

(8.220)
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so those terms only contribute zeros

0 = (0| arapagqay |0)

(8.221)
= (Ol arafatal 10) .

These zeros are easily computed by commutation, but also by the Wick’s
corollary mentioned in class (expectations of odd numbers of creation or
annihilation operators are zero). With those same sign (p, ¢) exponential
terms eliminated and a p, g swap in the apa:; term, we are left with

oo _ 1 dpdq
(27)6 \Jwpwq

(a)pa)q +p-q+ mz) (aqa:, + a;f,aq) P,

(8.222)

Normal ordered, we have
o0, _ 1 d’pd’q
(276 \Jwpwq

We expect this to equal the Hamiltonian density, and can check that as a
quick sanity check

fd3x:T00:

1 PxdPpd® . .
= — # (wpwq + p . q + m2) a;aqel(wp_wq)te_l(l’—q)'x

(a)pa)q +p-q+ mz) a;r,aqei(p_q)'f8.223)

(27m)° \Jwpwq
1 d3pd3q 2\ T i(wp—wgt
=— (27)3 \Jopwg ,/wpwq(Cupwtﬁ’l"qum)apaq‘elwp “4"6(q - p)
1 d3p 2 2 2\ f
3 [ e
1 >
= p 20_) p
(2n)3wp

= H
(8.224)

We are now ready to complete the computation of 5(x), which is
p(x)
1 Prdpdqd’s (
(2m)12 \Jorwpwqws

Wplg +Pp-q+ mz) 1 aragaqaz |0) ol(P=a)x

(8.225)
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Evaluating this matrix element with Wick’s theorem, we have

M1+ 1
(Ol arajaqal 10y = arahaqay (8.226)

= 2m)%8(r — p)s(q - s),

S0
1 dpdiq 2\ ,i(
A - — P + . + p_q)'x
PO=7 ) Grpapws (wp +p-a+m)e
3 3 3
— d P W eip-x d q w eiq-(—x) _'_f d 14 peipx
Qn)2w, Qm)N2wq (27)3 2wy
' f d’q qe ' & pr? f &’p oir f dq pia (=)
(27)*2wq (2m)32wp (27m)32wq ’

(8.227)

which is just

p(x) = 8;D(x)3;D(—x) + (VD(x)) - (VD(=x)) + m>D(x)D(-x).

(8.228)

Part c.  In homework 2 we found that at a spacelike distance x = (0, r)
the Wightman function had the form

D(r,0) ~ e, (8.229)

where f is the unit vector directed along the line from the origin to x. We

wish to evaluate the gradients of D(x, 0) and D(—x, 0), and may do so by
evaluating each with respect to oppositely oriented coordinate systems.

N (9 —mr
VD(X, 0) = rae (8230)
= —mfe ",
and
VD 0) = (-t 0
(—x, )—(—r)a—re (8.231)

= mte ™,
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SO
P(x,0) = (~mie™™) - (mie™™") + m*e™>"" (8.232)
- 0.

We have perfect cancellation at spacelike separations.
I am comforted and not surprised that we don’t find observable effects
at spacelike separations where we don’t expect to find them.






SCATTERING AND DECAY.

9.1 ADDITIONAL RESOURCES.

The video [15] does an excellent job explaining these concepts, covering
the same material, but doing so in a very structured fashion. He also nicely
highlights which parts we are basically taking on faith in order to gain
some calculation experience.

9.2 DEFINITIONS AND MOTIVATION.

In QM we did lots of scattering problems as sketched in fig. 9.1, and were
able to compute the reflected and transmitted wave functions and quantities
such as the reflection and transmission coefficients

/L*m V(X\
ANl |
e \ —

Voo

SR \ N

\ i

Figure 9.1: Reflection and transmission of wave packets.

_ e
¥inl®

_ Wuansl®
Yl

9.1)

We’d like to consider scattering in some region of space with a non-zero
potential, such as the scattering of a plane wave with known electron flux
rate as sketched in fig. 9.2. We can imagine that we have a detector capable
of measuring the number of electrons with momentum pgy¢ per unit time.
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Figure 9.2: Plane wave scattering off a potential.

—| Definition 9.1: Total cross section (X-section).

number of scattering events with poy # Kin per unit time
Ctotal = . - - ,
total Flux of incoming particles

where the flux is the number of particles crossing a unit area in unit
time.

Units of the x-section are (withh=c =1)

[o] = area = # 9.2)

The concept of scattering cross section may not be new, as it can even
be encountered in classical mechanics. One such scenario is sketched in
fig. 9.3 where the cross section is just the area

o = nR>. 9.3)

Other classical fields where cross section is encountered includes antenna
theory (radar scattering profiles, ...).

Definition 9.2: Differential cross section.
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"bok Jn”
/4; i form RZ radus R

_— b llet
T  sirwnm //4

Figure 9.3: Classical scattering.

do number of scattering events with poy; between (p, p + Ap)
dp,dp,dp, flux ‘

In QFT we typically study 2 — 7 inelastic scattering. Most commonly
the nature of the final state particles are different from the nature of the
incoming state.

For example, we can collide an electron and anti-electron, and can get
muon and anti-muon particles as sketched in fig. 9.4, or pions as sketched
in fig. 9.5, or even both as sketched in fig. 9.6.

/q

A

Figure 9.4: Muon pair production.

T

5—-—)4—%

Figure 9.5: Pion pair production.
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A

4
L_\/\/ ¢
M- T

Figure 9.6: Muon and pion pair production.

In the 1¢* theory we can have scattering events such as 2 — 2 and
2 — 2n production as sketched in fig. 9.7.

- A
\ N
() (b)

Figure 9.7: lambda fourth scattering events.

How to calculate in QFT. Initial state of 2 particles A, B with initial state
(K4, KB)in,7——co 9.4)
and final n-particle state
IP1, P2, s Prdout,T—+c0 9.5)
The QM transition amplitude from the initial to the final state is
ou(P1. P2, Pul Ika, k)i = (P12, Pal € ko Kp) . (9.6)

This is the amplitude for AB — 1---n. Ultimately, we want the scattering
X-section.

We will also be interested in decay rates, as there are unstable particles
in QFT that can decay. This doesn’t happen in A¢* theory. In a theory
with 2 scalar fields ®, ¢ with mg > 2m,,. A possible interaction for such a
theory is

Hine = ,uq)‘pz’ ©.7)

which would permit ® — ¢¢ decays. Hw4 has a coupling like (h/V)d,,¢" 0+ ¢*
for which a h — ¢%¢“ decay is possible.



9.3 CALCULATING INTERACTIONS.

— Definition 9.3: Decay rate.

The decay rate is defined as

L Number of decays ® — ¢ in unit time

Number of @ particles present

What is the amplitude for such a decay transition?
<k¢|in,T—>—oo - <k1’k2|0ut,T—>+oo . (9.8)
The amplitude for ks — Kk, Kks.

(ki kol e T [ky) = (ki kofkg) 9.9)

out

mysterious seeming statement something like  : “The decays are essen-
tially due to interactions with vacuum fluctuations.”

9.3 CALCULATING INTERACTIONS.

We write

outP1-++ PulKa. Kp)ip = Jim (pi. -+ pale”>"" [k, k)

P1,--pul S Tka,kp) ©.10)
= (p1, Pl 1+ T ks kp),

where $ is called the S-matrix or scattering matrix, which is decomposed

into a unit portion 1 which is a convenient way to exclude events with no

scattering. 1 contributes for n = 2 only, but is an n scattering amplitude.
We are really interested in the i7" portion of this amplitude

(p1, - PuliT |ka, kp)

“ 9.11
= @m*6Y ks +kp— ). pi) X iM(ka + kg = Pr -+ ). oy
i=1
This amounts to a definition of M. Recall that we found
. T ’ ’
Uur,-T) = T(e_lf—r H(#')dr ) (9.12)

— iHO(T—10) ,=i2HT ,~iHo(~T~1o)
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We want to replace the e=>#7 in the matrix element above with U.

In perturbation theory, we assume (conjecture) that

ka,kp) ~ [ka, k
lka,kp) ~ [ka B)To . 9.13)
~ constay a, |0)
Because we’ll be squaring the amplitudes, we can assume that the
¢!Ho(T=10) wil] result in just phase factors that won’t survive, so in eq. (9.10)
we can insert U

out(P1. " PulKa, Kp)ip = Tim (py, -+ pul U(T, =T) kg, k) (9.14)

A . 3 T (A
P pal T ks kg) = Tim - o(pr. - pal T o O 1y K
(9.15)

We will see that evaluating this beastie amounts to summing all the
connected and amputated diagrams, a subset of all the possible graphs.
Why this is true is not covered in this course (i.e. see QFT II and/or §7.2
[19]). Using the ¢*th theory, [14] provides a very nice example that shows
how the first order disconnected diagrams happen to cancel out perfectly
(even though they both represent infinities!).

What is “connected and amputated”?  Explaining by example. n =
2, A¢* /4.

i1
Ol mip, (1 ot fd“xqﬁi‘(x)
1 (id\2 __
(;!) fd4xd4y¢j‘(x)¢‘}(y) 4 ) al a 10)

(9.16)

+ —

2

Here time ordering operations are implied, but not written explicitly. Also,
the “amputated” indicates that we are going to be dropping the 1 portion
of the exponential expansion (as we’ve also dropped that in eq. (9.15)).
We will also be using a relativistic normalization so that the a;;AaT terms

kp
include +/2wk,2wy, contributions and the ap,ap, include ./2wp,2wp,
contributions.

1
Té1(x1)p1(x2) = Dp(x1 — x2) (9.17)



9.4 EXAMPLE DIAGRAMS.

When we look at

— 1 d3 e—ip~x —
¢1(x1)alt V2w =f P —apal 2wy

(2n)? \/%

d3 e ip-x (9]8)
[ v
— e—ik-x'
Similarly
dSk elk X
ap¢1(x1),/2a) f(2 )3 apalt V2wk
d3k ezk X . 19)
= 6% k) 2wk
@’ \Lw
— e+tp x
Summarizing
di(x)ay = e
ot (9.20)
apdr(x) = e’

9.4 EXAMPLE DIAGRAMS.

We want to examine the relevant diagrams corresponding to a transition
amplitudes for the ¢* theory. Contractions such as

— 1
(ap,ap,lal al y . (9.21)
A 1KB"0

result in diagrams that are not connected as sketched in fig. 9.8.

There are no other possibilities for the first order (and these ones are not
interesting). For the second order transition amplitudes we want to sum of
all the contractions for the expectation

+ A
<ap1 ap, ¢‘I‘(x)al'(A a£3> =—i a0 all contractions. (9.22)

Our diagrams include fig. 9.9, which are not connected. The figure eight is
a vacuum fluctuation that represents virtual processes. Another diagram is
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by .

Figure 9.8: Not connected diagrams.

Figure 9.9: Not connected second order interactions, including vacuum fluctua-
tions.

‘Lg Q‘L

Figure 9.10: Another second order diagram.
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fig. 9.10, also not connected.

We want diagrams that we will describe as “connected and amputated”.
We are clearly discarding non-connected diagrams like those above, but
will need to demonstrate what is meant by amputated, and will continue to
consider examples to make that clear.

Here’s another diagram fig. 9.11 that is also not connected. From the

b !

1

v

\lb v X ?"
Figure 9.11: Another not-connected diagram.

diagrams we can construct the functionals that they represent. The single
line in this one is a ®(p; — k4) whereas the balloon with two strings is

f d*xe B XDp(x — x)e'P2*, (9.23)

There are similar not-connected variations of the possible diagrams that
we will also discard. The connected diagrams all come from contractions
such as

[
(0l ap, ap, ¢} (¥)ay al 10) (9.24)
="

The diagram for this interaction now has a vertex representing the contrac-
tions with ¢‘}(x) with four edges from that vertex as sketched in fig. 9.12.
The algebraic expression for this diagram is

—il . .
# (4_l') fd“xe_l(kﬁkm.xel(m+p2).x = —id2n)* 6 (p1 + p2 — ka — kp).
(9.25)
Such a diagram has the general form
@m*e® (> in— > final) x iM(A, B — 1,2), (9.26)
S0

M(A,B— 1,2) = -1 9.27)
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ks [
Figure 9.12: Not non-connected diagram.

Here the “symmetry factor” 4! was added in to count all possible ways of
constructing such a diagram.

Next order  How about an amplitude like

| 1 (—id\* | R
Olanany () [ [ asiwsion] a0 ©2)
Disconnected diagrams include fig. 9.13. However, we have connected

(

Figure 9.13: Disconnected third order interaction.

diagrams like fig. 9.14. The loop in this diagram represents an interaction
with “vacuum fluctuation”. Such an interaction is not relevant to scatter-
ing, and we may consider just the portion of the diagram that leaves off
this vacuum fluctuation. This is what is meant by amputated. Amputated
diagrams do not include such factors. Other example interactions that may
also be amputated include fig. 9.15.

At the next order we can have fun interactions like that of fig. 9.16,
which is not amputatable (it connects branches), and must be considered.

At the A2 order, the relevant diagrams are sketched in fig. 9.17 At this



9.4 EXAMPLE DIAGRAMS.

Figure 9.14: Connected diagram.

§ X X

Figure 9.15: Other amputatable diagrams.

k', Y

g 3

Figure 9.16: Fun interaction.

(a) (b) (0

Figure 9.17: Second order connected amputated diagrams.
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order ¢4(x), #*(y) each contribute a vertex with 4 edges.

Definition 9.4: Amputated

Omit anything that only effects input or output lines.

9.5

THE RECIPE.

The general transition amplitude for a 2 — n event has the form

(p1-+- palkaks) = @m)*6“ (> kin = )" pou) iM(A, B — 1),
(9.29)

Our recipe is

1.

2.

3.

9.6

iM =}’ of all connected amputated diagrams, lines and vertices.
to every internal line (not connected to input or final particle)
associate a propagator

i
L 9.30
P2 —m?—ie (9.30)

where p is the 4-momentum of the line. External lines are = 1.

Impose non-conservation with every vertex.

. integrate f d*p/(2n)* over all momenta not fixed.
. symmetry factors

. vertex: (—iAd).

BACK TO OUR SCALAR THEORY.

Applying these rules to the diagram fig. 9.18, we get

or

—id =iM, (9.31)

M=-A. (9.32)
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b 1

Figure 9.18: First order interaction.

A A z
A ‘ | K 1
b; N 2 ? !
(a) (b) (0

Figure 9.19: Second order diagrams.

For the second order diagrams The first diagram gives

i i

9.33)

where g1 + g2 = ka + kp, so we can let go = ka + kg — g1, which gives
d4 . .

q14 (—i)? 2 : : : 2
(2m) q; —m? —ie (kg + kg — q1)* — m* — i€

(9.34)

Calculating the symmetry coefficients is a counting game, illustrated
roughly in fig. 9.20, where the 1/2 factor was eliminated by the two
choices, and the rest by factorial counting (4 ways to pick first, leaving 3
ways for the next choice, two for the next, until the last.) In the end we
have a symmetry factor of (4 x 3) X 2 X (4 X 3).

9.7 REVIEW: S-MATRIX.

We defined an S —matrix

(IS 1y =S i = (27)* 6@ [Z (p,' - Z]] iMy;, (9.35)

Dy
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Figure 9.20: Symmetry coefficient counting.

where
iMy; = Z all connected amputated Feynman diagrams .  (9.36)

The matrix element (f|S |i) is the amplitude of the transition from the
initial to the final state. In general this can get very complicated, as the
number of terms grows factorially with the order.

We also talked about decays.

9.8 SCATTERING IN A SCALAR THEORY.

Suppose that we have a scalar theory with a light field ®, M and a heavy
field ¢, m, where m > 2M. Perhaps we have an interaction with a 2
symmetry so that the interaction potential is quadratic in

Vint = updP. (9.37)

We may have @ — PP scattering.
We will denote diagrams using a double line for ¢ and a single line for
®, as sketched in fig. 9.21.
There are three possible diagrams:
The first we will call the s-channel, which has amplitude
i

A(s-channel) ~ 5

p? - 1?12 + i€ (9.38)
i

s—m? + i€’

where we designate the total squared four-momentum as

(p1+p2)* =s. (9.39)
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2

\ﬁf

Figure 9.21: Particle line convention.

in+nd v Cnost
¢ I 17 g,

() (b)

ook ﬂM
i 13

(©)

Figure 9.22: Possible diagrams.
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In the centre of mass frame

p1 = —p2, (9.40)

SO
2
s=(pl+p)) = E&, (9.41)

To the next order we have a diagram like fig. 9.23. and can have addi-

Figure 9.23: Higher order.

tional virtual particles created, with diagrams like fig. 9.24.

—O—O- X

Figure 9.24: More virtual particles.

We will see (QFT II) that this leads to an addition imaginary i’ term in
the propagator
i i
- . 9.42
s—m?+ie  s—m?—iml +ie ©42)

If we choose to zoom into the such a figure, as sketched in fig. 9.25, we
find that it contains the interaction of interest for our diagram, so we can
(looking forward to currently unknown material) know that our diagram
also has such an imaginary iI" term in its propagator.

Assuming such a term, the squared amplitude becomes

2
Tl 2 ~ Al

s near m 1 (943)

(s — m2)2 + m2I'2
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Figure 9.25: Zooming into the diagram for a higher order virtual particle creation
event.

ml’

]
[

m

z

Figure 9.26: Resonance.
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This is called a resonance, and is sketched in fig. 9.26.
Where are the poles of the modified propagator?
i i
= 9.44
s—m? —iml +ie  p2—p?>—m? —iml + ie O

The pole is found, neglecting ie, is found at

pPo = ,/w% + imI’

imT
= wp |1+ 25 (9.45)
Wp
N imI’
SN —_—
P 2wp

9.9 DECAY RATES.

We have an initial state
i) = 1k), (9.46)

and final state
15 =pf. o ph). 9.47)

We defined decay rate as the ratio of the number of initial particles to the
number of final particles.
The probability is proportional to

P~ KAS 1D
= ' 6 (pin - Y P 6 (pin = Y pp) X [ My
where the proportionality is because we will have to divide by all the norms
of the final states'.

Saying that 6(x) f(x) = 6(x)f(0) we can set the argument of one of the
delta functions to zero, which gives us a vacuum volume element factor

' sD(pin = D ) = n)*6 D (0) = VT, (9.49)

: (9.48)

>

SO

probability fori — f 2, (9.50)

e ~ Q'Y — ) pIVa X My

1 Required for the probabillity to be no greater than one.



9.9 DECAY RATES.

For the norms, we use the relativistic normalization
(Klp) = 21 2wpo™(p — k) (9.51)
and our volume element interpretation of §*(0)2, which is

(plp) = 2wy fd3xeip.x’xzo =2wp V3. (9.52)

We now have the full expression for the probability per unit time

2
probability fori — f Qm*D(pin = X pp)| M| V3 9.53)
unit time B 2wk V32wp, -+ 2wp, V3 o
In terms of number of states in a small momentum space volume.  If we
multiply the number of final states with plf € (plf , pif +d plf ) for a particle
in a box

2nn
px= 7 - (9.54)
2
Ap, = %Anx (9.55)
L
An, = —Ap, (9.56)
2r
and
V3
AnAnyAn; = WA]),CApyApZ (9.57)
r- number of events i — f
B unit time 0,58
2 .
[t @n)* 80k - 3, p))| My ©:3%)
; 2r) 2wy 2wk

Note that everything here is Lorentz invariant except for the denominator
of the second term ( 2wg). This is a well known result (the decay rate
changes in different frames).

2 Originally seen in eq. (4.76).
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9.10 CcROSS SECTION.

For 2 — many transitions

probability i — f .
Tnit fime X ( number of final states with p € (py, pr +dpy) )

_ et Epi- 3, ph|Ms s 1 &Bp

2wk1 V32wk% f (27r)32a)pf
(9.59)
We need to divide by the flux to obtain the cross section.
In the CM frame, as sketched in fig. 9.27, the current is
j = nvy —nvy, (9.60)
so if the density is
1
= — 9.61
"=y 9.61)
(one particle in V3), then
Vi — Vo
= —". 9.62
A (9.62)
_T% &=
) [
Figure 9.27: Centre of mass frame.
2
et pi - By ph My [ &p 9.63)
2w, 2w, [IVi = Vo] ; 2m)3 2wy o
This is where [19] stops.
There is, however, a nice Lorentz invariant generalization
; 1 2 2,2
J (kakp)” — mymy (9.64)

Viwy, wi,
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(Claim: DIY)

Tl = L(”kA” N ||kB||)
oM V3 \ wy, Wiy

1
= < (vall+ Vsl 0%
3
1
= v [lvi — w2l
_ Q)6 (E pi— X p’ )’Mfi’Z ]—[ &’p (9.66)

p (27r)32wp_/ ’

4 \J(kakg)? — m3m?

9.11 MORE ON CROSS SECTION.

do(AB — 1---n)

M| x 2m)*6™( 7y
. W)z mml il x @nts VY pi- Zp H@npm

9.67)

For two particles, the particle data book this factor has the identification

d(LIPS); = (271)46(4)(2 pi— Z ) ]_[ (27r)32a) (9.68)

A(LIPS )| M|

4 |/ (kakp)* — mym,

Example: ¢¢ — ¢¢: Let’s calculate the flux factor for the 2 — 2
scattering sketched in fig. 9.28 from the CM frame. Our four-momenta are

(9.69)

(9.70)
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/
i N )
7y S

‘Yv

Figure 9.28: Two to two scattering in CM frame.

where
Vs =Ea +Eg, ©.71)

and s is known as a Mandelstam variable (see for example: [23]. The
particles are each on shell, so

ki = Z - k2 = m2
s S 2 ) (9.72)
kB = Z - k =m
The flux factor is
s 2
4 \[(kakp)? —mim% = 4 (— + k2) — (m?)?
4 (9.73)

:4\/(2 +k2—m2)(£+k2+m2).

Using eq. (9.72), gives

4 (kakg)? = 3, = 4 [21)3 = 41IKI| V5. 9.74)

9.12 d(lips),.

In the CM frame the delta function simplifies and we have



9.12 d(lips),.

&p dpy 1 3
d(LIPS), = 2121)* 6P (p1 + p2)dRw —
( )2 207 @) 2012005 7(2m)* 6V (p1 + P2)SQ2wi — V)
dpr 1
= —=216Quw -
2 4 @ = V9)
d3p1 1
= ————=216(2 \/p? + m? -
(2m)3 4w% 7O Py +m vs)
(9.75)
S
P = (g,pl) (9.76)
The square of this four-momentum is
2_ . 2_ 85 9
py=m = 1 P1; (9.77)
o)
2_ 5 9
p?="m (9.78)
4
Using the delta function identity
o(x")
o(f(x0) = - — , 9.79)
F ) y=0

and letting d°p, = dQp2dp, p = |Ip1]l, and f(p) = 2+/p? +m? = /s we

have a zero at

x"=p—s/4-m?, (9.80)
p? = Zi —m?. (9.81)
£y = Lo for e m
dp
_ zézﬁ (9.82)
w1
2p
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3
1
dLIPSy, = SPL L orso - NsA—md)

Q) 407
_d*Qpdp 6(p — \s/4 - m?)

 (2n)40? 2p/w)

2
= d()—pdpé(p — w/s/4—m2),

T (27)28w;

but fdxxé(x —x") = x", s0

d*Qp
(27)28wq
B d*Qp
C16m2 s

since w; = Vs/2.

d(LIPS), =

Plugging eq. (9.74) and eq. (9.84) into eq. (9.69) we have

do d(LIPS), 2 1
a0~ a0 M r v 2.2
4 (kAkB)z—mﬁm%
1
P |—i/l|2
1672 /s 411kl Vs
/12
64n2s’

Since

ffﬂ:%,

the total cross section is

A2 4n
lox = —
ol =2 264/16
/12
325"

There was a counting adjustment made here that I didn’t catch.

(9.83)

(9.84)

(9.85)

(9.86)

(9.87)
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9.13 PROBLEMS.

Exercise 9.1 The “h — WW, ZZ" Higgs-decay width. (2018 Hw4.1I)

From the SU(2); X SU(2)g model of Homework 2—really, the Higgs
Lagrangian of the Standard Model, find the coupling of the A-particle (the
Higgs boson) to the ¢¢ particles (these are now Goldstone bosons, in the
electroweak theory, they become the longitudinal components of the W
and Z particles). Canonically normalizing & and ¢“, this coupling has the
form

Line = const. h 9, ¢ . (9.88)

a. Determine the value of const. for canonically normalized / and ¢“.

b. Use this coupling to compute the width T'(h — ¢>¢>) of the Higgs
particle to decay to two longitudinal (say) Z-bosons (hence the
index 3).

c. Plug in some numbers. Use the fact that the vacuum expectation
value |m|/ VA = 246 GeV and the fact that my, = 125GeV to get a
number for the lifetime. Compare to the total width of the Higgs
from [2], see figure 5 there, as well to the partial width to WW
given in Figure 4 there.

d. At the same time, determine the values of |m| and A separately. Is
A <« 1 (i.e. perturbative)?

Notice that this calculation would have been physically relevant had the
Higgs been heavy, my, > my ~ 100 GeV. This is because the h —» WW
decay then is dominated (in this limit) by the decay into the longitudinal
component, which is really the Goldstone boson field ¢¢ (in this limit, the

result is independent of the gauge couplings g; » of the Standard Model).

Nonetheless, having some real numbers in this class is good.

Answer for Exercise 9.1

Part a.  Here’s a reminder and summary of the Higgs Lagrangian we
will be working with in this problem

L =t (9,HH) -V, (9.89)
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where
V=—mPu(HH)+A(c HH) . (9.90)

It was postulated that the field had a radial component /4, the Higgs field,
and an rotational component (), where the total field was given by

H(x) = %Q(x)(l + h(x)), 9.91)

where
Q =9 = 0 (9.92)

Assuming that 4(x) and ¢“(x) commute, H "H can be computed with
relative ease, and has only radial dependence

f |ml* 2 —io-¢ io-d
tr(H'H) = L+ hG) tr (e 9 ?)

_mf?
42
_mf?

(1 +h)>
2/1( + h)

(1 + h(x))*tr1 (9.93)

For the derivative quadratic form, we find

2
O, H "H = % (6,7 + (1 + M3AT) (O + (1 + W) QY)

2
|m|

=0 (6,hQTFhQ + (1 + ) (8,h Q7 (3 Q) + 9 W3, QD)
+(1+h0,Q79'Q).
(9.94)

Because QTQ = 1, we have

0uh QY (3 Q) + & W3, 0N = 9,k (AT ("D + (*QNHNO)
= 0,h (0"(Q'Q) - ("N + (3*QN)O)
= 94(1)
=0.
(9.95)

All the cross terms with both / and ) derivatives are zero (to all orders,
not just quadratic).
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Taking traces (and using cyclic permutation of the matrices in the trace
operations), the Lagrangian density is now determined

2 2
|m| |m|

_ 2 T
L= e 0uhd o+ (L hy e (3,07040) 006)
5 .
2 - (R
+ |m| 1 o3 .
Now let’s expand the () derivatives. To first order, we have
@J):@A1+w"¢) (9.97)
=i - 0,9,
SO
k _ . . '}' . .
r(0,Q10"Q) = tr ((~io - 9,97 )(ior - ¢)) (9.98)

= tr((o- )0 - #9)),

where the real nature of each of the ¢“’s has been used to eliminate the §’s.

The structure of this trace is that of

tr((o-x)(o-y)) = x“yb tr (O'”O-b

_yp) 2 a=b (9.99)
a+b
=2x-y,

The Lagrangian density, including just the kinetic term, and the first order
h interaction is

L= @8 ho'h + @(Zh)Za o +
22" 44 o (9.100)
= @6 ho'h + @ha 01!
220" TG
Imposing a transformation of the fields
h— %h
m
(9.101)
a ﬁ a
¢ - _¢ ’

Iml|
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we find that the portion of the Lagrangian including just the kinetic and
interaction terms is transformed to

1 A

L - Eaﬂha“h + lx/;hayq)“a“(p“. (9.102)

|ml
This is now “canonically normalized” 3. The coupling to first order in 4 is

Lo = %haﬂwaﬂw. (9.103)

The constant in question (called 1/v in problem 3) has been found to be

1_Va (9.104)
% |m|

Part b.  The scattering calculation machine that was presented in class,
assumes that the final states scattering process can be related to a scattering
matrix with the following structure

out(P1> P21, = (p1, P2l S k) = (p1, pal T (¢ #Hint®) k) (9.105)

where K is the momentum of the initial Higgs particle, p; are the momenta
of the Z-boson disintegration products, and we evaluate the amplitude by
summing “connected amputated diagrams”.

With the plus-minus decomposition of the field A(z) = h*(z) + h™(2),
contracting the field with the initial momentum state gives

h(z) k) = h*(2) k)

3
- f A g, iy
(27)? J2wq

d? ;
_ f P9 irig, ol 0) 9.106)

@21 \[20q

ffww%@m—mm

—ik-z

e

3 Canonically normalized is assumed to mean that there’s a one-half factor on the kinetic

terms
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Similarly,
(Pl4’(2) = P~ (9.107)
Apparently®, the interaction Hamiltonian density that we want to use
for this problem is Hiy; = —Lin. Given that, the exponential argument
expands to

i f diHo (1) = i% f dr f & xh(x)0, 6 () 6(0).

1 (9.108)
= i; f d*xh(x)0,4° ()3 ¢ (x).
so the first order expansion of the scattering amplitude is
1
i f d*x (p1, pal T (h(x)3,6" ()0 ¢°(x)) K} . (9.109)

There are two possible diagrams associated with this amplitude, sketched
in fig. 9.29, but only the first qualifies as “connected amputated”.

(£
©) (@)
(b)
Figure 9.29: Possible figures
Algebraically, in terms of contractions the first diagram is
1 T |
i f d*x(p1, P2A(x)3,¢" ()¢ (0)lk), (9.110)

4 According to a “trust-me, it’s a long story” kind of statement related to a classmate from

Professor Poppitz.
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however, since p; are the momenta for ¢* particles, only the a = 3 terms
above contribute, leaving

[ atsbpond oo
= i% f d*x (0] 9,eP 3 e e |0)
=it f 01 ((p1)) U pa))e P #7270 [0y ©.111)
- "% f d*x (0| py - poe" P P>70¥|0)
= —i%(pl - p)2m)* 6D (p1 + pa — k).
This equals iM ;;2m)*6™ (py + p> — k), so

1
Myi === (p1 - p2). (9.112)

We can now start plugging this into our decay rate formula

1
rzz_wkfd(LIPS)2|Mf,~|2, ©-.113)
where?
HLIPS ), = (25D + b d*pi dp>
. _
2 = pP1+p2 (27r)32wp1 (27T)32‘Upz
d3p1 d3p2
= 20)*6 (1 + p2 -~ WS + w2 ~
@y 0+ b2 = K31 + 02 = G o
(9.114)

d’py d’p;
(27)*2wp, (27)*2wp, 2wk

L (26 (py + p2 - K)3(py 5
+ wp, ~ W(=p1 - p2)’.

This is simplest to evaluate in the center of mass frame, as sketched in
fig. 9.30, where k = 0, and wk = my,, the Higgs mass. This leaves
1 d3P1

= W&( wp, —w) (P12, - (9.116)

5 [13] uses D for the d(LIPS ), symbol we used in class.
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Figure 9.30: Center of mass frame.

If

p1 = (wp,, P1)

P2 = (wp,, P2)s
then

D1 P2 = wp,Wp, — P1 - P2,
and

P1 - P2lp,=—p, = wp,wp, + pT = m] +2p7,

however, the ¢> particles are bosons (no mass!), so this is just
P1 - Palp, ——p, = 2P7-

so eq. (9.115) becomes

d*p d’p>

I=
(27)2wp, (27)*2wp, 2my,

(9.117)

(9.118)

(9.119)

(9.120)

( o6 (p1 + p2 - K)S(wp, + wp,

— mp)4 |Ipall*

1 &
_ 1 ﬁ 2m)6Qwp, — my) |Ip1lI*
P1
dpy 1
(2:)12 56wy, —mi) IpilP.

(9.121)
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Evaluating in spherical coordinates with ||p;|| = p, we are left with

1 4n 00
=——" dpp*s(2p —
e fo pp 6(2p — my)

_1 1 fowdpp4c5(;J——nfm/2) 9.122)

T2 2mym 2

3
1 my

= P

where no adjustment of the integration range fooo p* = 1 [T p* trans-
formation was made before evaluating the delta function. That was done
on purpose since the zero of our delta function sits at my/2 > 0, a point
already in the [0, co] range of the delta function integral above. The final
result, putting in our constant factor y from eq. (9.104) is

3
A my

B = S h
L(h— ¢ = 5

(9.123)

Commentary on possible errors.  I’m not entirely convinced that this
answer is not off by some 2" factor, even assuming no plain old algebraic
errors. The easiest place I can imagine messing this up, is by double count-
ing our indistinguishable bosons. I think that I've implicitly accounted for
that indistinguishably by by not separately labelling ¢f\, ¢% end points in
the first diagram of fig. 9.29, therefore counting that diagram only once.

Part c.  The results of plugging the numbers can be found in fig. 9.31. ,
we have

I was initially unsure how to compare this meaningfully to figure 5 of
the referenced document, since the rest mass of the Higgs is 125GeV, yet
I' was plotted at a range of GeV values. However, this document appears
to roughly coincide with the date of the Higgs discovery. We see in the
figures that the decay rate (on a logarithmic scale!) is much smaller for
values of the Higgs mass roughly below the threshold mass at which the
Higgs was discovered. In a sense, they allow for a determination of the
mass, by looking at the energy ranges for which there are scattering events
of the desired types.

Partd.  From fig. 9.31, we see that 1 = 127 GeV, which isn’t small by
any typical measure!
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infzel:= mh = 125 § (#GeVs)
m = Sqrt[2] mh // N;
r = 2463 (*GeVx)
gamma = (mh*3/64/Pi/r*2) // N;

lambda = (m*2/r) // N;
Grid|[{
{"my, = ", mh, "GeV"},
{"Im| =", m, "GeV"},
{"m/ﬁ =", r, "GeV"},
{"r =", gamma, "GeV"},

my = 125 GeV

Im| = 176.777 GeV

Outiazl= m/+fA = 246  GeV
T = 0.16052 GeV

A= 127.033 GeV

Figure 9.31: Plugging in the numbers.
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Exercise 9.2 Goldstone boson X-section, and Higgs. (2018 Hw4.11I)

This problem has:

o A great historical significance, for giving an argument in favor of the
existence of a Higgs particle. The strongest argument for the Higgs
particle’s existence was that it was required—within the weakly
coupled scenario of electroweak symmetry breaking—to tame the
growth of the WW scattering amplitude and restore unitarity of the
electroweak theory. Unitarity is a sacred thing and we don’t want to
easily give it up.

o A great future significance: measurements of WW scattering at the
LHC (and future colliders) will test the Higgs model precisely, in
particular the hypothesis that the Higgs particle that was found last
year completely restores unitarity and there is no other state required.
Current measurements of WW scattering at the LHC are not just
not complete, they are nonexistent (and are very difficult, I am told),
hence the question of whether “the Higgs is the Higgs" is still open.

Now, to the concrete stuff:

a. You will calculate the scattering amplitude of Goldstone boson
quanta via Higgs exchange, due to the coupling you found in eq. (1)
of Problem 2. To be definite, study the amplitude M(¢'¢' — ¢3¢°)
(I am being very nice here, as I let you only look at the s-channel
process!).

For energies of the ¢* quanta greater than the mass of the W
and Z bosons (roughly 100 GeV), this scattering amplitude via
h-exchange can be shown [you got to believe me here] to be the
same as the scattering of longitudinal W, Z-bosons.

Show that

2

M(@'¢" = 88— exchange = const. , (9.124)

2
Vvi(s—my)
where s is the appropriate Mandelstam variable (the square of
the c.m. energy), my, is the mass of h, v = |m]|/ \/1 and you will
determine the constant. What you found is that the scattering ampli-
tude (9.124) grows with the c.m. energy, without bound. It should
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intuitively clear that this may violate unitarity by leading to proba-
bilities greater then unity at sufficiently high energies.®

Now, the interesting thing about the Higgs model is that the growth
of (9.124) with center of mass energy is actually cancelled by the
same amplitude, but now due to the direct coupling between ¢
quanta. To find these interactions, go to eq. (9) of Hw 2 and study
the coupling of ¢“: substitute H(x) of eq. (9) into eq. (5) and find the
coupling between four ¢-quanta that gives the leading contribution
to the M(¢'¢' — ¢ )iocar p—interacrion scattering amplitude. Show
that it has the form:

const ¢C¢d(?ﬂ¢“8"¢h Tr (O'CO'dO'“O'h) , (9.125)

and determine the constant.

. Finally, use (9.125) to calculate M(¢'¢" = &> 8iocat g—interaction

and show that, when added to M(¢'¢! — ¢ ) oxchanger the
various constants combine such that the amplitude M(¢'¢p' —
¢3¢3)|h—exchange+local ¢—interaction does not grow with the center of
mass energy. Hence, in the Higgs model of Homework 2 unitary
(as expected) rules.

The discovery of the Higgs, which is expected from such theoretical
arguments, is a strong evidence in favor of the recent statement:

"Quantum field theory is how the world works." -Ed
Witten (NYT, August 12 2013)

Answer for Exercise 9.2

Part a.

Part b.

Part c.

TODO.

TODO.

TODO.

Exercise 9.3 Radiation and the IR catastrophe. (2018 Hw3.1II)

Showing this more precisely—and putting bounds on the mass on the Higgs from unitarity—

requires study of partial wave decomposition (which is also widely used in quantum
mechanics; while the idea is the same, it gets technically a bit more messy in QFT), which
is left for future studies.
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This is a baby problem having to do with radiation of scalar particles. (As
we will not have too much time to study the radiation of electromagnetic
fields this term, it is a good opportunity.) Consider the coupling of a
classical particle to a scalar field (remember Hw 1, Problem 1, where a
similar coupling to the electromagnetic field was considered):

Sint=e f dsp(x(s)) , (9.126)
worldline
where x(s) is the worldline of the particle and e is its scalar charge (what
is its dimension?). The coupling (9.126) corresponds to a “current” j(x)
coupling to ¢ as in Problem II. above:

St =e f dsp(x(s) = fd4xj(x)¢(x), (9.127)
worldline
where
jx)=e f dss®(x - x(s)), (9.128)
worldline

is the current.

a. Consider a particle of mass M, whose worldline is given by:

4 vy

x(s) = —=s, for s <0and x*(s) = —s, for s >0,
M M

(9.129)

where p!' and p‘j‘ are the initial and final four-momenta of the
particle (both obeying p*p, = M?, with p® > 0, of course). The
physical meaning of this trajectory is that the particle undergoes
acceleration at x° = 0, suddenly changing its four-momentum from
pi to py. Show that the Fourier transform of the current, as defined
in (8.174) above, is given by:
ieM ieM
PPy P Di
To make the TA’s life (and yours) easier, in getting (9.130), consider
without loss of generality, trajectories with p; = (M, 0,0,0) and

pr=(M?+424,0,0).”

i) = (9.130)

7 Recall the “half-delta function" integrals from Homework 2, Problem 1 and ignore the

ie factors which should be present in the denominators in (9.130) as they will not be
important for what follows.
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b. Now study the expression for the average number of particles
produced, A, or {(N), of eq. (8.174), as well as the average energy
(E), which you can easily come up with, from (8.174). From now
on, consider the case where the mass of the produced particles
(¢-quanta) is zero. This has two advantages: simplifications in
the various formulae as well as giving us the feeling that we are
actually looking at something close to radiation of photons.

Show that the integrals over the momenta of the emitted “photons"
in (N) and (E) diverge at large p.

This is because our trajectory has a sudden change of momentum at
s = 0. We expect that the formulae for the radiated “photons" is still
valid for sufficiently small momenta where the nature of the kink is
not relevant (presumably for momenta less than the inverse time during
which a smooth change of momenta occurs, i.e. momenta smaller than
the reciprocal of the scattering time). Thus, we now suppose there is a
high-momentum cutoff.

Let us then study the convergence of the small-p integrals over the
momenta of the emitted particles in (N) and (E). This counts the
number or energy of “soft" photons emitted. Show what while (E)
is finite, the expression for (N) diverges for small p.

This divergence in the number of soft photons radiated by a classical
source is called the “infrared catastrophe", in the case of QED. A similar
answer is obtained using a tree-level QFT calculation of the radiation
of soft photons. Note one interesting fact: the divergence of the integral
determining (N) is logarithmic: (N) ~ 2 log %, where the IR cutoff
kmin 1s introduced to make the integral finite. You see now that &2 (really,
the fine structure constant @ ~ 1/137, in QED) is multiplied by a large log,
which can be bigger than 137. This is a first indication that perturbation
theory breaks down and some resummation of diagrams may be needed.
Indeed, in QED, the infrared divergence is cancelled after adding “loop"
effects, see Section 6.5 of Peskin and Schroeder.

The point of this problem was to illustrate two things. First, it shows
(within this classical calculation of the overlap between free and interact-
ing vacua) how the two vacua can be orthogonal (in the case of massless
¢, due to infrared (small momenta) problems). Second, it points toward
something—the infrared divergences in QED, and the resulting “Sudakov

double logs"—that you will study later, either in QFT2 or by yourselves.

Answer for Exercise 9.3
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Part a.  Our Fourier transform is
ip) = f d*ye’” j(y)
= f d*ye'P” f dss®(y — y(x))
ef dsfd4yeip'y5(4)(y—pfs/M)
0

0
+ef dsfd4yei”'y6(4)(y—pis/M).

(9.131)

Writing p - pr = py p’} and p- p; = p, pt' , and using the half delta function
representation from Hw2, this reduces to

o 0
jp)=e f dse'PPrsiM=es 4 o f dse'PPisIM+es
0 —

ip-prs/M—es | ip-pis/M+es |9
—ef +ef (9.132)
lp'pf/M—EO ip-pilM+e€|_
. ( 1 1 )
- ieM|—— - ——|,
p-pr P-Di

as desired. While it was suggested that we use specific values of p;, pr to
make life easier, it isn’t clear how that would have helped.

Part b.  Observing that |j(p)|2 /(2w)) is the number density, our energy
is given by

1 d3p ~ 2
©) =5 [ SEliwf 9.133)

Utilizing the “make the TA’s life easier” representation of py, p;, the
absolute squared momentum space current is

1 1

 poM
poNM2+q2—pig P

ip)| = &M> (9.134)
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This gives
2
1 1
dpzdp3f -
el
2(2 ) M2+q —pg M
2
fd d fd ! !
2097)3
2(2 ) M2 + ¢ - piq wpM
(9.135)

where wp = 4/p? + M?. The p, integrals can both be evaluated (using
Mathematica), and we find

&2 ) q 1
(N) = o q— Mtanh™ | —— 61]7261173#2
Tq [M2+q2 p2+p3+M
ez(‘/M2 +q* - )
(E) = 6 f dprdp3——
p3+p3 + M?
(9.136)

Neither of the dp>dp; integrals converge for p,, p3 € [—0o0, 0], so both
the average number of particles and energy diverge in the large p limit.

We can evaluate these in the small p limit by imposing a limit on the
range of the dp,dp; integrands, and find

€
1
f f dprdp3——— = 8esinh™'(1), (9.137)

€ ,/p%+p§+M2

so the average energy in the small p limit is

&2 ( M2+ g2 - M) esinh™ (1)

8m2M
However, for the average number of particles in the small p limit, the
integral

€
1
dprdp3————5——, 9.139
fL PPy (9.139)

2

(E) =

(9.138)

does not converge, so we find that the average number of particles associ-
ated with this current diverges in both the small and large p limit.
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FERMIONS, AND SPINORS.

10.1 FERMIONS: 3 ROTATIONS.

Given a real vector x and the Pauli matrices

PR L e L = L (10.1)
1 0 i 0 0 -1
We may form a Pauli matrix representation of a vector
3 1_:.2
cox=| TN (10.2)
x! +ix? —x°

where o = (0'1,0'2, 03). This matrix, like the Pauli matrices, isa 2 X 2

Hermitian traceless matrix. We find that the determinant is

det(o - x) = —<)§3>2 — (2 = (H)? (10.3)
= —X".

We may form
U(o - x)U", (10.4)

where U is a unitary 2 X 2 unit determinant matrix, satisfying

U'u =1
(10.5)
detU = 1.
Further
det(Uo - x)U" = det U det(o - x) det U' (10.6)

= det(o - x).

Moral: U(o - x)U" = o - X', where x’ has the same length of x.
We may use this to represent an arbitrary rotation

Ulo-x)U" =R jx/o’ (10.7)
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We say that U € SU(2) and R € SU(3), and SU(2) is called the “univer-
sal cover of SO(3)”.

Pauli figured out that, in non-relativistic QM, that this type of transfor-
mation also applies to (spin) wave functions (spinors)

Yx) - V') =U¥®x) (10.8)
where
X — X = RX, (10.9)

and RTR = 1. Here V¥ is a two element vector

TT(X)} , (10.10)
Y (%)

Y(x) =

so the transformation should be thought of as a matrix operation

[TT(X)] N —U l‘PT(X)}. (10.11)
¥ (x) ¥ (x)

Tix)
T ()

Having seen such representations and their SU(2) transformations in
NRQM, we want to know what the relativistic generalization is.

10.2 LORENTZ GROUP.

Let
(xo,x) =% -0 -x
_ O3yl g2 (10.12)
—x'—ix? O+ 43
This has determinant
det(x, %) = (%)% = (¢)? = (H)? = () (10.13)
= x'x,.
We therefore identify (xY, %) as a four vector
0
(", X) = x,0" (10.14)

= X0V gy
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Figure 10.1: Euler angle rotations.

We say that SL(2, C) is a double cover of SO(1, 3).
Note that the matrix U can be built explicitly. For example, it may be
built up using Euler angles as sketched in fig. 10.1. or algebraically

U = eVo3/2071/2,4i005/2, (10.15)

10.3 WEYL SPINORS.

We will see that there is generalization of Pauli spinors, called Weyl spinors,
but we will have to introduce 4 component objects.

We’d like to argue that there is a correspondence (also 2 — 1) between
SL(2,C) — SO(1, 3). Here:

e § :special

e [ :linear

e 2:2x%2

e C: complex.

and we say that M € SL(2,C) if det M = 1, where M is a complex 2 X 2,
but not necessarily unitary. The SU(2) group is a subset of SL(2, C). In this
representation SU(2) matrices are SL(2, C) matrices, but not necessarily
the opposite.

We introduce a special notation for the identity matrix

o = {1 O} (10.16)
0 1
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and can now form four vectors in a matrix representation

X'O'EX”O'H

0.0
=x0 —0-X

0 3 Lo (10.17)
| XY -x —x' +ix

—xl—ix2 43

Such 2 x 2 matrices are Hermitian. Notice that the space of 2 X 2 Hermitian
matrices is 4 dimensional.
We found that

det(xo,) = (x°)* - x%. (10.18)
The transformation
Moy — M(xoy) M, (10.19)

maps 2 X 2 Hermitian matrices to 2 X 2 Hermitian matrices using a unit
determinant transformation M. Note that M is not unitary, as it is an
arbitrary (Hermitian) matrix. In particular MM™ # 1! Also note that the
determinant of the transformed object is

det (M (s, ) M) = 1 x det (xo,) x 1, (10.20)

since det M = 1, so that we see that the Lorentz invariant length is pre-
served by such a transformation. This can be expressed as

x> Mx-ocM =X -0, (10.21)
where (') = x%.
Motivated by this SL(2,C) — SO(1, 3) correspondence, postulate that
we study two component objects

Ui(x)
Ux(x)

Ux) = : (10.22)

where x = (xo, X X2, x3) is a four-vector, and assume that such objects
transform as follows in SO(1, 3)

Ux) > U'(X) = M"U(x)

10.23
BTN x//t — A;zvxv’ ( )
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where M" is the one giving rise to A. To understand what is meant by
“giving rise to”, consider

To_ v
:O-V )2 ’

and this holds for all x*, we must have

Mo M =, N, (10.25)

Theorem 10.1: Transformation of U "'(x)O',, U(x).

U’ (x)o, U(x) transforms as a four vector.

Proof.

Ut ()0, Ux) = U (X))o, U (x')
=M'U) oM U(x)
= U'(x) (Mo,M") U(x)
= U' (0o, Ux)AY,

(10.26)

so we find that U" (x)o, U(x) transforms as a four vector as claimed. []

Theorem 10.2: Transformation of partials.

The four-gradient coordinates transform as a four vector

@) = (A 0,

Proof. Inverting the transformation relation
XM= AFX, (10.27)
gives

X = (ATH A = (AT (10.28)

301



302 FERMIONS, AND SPINORS.

SO
O — (0,
0
oK
_x" 9 (10.29)
ox'H 0x°
0
=AY ,—
A Hoxr
= (AN 0,
O
Theorem 10.3: Transformation of U'c*3,U.
U To-”@,lU transforms as a four vector.
Proof.
UT(x)aﬂiU(x) N U'T(x’)o#iU'(x’)
OxH Ox'H
6 ’
= AU (00" — (A U®)
5 ox' (10.30)
— g7t v u
=U'(x)o E)x’”(s yU(X)
0
_ g7t v
=U'(x)o ﬁU(x).
O

We can now define

—1 Definition 10.1: Weyl action (name?)

We may construct the following Lorentz invariant action

S Weyl = f d*xiU" (x)0#0,U(x),

where U(x) is a Weyl spinor.
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The i factor here is so that the action is real. This can be seen by noting

that (ic*)" = —io* and integrating the Hermitian conjugate by parts

,0 .<T

(i0°) =" '] =-io? (10.31a)
i 0
,0 .<T

(i) =|" | =i (10.31b)
i 0
0 1]

(i0?) = } - _ig? (10.31¢)
-1 0
o 0 t

(i) =|' } - _io? (10.31d)
0 —i

S eyl = f d*x3,UT (x)(ioc*) U (x)

__ f d*x0,U" (Wi U (x)

10.32
_— f d*x0,, (U (x)ic U(x)) + f d4xUT(x)i0"‘c')ﬂU£x) :
- f d*xU" (x)ic*,U(x)

= SWeyla

where it was assumed that any boundary terms vanish.

— Theorem 10.4: Weyl equation.

Variation of the action definition 10.1 gives rise to the equations of
motion

0
c'—U=0
OxH

which is called the Weyl equation.
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1 |
Proof.

oS =i f d*x(6U"#0,U + U'#9,6U)

i f d*x (U 0#3,U + 8, (UTo#sU ) - (9,U" )0'“6U)(10.33)
=i f d*x(sU" (c#0,U) - (0,U")o*) 6V
- f d*x (5UT (i0*8,U) + (6U" (i0*3), U))T) .

Requiring this to vanish for all variations §U" proves the result. O

Written out explicitly in matrix form, the Weyl equation is

(90+(93 01— i, || U;q =0, (10.34)
61 + iaz 80 —53 U,
or
(O +3)U; + (01 —id2)U> =0 (10.35a)
(31 + iaz)U1 + (80 — 63)U2 =0. (10.35b)

—{ Theorem 10.5: Weyl equation, massless Klein-Gordon equation. i

The Weyl equation is equivalent to a set of massless Klein-Gordon
equations.

3,0y = 0,

fork=1,2.

Proof. Multiplying eq. (10.352a) by 9, + i0; gives

(01 +i62) (@0 + 0)U1 + 01 - 02) U2
= (0p + 03) (01 +i02) Uy + (01 + i02) (01 — i02)U>
= —(0o + 93)(0p — 03)Uz + (01 + i02) (01 — i02) U, (10.36)
= (=00 + 033 + 011 + 022) U
= (~008" - 330° — 10" - 6,0°) U,
= —8,0'Us.
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Similarly, multiplying eq. (10.35b) by 91 — id, we find

0= - z'az)((al iUy + (B — 63>U2)

= (011 +0n) Ui + (9y — 03) (01 — i02) U
(10.37)
—(0o +93)U,;

= (011 + 022 — Ooo + 033) Uj
= —8,0'U,.
O

Because S wey results in a massless Klein-Gordon equation, this is no
good for electrons. We must look for a different action.

Claim:  UTo,U is the only bilinear Lorentz invariant that we can add to
the action.
An action like:

1 1
Lmass = EmUTOQU + Em*UTOQ(UT)T, (l()38)

may exist in nature (we don’t know), and are called Majorana neutrino
masses. The problem with such a Lagrangian density is that it breaks

U(1) symmetry. In particular U — €U symmetry of the kinetic term.

This means that the particle associated with such a Lagrangian cannot be

charged.

Recall that we introduced electromagnetic potentials into NRQM with
7 dy - L (V-eA)? Y (10.39)
ih—%Y=—(V-e .

ot 2m

which is a gauge transformation. We’d like to have this capability.
What we can do instead and maintain U(1) symmetries, is to introduce
two U’s, like

1 1.
Linass = EMUlT(TzUz + Em*Uz'az(Ul*)T (10.40)

What we are really doing is assembling a four component spinor out of the
two U’s.
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10.4 LORENTZ SYMMETRY.

We want to examine the Lorentz invariance of UTo-, U, but need an inter-
mediate result first.

—| Lemma 10.1: Transpose of Pauli vector representation.

For any x € R?
(o - x)T = —0'2(0' . x)a'z,
or more compactly

(TT = —0'20'0'2.

Geometrically, this transposition operation reflects x about the y-axis.

Proof. Proving lemma 10.1 is well suited to software diracWeylMatrixRep-
resentationAndldentities.nb, but can also be done algebraically with ease.
First note that

O'IT =0
ol =0y (10.41)
og =03

which means that

(0‘-X)T =olxl —?x? + 2%
_ 2 2( 1.1 2.2 3 3)
=0‘clocx —ox +07°x
(10.42)
= 52 (—o-lxl _ 022 —a'3x3)02
= —0'2(0'-X)Ta'2.
]

Now we are ready to proceed.

Theorem 10.6: UTo, U invariance.

UTo, U is Lorentz invariant.




10.4 LORENTZ SYMMETRY. 307

Proof.

UtoU — U o U’

2 (10.43)
=UM" oMU,

where U’ = MU and U'T = UTMTT.
Note that if we can show that M ‘LTa'zM T = o, then we are done.
It is simple to show that any

U=¢7%, (10.44)
for a € R, has eigenvalues +i||al|. The determinant of such a matrix is

el 0
0 e illal

detU = =1, (10.45)

so we see that such a matrix has the UTU = 1 and det U = 1 properties
that we desire for elements of SU(2)!. We haven’t shown that all matrices
U € SU(2) can be written in this form, but let’s assume that’s the case. [

Claim:  Generalizing from the exponential form of SU(2) elements seen
above, we assume that any SL(2, C) matrix M can be written as

M = 7@, (10.46)

fora,b € R3.
The transpose of an exponential of a sigma matrix goes like

(eO'~U)T

Il
gk
|-

—~

S

=

N
=~
N—
-

©
=3 7 (oo wo) (10.47)

1 In class the suitability of /2 as an element of SU(2) was demonstrated with an argument
that diagonalizable matrices satisfy det e4 = ¢4
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SO

M oMt = ( eio.(a+ib))T iy @+D)

(a_ze—i(r-(aﬂ'b)o_z) 0_2€i0'-(a+ib)

=072,

(10.48)

which is the result required to finish the proof of theorem 10.62.

10.5 DIRAC MATRICES.

— Definition 10.2: Dirac matrices.

The Dirac matrices y*, u € {0, 1, 2, 3} are matrices that satisfy

Wy} =2¢",

that is
Yy Yy = 28",

We will use the following explicit 4 X 4 matrix representation?
)0 = 0 1 ,
1 0
d

7"=70 Ui].

a Other representations are possible, for example [10] uses a diagonal representation

an

for the timelike matrix, but ours for the spacelike ones.

The metric relations can also be written explicitly in the handy form
2

()
N2

)

2 A slightly different derivation was done in class, but this one makes more sense to me.

1
(10.49)

-1




Written out explicitly, these matrices are

[0 01 0
y020001’
1000
0100
[0 0 0 —i
722001'07
0 i 0 0
- 0 0 0

- O O O

S o = O

S O O =

10.5 DIRAC MATRICES.

(10.50)

We will see in exercise 10.1 (Hw4) that Lorentz transformations take

the form

Xy = AT, (xy) A,
where

N1 = e 2emS”
where

§H = %[7",7”]-

In particular

(10.51)

(10.52)

(10.53)

(10.54)
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will generate boosts, whereas (for j # k)

sk = ﬁ[v’lv"]

_ Lok

SYY

_ilo ofjo ot

21g/ 0||-cf 0 (10.55)

__i' ool 0
o2 0 okai

I
_ L ujo 0
2 0 o
are rotations (and in this case, are Hermitian).
The explicit expansion of the half Lorentz transformation operator is
Aip = 1w

_; Ok_i, . «¢jk
—e iwokS ™ =5 Wik S

exp _l worok 0 _i wjkejklal 0
2 0 —woroF 4 0 W jk ekl ol

1 ki jkl 1
[< ek 0 }

1 i jki 1
0 e—(—jw()ka'k+iwjkef 0')

(10.56)

where the 1/2 factor of wg; vanished because we had a sum over 0i and i0
which have been grouped.

— Lemma 10.2: Some Dirac matrix identities.

" =9
' =
Yoy =y




10.6 DIRAC LAGRANGIAN.

Proof. The first two are clear from inspection of eq. (10.50). For the last,
foru=20
0y 0 _ 10,00
)Y =YYy (10.57)
= ’yO’

Y

and foru=k+#0

Y'Y =)0

— 0.k 0
EAAS (10.58)
=+yyy
O
10.6 DIRAC LAGRANGIAN.
We postulate that there is a four-component object
¥
l//2 * * * *
¥ = Y= (v].05.05.03). (10.59)
¥3
Vs

where ¢,,’s are all complex fields, and assume that the fields transform as
Y - ¥'() = Ap¥ ), (10.60)

where our vectors transform in the usual x — x’ = Ax fashion, where the
incremental form of the Lorentz transformation is the usual

AR, =84, + O+ O(W?). (10.61)

Definition 10.3: Overbar operator (name?).
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Definition 10.4: Dirac Lagrangian.

Lbirac = ¥ (x) (iy"0, — m) ¥ (x).

Armed with lemma 10.2 we can now show the following.

— Theorem 10.7: The Dirac action is a real Lorentz scalar.

The action

S = f d*x¥ (iy'd, —m) ¥,

18 a real scalar and is Lorentz invariant.

Proof. To show that the action is real, we compute it’s Hermitian conjugate,
apply lemma 10.2 and integrate by parts

st = f Pl (—i(«yﬂ)T . —m) ()
- f 4 Xyt ((iyﬂ)T a, —m)yo‘I’
f‘afd'x"lfr (— OCiyHyy° 9 —m))/O‘II
_ - (10.62)
= f d*x¥ (—iy“ O —m)‘I’
- f d*x0, (Yiy"¥) + f d*xFiy'd, Y - f d*xFm¥

= fd4x‘? (iy“(?# - m) Y
=S,

Il
<
o5
=

where 0, without an overarrow means the traditional right acting operator,
and assuming that the boundary terms vanish.

To show the Lorentz invariance, we will consider just the transformation
of the Dirac Lagrangian density. We need a couple additional pieces of
information to do so, the first of which is the transformation property>

Y - YA, (10.63)

3 Not proven here, but there’s an argument for that in [19] (eq. 3.33).
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and (from exercise 10.1 (Hw4))
ATV Arjp = M oy”. (10.64)

The Lagrangian transforms as

¥(x) (iy”@u - m) ¥(x) > ¥ (x)N° (iy”a—, - m) T’ (x)
= ¥ AT, (" (A" 100 = m) A2 ¥ (x)

= ¥(0) (iATHY A p(AT) 00 = m) ¥ (x)

=Y (ly’“‘(') - m) Y
(10.65)
We find that ¥¥ = ¥7) ¥ is a Lorentz scalar, whereas ¥y*¥ is a 4
vector. 0

10.7 REVIEW.

Last time we

¢ introduced the Clifford algebra Dirac matrix (gamma matrices) ele-
ments satisfying

Wy =2g¢", (10.66)

where we use the Weyl representation

01
Y =

) (10.67)
o= Ok o }
-0 0
In particular (y°)? = 1, (%) = »0.
e and left off after showing that the Dirac Lagrangian
L =Y (iy"0, - m)¥, (10.68)

where ¥ = ¥T5°, is Lorentz invariant. We argued that a single spinor
can only describe a massless field, and that a two spinor construction
can be used for a massive field. We skipped from there to the Dirac
Lagrangian above.
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10.8 DIRAC EQUATION.

Varying the Dirac action (exercise 10.4), we find the Dirac equation

(iy 8, —m) ¥ = 0. (10.69)

Theorem 10.8: Dirac equations as Klein-Gordon solutions.

If ¥ obeys eq. (10.69), the Dirac equation, then ¥ is a solution to the
Klein-Gordon equation.

Proof. Theorem 10.8 follows by pre-multiplying by a sort of “conjugate”
operator* iy* + m to find

0 = (iy"d + m) (iv"0 - m) ¥
(=770 —m*) ¥

Y

( VYo + YY) Buds ) (10.70)
(8" 00y — m*) ¥
- ((9,,(9” +m )
- ((9()0 - V2 + mz)\Ij,

which is a Klein-Gordon equation for Y. O

Goal: Expand ¥ (x,¢) in a basis of solutions of the Dirac equation. Call
the coefficients a, b, - - -. This will be like

¢~ f (2n)32w ePray + e ay) (10.71)

As with the scalar field, let’s look for plane wave solutions. We’ll first
look for solutions of the form

Y(x) = u(p)e 7™, (10.72)
where p? = m?, p° > 0Vp. Plugging into eq. (10.69) we find
(¥ pu = m) u(p) = 0. (10.73)

4 Q: Is there a name for such a conjugation operation?
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Let’s write this out explicitly for exposition, first noting that

0 k
Y Pu=7v"po+ Y Dk

= Po 0 o + Dk 0 o

a® 0 —ak 0 (10.74)
B 0 pla’ —o-p
- PP +o-p 0 ’

so eq. (10.73) becomes

—m p’o’ —a-p|lui(p)

PP’ +o-p —-m uz(p)

0=
(10.75)
-m p-ollu(p)
p-& —m||uwap)|

where the following handy shorthand® has been used to group the momen-
tum related block matrices

0.0
o=po —-p-O
u _ po 0 P (10.76)
p-o=po +p-0.
Note that these p - o, p - &’s are both block matrices. In particular

p-o = puot
po+p3 p1L—ip2 (10.77)
p1+ip2  po—p3

The question is what u’s obey such an equation.

5 Assuming I wrote this down correctly, this follows the usual convention x - p = x*p;, =
x%p% — x - p. T had some doubt that I got the signs right in my notes from class, since a peek
at [19] seemingly showed the opposite sign convention where o - x was first defined, namely
eq. 3.41/3.43. There they write -9 = dp + 0 - V,not o - d = g — o - V. What explains
this is the fact that the four-gradient in coordinate form should really considered a lower
index quantity (8y), so in the scalar+vector tuple form, we should write 0* = @°,-V), or
0y = (89, V). This means that o+ 9 = 09 -0 (-V)=dy+0-V. Having a tuple notation
that can be used to represent either lower or upper index quantities is very confusing, and
probably justifies avoiding that notation for any lower index quantity whenever possible
for clarity!
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We can gain some insight by first considering the rest frame, where
p =0, p° = m. Going back to eq. (10.73), the rest frame Dirac equation
becomes

0= (yopo —m)u

(10.78)
= m(yo - 1)u.

Our block matrix equation is now reduced to a set of 2 X 2 identity matrices

0= [_11 ! u(p = 0). (10.79)

The solution space is given by
4 } 0. (10.80)

-1 1
1 -1][¢
where ( is itself a 2 X 1 column matrix, say

l= lﬂ. (10.81)
O

so our solutions are all proportional to column
u(p = 0) ~ Wli ) (10.82)
4

We’ll figure out the desired normalization later®, and have added a Vm
factor into the mix for later convenience. Equation (10.82) is a solution of
the Dirac equation in the rest frame where p = 0. A solution in a frame
where p # 0 can be found using a boost. We won’t work that out explicitly
here, but instead show the answer and argue that it must be valid, but
the interested student can find that boost calculated explicitly in [19]. A
nice treatment of such a boost can also be found in [16] supplemented by
exercise 10.5.

6 [19] says of this that we pick a normalization with ¢ ";'g“ =1.
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Claim: in a boosted frame where p # 0 solution is

Vp - ol
vp-o¢
What do we mean by these square roots? Since p - o, p - o are both Her-

mitian 2 X 2 matrices, we can define the square root as the matrix of the
square roots of the eigenvalues.

u(p) = (10.83)

Check:  In the rest frame

Vp'0-|p=0: ‘p'&|p:o

o
0 +po
|

(10.84)

SO

(10.85)
- WH
4

as we already found.
We claim that the structure of the boost is

T ol

m

u(p) = (10.86)

u(p = 0)

We’d like to check that this is an element of S L2. We’ll also see in the end
that we don’t have to calculate these square roots, since we always end up

with two spinors and when all is said we end up with products of these
roots.
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Lemma 10.3: Determinant of square root.

If matrix A is diagonalizable, then det VA = VdetA.

Proof. Suppose that
A = U diag(1y,--- 4,)U", (10.87)

then

det VA = det (U diag(v/A1, -+, VA)U")
-[1vw
J

(10.88)
= l_[,lj
J
= VdetA.
O
— Lemma 10.4: Determinant of p - 0.
det Pa_ 1
m
Proof.
det Y Jae 2D,
Vi m
_ e L| PP e tip
m|-p1—ipy p’+p’ (10.89)
1
— = ((p0)2 — p2
— (P72 -p )
=\

Il
—_
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Lemma 10.5: (p-o)(p - 0).

(p-o)p-T)=m’.

Proof.

(p-o)p-d=(p"-p-o)(p"+p-0)

=" -(p-o) (10.90)
=’y -p’
= m2.

0

Theorem 10.9: u(p) is a solution to the Dirac equation.
|7Equation (10.83) is a solution of eq. (10.69), the Dirac equation.

Proof.
_ _ [-m  po||vpro¢
('}’”Pu m) u(p) P W

_>(—m\/P'_0'+P‘0'\/P'_5'){]
| (p-avP-o-m\p-7)¢
_\/p'_a-(—m+\/lﬁ‘/l7'_5'){] (10.91)
| Vr (o VF v )
\/p-_a-(—m+\/ﬁﬂ
»\/p'_ﬁ(p\/ﬁ—m 4

=0.
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2

Summary:  For p® > 0,p> =m
Y0 = e u(p)
\Vp o
upy = | V27
Vp-o{
Example:
p = (E.0,0,p°)
We have
o p = AJE-p3c3
_ E-p? 0
0 E+p
_|NVE-P? 0
0 E+p3
Similarly
- E + p? 0
og-p=
0 E-p3
o)
| JE - 0
{
0 JE +
u(p) = ,—
0 é
0 JVE -

Suppose we let

|

(10.92)

(10.93)

(10.94)

(10.95)

(10.96)

(10.97)

(10.98)



we are left with

1
0
1
0

E-p3

u(p) =
E+p3

Alternatively for ¢ = [O}
1

\E +p3 0
1

0

u(p) =
E-p3

If we pick p3 = E7, then we find two solutions

UP; 1 0)T py=r =

and

”(P)|( =(0,1)T,p3:E =

10.9 HELICITY.

Let & (the helicity) be
hzlf)-a 0
210 p-o
=p-S,

7 we can boost a massive particle to be arbitrarily close to p3 = E.

10.9 HELICITY.

(10.99)

(10.100)

(10.101)

(10.102)

(10.103)
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where

7 9
s={2 | (10.104)
U

h has eigenvalues +1/2.
It turns out that eq. (10.101), and eq. (10.102) are both eigenstates of

the helicity operator.

1
huV = §u<1) (10.105)

1
hu® = —Eu@), (10.106)

corresponding to momentum aligned with and opposing the spin directions
as sketched in fig. 10.2.

=
7 s
> —>
h z -\'\/L
]
7 s
yi —>
~N L= - vy

Figure 10.2: Helicity orientation.

10.10 NEXT TIME.

We found ¥ = ue™P"*. Next time we will seek another solution ¥ = ve*P*,
and we will also figure out how to normalize things.

10.11  REVIEW.
We were studying the Dirac Lagrangian
Loie = ¥ (0, —m) ¥, (10.107)

from which we find
(iy"0, —m)¥ =0, (10.108)



10.12 NORMALIZATION.

the Dirac equation, and saw that solutions to this equation satisfies the
Klein-Gordon equation. We found solution

Y (x) = u(p)e™ ", (10.109)

which is automatically a solution to the Klein-Gordon equation. There are
actually two linearly independent solutions

\/_VPTJ (10.110)
P

where /' = (1,0)T, % = (0, D)T.

u'(p) =

10.12 NORMALIZATION.

Theorem 10.10: 1 u.

uTut = 2pos’.

Proof.

stor — | o5t - st L= \/p_0'§
w'u [5\/19_05\'19“]\/1),—5(
= (Vpovpo+ Np avp 9) (10.111)
=" (po+p-D

:gsf(po—p-0'+po+p'0')§r

=2po*"
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We can easily see that *T¢” = ¢"* by writing out those products

dw=hd; -1

£ =i d? =0

. 1]’1‘ y (10.112)
0]

2=l )l =1
N O

We also want to compute uu, but need a couple intermediate results.

Lemma 10.6: Productsof p-o, p- 0.

(p-o)p-7)=(p-T)p-0o)=m’.

Proof.

(p-o)p-7)=(p"-p-o)(’+p-0)
="’ - (p o) (10.113)
=" -p’

and

(p-)p-o)=(p’+p-0o)(p"-p-0)
=@ - (p- o)’ (10.114)
=" -p’

= m2.
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Theorem 10.11: uu.

u'(p)u’(p) = 2mo"™.

Proof.
it = ur'}',yous
0 1|{+p-ol°
:[("T,‘[p.o- é‘rT1[p.5-:| — :'
L Ol{vp-ol® (10.115)
=T (Vp-o\p-T+\p TP o)L
— zmng{S
=2ms"’.
O
10.13  OTHER SOLUTION.
Now we seek the other plane wave solution
¥(x) = v(p)e’P™. (10.116)

— Theorem 10.12: v solution to the Dirac equation.

Equation (10.116) is a solution to the Dirac equation, provided

vi(p) =

Vp-on’
—-\p-on’

where 7' = (1,0)T, 7% = (0, DT.

Proof is left to exercise 10.6.

Theorem 10.13: v normalization.
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Vi(p'(p) = —2mo"*
VI(p(p) = 2p°6".

Theorem 10.13 is proven in exercise 10.7.
It will also be useful to restate the 20" pg normalization conditions as

W () (p) = 2wp6”

rt s o (10.117)
V(P (P) = 2wpo™.

Various orthogonality conditions exist between the u’s and v’s

— Theorem 10.14: Dirac adjoint orthogonality conditions.

' (p(p) =0
Vi(pu'(p) = 0.

Proof left to exercise 10.8.

— Theorem 10.15: Dagger orthogonality conditions.

Vi (—p)u’(p) = 0
u” (p)v*(—p) = 0.

Proof left to exercise 10.9.
Finally, there are a couple tensor products of interest.

—| Definition 10.5: Tensor product.

Given a pair of vectors

Xn n




10.13 OTHER SOLUTION.

the tensor product is the matrix of all elements x;y;

X1yr X1y2 - Xiyn

X1 X2y1 X2y2 cc X2Yn
T .
x@y = @[y ] = [y
Xn :
[ XnY1 - XnYn |

Theorem 10.16: Direct product relations.

2

D wpeE(p)=y-p+m
s=1
2

D vperp) =y-p-m

s=1

Proof. For the v’s

]7 s\T _ T 0 1}
S;]z \/p— [(U)VPU ") \p-o Lo
N . .
)" URERY,
s=1.2 \/P'_O'U [ 7 pro p- 0]
- Z VP o em) \Np-o Np-onrem) \p-o
ol Np-awrew) Vp o —Np-owem) Vp o
(10.118)
but
771@77”:[(1)}[1 0]
(10.119)
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and

(10.120)
100
0 1|
0 Y=12m° ®@1*T = 1, leaving
2 [ J—
D v ei(p) = ~Vp oNp-G Np-oNpo
s =1 | Vp-T\p-T —+p-TpT
_ —Vp-op-d ~p-op-o
| Vp-ap-& —p-ap-a
[ (10.121)
_|-m p-o
p-o  -m
Z—m1+p00 1+p. 0 -o
1 0 o 0
=-m+ p'yu,
as stated. u

Proof for the u’s is left to exercise 10.10.

10.14 LAGRANGIAN.

— Theorem 10.17: Dirac Hamiltonian.

The Dirac Hamiltonian is

H= fvd%c‘{ﬁr (—iyoyjﬁj‘I’ + myo)‘F.
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Proof. To prove theorem 10.17, we start with the spacetime expansion of
the Dirac Lagrangian density

Loirac = Yiy’00¥ +i¥y/'0,¥ - m¥Y
=¥"0i%00Y + ¥y Y0¥ — m¥Ty'¥ (10.122)
=YY +i¥Ty0y0,¥ - m¥TyO¥.
We see that the momentum conjugate to ¥ is

oL
my = — =i¥" 10.123
- ( )
Computing the Hamiltonian density in the usual way, we have

HDirac = ”‘Y\P =L .
=Y - (Y + ¥y 0, ¥ - m¥ ) (10.124)
= ¥y, ¥ + m¥ Ty Y.

Integrating over a 3-volume provides the Dirac Hamiltonian of theo-
rem 10.17. O

Now we want to examine the action of —iy%y/0 i+ my? =0 (—i’yf 0j+ m)
on the plane wave solutions we have found.

— Theorem 10.18: Hamiltonian action on Dirac plane wave solutions.

For ¥, = u(p)e "P*, and ¥, = v(p)e'’’*, we have

" (0, = m)¥u = po¥.,
—)/0 (iyj(?j - m) Y, =-p¥,.

Theorem 10.18 shows that ¥,,, ¥, are eigenvectors of the operator y° (—iyj d;j+ m)
with eigenvalues +wy.

Proof. These eigenvalue equations follow from the Dirac equation for
¥, ¥,. These are
(iy'uaﬂ - m) ue P = (iyjaj + iy — m) ue P

. , (10.125)
= (iyf(')j +i(=i)y’po — m) ue '
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and

iy'd, — m)ve'l z)/j@ + Y9y — m) ve'P*
( Je =

. (10.126)
= (zyfaj +i(i)yy°po — m) ve'™,
Rearranging gives
(iyj(')j - m) ue P* = - poue=iPx 10,127
(. ja._ ) ipx _ 0 —ip-x (10. )
iy — m)ve' = +y"poue™"",
and theorem 10.18 follows immediately. O

10.15 GENERAL SOLUTION AND HAMILTONIAN.

As with the Klein-Gordon equation, let’s introduce a generic solution
formed from linear combinations of our specific u*(p) = ug, v*(p) = vy
solutions

2
‘P(x,t):chp—p(e Pusad + P Tb). (10.128)

2m)3 2wy R

— Theorem 10.19: Ladder representation of Dirac Hamiltonian. [

Substitution of the superposition eq. (10.128) into the Dirac Hamilto-
nian of theorem 10.17 results in

HDlrac Zf(2ﬂ)3 a —br' br )

Proof. Deferring interpretation slightly, we first prove theorem 10.19,
making the somewhat lazy guess that all the time dependent terms will be
wiped out. This assumption allows us to use the zero time fields of our
superposition solution

2
‘I’(X,O):chp—peip'x( upay +v' b ,) (10.129a)

Q2n)3 2w, o
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2
& . )
¥i(x,0) = Z f Y9 -iax (g aq +v7ib™,). (10.129b)

2 \20q

Making use of the eigenvalue equations theorem 10.18 the Hamiltonian
is reduced to

d3xd3pd q - o
Hpirac = f — 7 ox g ag + VT 5 48
rgl (2m)02 \wpog ( q q) ( Updp

—viphl p)
>, [t
rf rf rt ot s 8 s
= 3 (”pap V%) o (upay = v2phty)
r,s=1 (271') 2%
2
1 Ep (rtos ot ios i s
=5 Z f(27r)3 (u{, uls,alr, a, — up V> vip al p Dip+ vfpu:,br_p -
r,s=1
Ny rf
VopViphlph Yp)
(10.130)
where care was taken not to commute any a, b’s. Recall that
ug‘u; = vg‘v‘; = 2wpd"” (10.131a)
uy v, =V s = 0. (10.131b)

Equation (10.131b) kills off our cross terms, and eq. (10.131a) wipes out
one of the summation indexes

2
1 d3p ri rt ri I’T ri r
Hpirac = 5 Z f(zﬂ,)3 (”p Upp dp — Up V- pap by, + Vgliph”pay
r,s=1
rT rf
—P APb—pbbl")
2 3
d p rt r rtopr
;f(zT)gwp(“p p_b—pb—p)
(10.132)

We see above how the mixed terms were killed off nicely by eq. (10.131b).

That also justifies the use of the zero-time fields in this derivation, which

can also be seen explicitly without use of the zero-time fields exercise 10.11.

O
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Interpretation.  With a minus sign in the Hamiltonian, there is no bound
to the energy from below! This makes it troublesome to interpret the a,’s
and by’s as the familiar raising and lowering operators that we know.

We can save the day, making the “Dirac sea” argument, roughly speaking
that we can consider a set of completely full negative energy states, where
creation of a particle makes a hole in one of those states8, as sketched
roughly in fig. 10.3. Such an argument does not work for bosons (photons,

Figure 10.3: Dirac Sea.

...) since an arbitrary number of such particles can be stuffed into any given
state. It will turn out that our operators are fermions, which gets us out of
this trouble.

We can also get out of this hole algebraically. For X = a, b, let

Xy =X3
b e (10.133)
Xp =X,
It turns out that some properties of our creation and annihilation operators
are
()’ =0
(ay)? =0
" (10.134)
(by) =0
b;)* =0,

8 There was a long discussion of this topic in class that I was not able to capture in my notes.
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and

{a.ag} = 6769 p - q

by by} = 676 - @), O
where all other anticommutators are zero
(b} = {ar’bsT}
={a"t. ") (10.136)
= ot bt }
=0.

Such a substitution gives

Hpjirac = Z f (271-)3 wp [S) a’ bi)bls))
) Z f Qn)3 wp (ayay, + byby + 66 (p —p))  (10.137)
T

K SIS Wp
Zf(27r)3 wp a a +bpbp)—4V37).

We’ll end up dropping the vacuum energy term. We’ll end up labelling
the a’s as the operators associated with electrons, and the b’s with anti-
electrons.

10.16 REVIEW.

From the Dirac Lagrangian density
L =Y (iv"0, - m)¥, (10.138)

we found that the energy can be expressed using Hamiltonian

—d3 S s sTy.8
= f (27:))3 2w (ay ay = 5y'B}). (10.139)

This appears to be an energy with no bottom. Dirac prescribes: assume
Pauli exclusion for b and fill all the negative energy levels. If we treat a, b
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as bosonic (commuting), then energy is unbounded from below. This is
a problem, because once you add interactions the system falls into the
abyss, something that we can represent as sketched in fig. 10.4. Another
representation of such unstable system that comes to mind is the inverted
pendulum sketched in fig. 10.5.

ﬁ\ /

Figure 10.4: Unbounded potential well.

>

Figure 10.5: Unstable configuration (inverted pendulum).

Dirac fixed this by imagining that all negative energy states are “full”.
This doesn’t quite fix it, unless the particles obey the Pauli Principle.
Creating a particle of negative energy b' is like destroying a hole.

Mathematically, we postulate that our operators

1. Obey Fermi statistics, behaving like “Grassman numbers”

() =0=p=a = (a')". (10.140)

All the a,b,a’, - - ’s square to zero®

2. Our creation and annihilation operators are presumed to have non-
trivial anti-commutation relations (unlike the scalar theory where
we had the same sort of commutation relations)

{ap.aq'} = 206”6 0 ~ @)
{5y 24| = 2’66V (p ~ @).

9 Is it a coincidence that these look like lightlike four-vectors x> = x“x# = 0?

(10.141)




10.17 HAMILTONIAN ACTION ON SINGLE PARTICLE STATES.

The relations were used to cast the Hamiltonian in a more familiar form

2
f (zﬂ)3zwp (ay'as + By By —| 2m)°62(0) )

Zero point energy (10.142)

f w aﬁas + E‘YTES) -V f d3—p2w
(271')3 P P p~p (271')3 p-
Fermions have negative zero-point energy —4x that of real massive scalar'”

10.17 HAMILTONIAN ACTION ON SINGLE PARTICLE STATES.

We now switch notations, drop the tildes, and ignore the zero point energy

2

Z (ay'ay + by b) (10.143)

s=1

(27r)
We define the Fock vacuum by

ay 10) =
b5 10y =0

(10.144)

and presume that we have relativistically normalized creation operators

TP = 2y 1 (10.145)

B (p)10) = 2wpby [0).

10 Supersymmetry transforms these into one another, and was thought to solve the cosmic
constant problem.
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Let’s see how the Hamiltonian acts on each of our possible a single
particle states (with momentum p and spin r)

Hlp,r) = H \J2wpa}) 10)

2
f (277)3 qu slay + by by) \[2wpay 10)
U
(277)3 quaq asay’ 10y \J2wp

qua (~ap'ay + 2m*6®(p - @))10)

(27r)3
(27r)3 Z wqa T +2m’s" 6 (p-10)) \2@p
=0

= wp (a;j 10) \/ﬂ)

=wplp, 1.
(10.146)

The Hamiltonian has the expected energy operator characteristics. This is
also clearly the case for our b operators too.

10.18 SPACETIME TRANSLATION SYMMETRIES.

For the scalar field, using Noether’s theorem, we identified the conserved
charge of a spatial translation as the momentum operator

pe o
(10.147)

- f P rr(0)VH(0),

and if we plugged in the creation and annihilation operator representation
of &, ¢, out comes

1 [ d%q +
P3| o )3p( hap + apab) (10.148)

(plus e terms that we can argue away.)
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For the Dirac field, this works the same way if we systematically apply
Noether’s theorem. In particular, for a spacetime translation

X =+, (10.149)
we find
§¥ = a9, Y, (10.150)

so for the Dirac Lagrangian, we have

5L = 6(%¥ (iv"0, —m)¥)
= (6%) (iy" 0y - m) ¥ + ¥ (iv*0, — m) 6¥

= = 10.151
= (-=a"0,%) (iy"0, — m) ¥ + ¥ (iv"0) - m) (—a”3,'¥) )
=—-a"0sL
= aG(_aO-I)9

ie. JH = —a'.L. To plugging this into the Noether current calculating

machine, we have

oL 0
80,Y)  00,Y)
= ¥iy",

(¥ir7o,¥ -m¥¥) (10.152)

and
oL
30, Y)

0, (10.153)

SO

oL oL
80, %) 90 Y)
= ¥Yiy'(—a” 0,F) — a” 5oL (10.154)
= —a” (Yir" 0, Y + 5L )
= —a, (Yiy'0"¥ + ¢ L).

= (%) 6Y) — "L

We can now define an energy-momentum tensor

T = Wik 0" ¥ + g L. (10.155)
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A couple things are of notable in this tensor. One is that it is not symmetric,
and there’s doesn’t appear to be any hope of making it so. For example,
the space+time components are way different

T = Wiy 05y

_ (10.156)
T = ¥iyk 0,

so if we want a momentum like creature, we have to use 7%, not 74, The
charge associated with that current is

ok = fd3x‘?i706k‘1’

(10.157)
= f dEx¥T(-idn)Y,
or translating from component to vector form
P= f XY (-iV)Y, (10.158)

which is the how the momentum operator is first stated in [19]. Here the
vector notation doesn’t have any specific representation, but it is interesting
to observe how this is directly related to the massless Dirac Lagrangian

L(m =0) = ¥Yiy"d,¥
=¥'iy"0, ¥ (10.159)
= Y7i(do + y0y 0¥
= ¥7i(o — yoyx00) ¥,

but since oy, is a 4 X 4 representation of the Pauli matrix o '! Lagrangian
itself breaks down into

Lm=0)=Yi0,¥ + 0o - (‘ifT (—iV)‘I’), (10.160)

components, and lo and behold, out pops the momentum operator density!
Some part of this should be expected this since the Dirac equation in mo-
mentum space is just (p — m)e~'P¥ = (), so there is an intimate connection
with the operator portion and momentum.

There is ambiguity as to what order of products ygyy, or yxyo to pick to represent the Pauli
basis ([6] uses yxyp), but we also have sign ambiguity in assembling a Noether charge
from the conserved current, so I don’t think that matters.
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— Theorem 10.20: Ladder form of the momentum operator.

The momentum operator can be written as

: d3q st s ST 1.8
P:Z_;f(szp(abap‘Fbi,bp).

Proof. To derive this, we have to assign meaning to P = f YT (-iV)Y.

There is an implied basis for these vectors that presumably commutes with
Y, ¥, Let’s suppose that we have a standard orthonormal basis for R?
{e1, e, €3}, so that our two vectors can be written.

P= i ekPk
k=1

3
V= ;ekak = —Zekak.

k=1

(10.161)

w ol

Now we can express the momentum operator in coordinate form (sums
implied), as

e Pk = f d>x¥ (ie; )Y, (10.162)
so if we can commute these assumed basis elements e; with ¥7 we have

Pk = f XYY, (10.163)

Note that this disagrees with [13], but I believe it is correct (and it works).

Inserting the field representations ([19] eq. 3.99, 3.100)

2

d*p
Y(x) = f—
! (2n)3 \J2wp S:Z]

(clf,us(p)e_iwC + bls,TvS(p)ei”'x)
(10.164)
(ba¥ (@)™ + ag i (g)e™™),

2

_ d*q
Y(x) = f—
: (2n)3 \[2wq ;
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we can now compute

Pk = f gy

3,13, 73 2 .
— lf d Xd pd q Z (ba{/r(q)e_lq.x FT r(q)equ)
(271')6 ,¢2wp2wq r,s=1

Yip") (~apu’ (p)e ™ + by v (p)e )

_ [ o
(2m)32wp
2
Z (+biqapv (_p)),OMS(p)e—Ziwpt - arjqbf;rﬁr(—p)yovs(p)eZiwpt
r,s=1

= Dby V@YV () + a apit (1 ' (p).
(10.165)

Using

VI=p)u'(p) = " (p)v*(-p) = 0

(10.166)
urT(p)uS(p) — vrT(p)vS(p) — 2(Up6sr,

(theorem 10.15, eq. (10.117)) the frequency dependent cross terms are
killed'?, and the rest simplify to give

2

pk = f(z )3 Z bgb;) + (27‘()36(3)(0)) +arTar) (10.167)
T

=1

This has a vacuum term that can be ignored, so a final multiplication with
and sum over the basis vectors e;, completes the proof. O

— Theorem 10.21: Momentum operator eigenvalues.

The eigenvalues of the momentum operator with respect to single
particle momentum states are just those momenta

Pay’ [0) = q(ay 0)).

12 For the Klein-Gordon scalar field we had to work much harder to argue those cross terms

away in the momentum operator.
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Proof. (partial) Introduce a state associated with a fermion creation opera-

tor
1q.7) = \2wqdy [0). (10.168)

The action of the momentum operator on such as state is

:Z f (zﬂ’;pa{f —dg @y + 6" 2167 (q - p)) 204 [0)
r=1

= qay \[2wq10)
=qlq,r).
(10.169)

O]

Clearly the same argument holds for anti-fermion states.

10.19 ROTATION SYMMETRIES: ANGULAR MOMENTUM OPERATOR.

Under Lorentz transformation, including rotations:

‘I’(x) e ‘Y'(x’) = Al/z‘f(x)
Y (x) =¥ (x) - ¥(x)

i (10.170)
2

wWS“ ~1—

Nip=e2
Y'(x) = A p V(A x).
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For a rotation around Z only w1, is non-zero. We also have § 12 = §21 and

12 _ i 1 .2
§7=4 v
_i 1.2
_ifo JYjo o?
2 »—0'l 0l|l-c% 0
Cil-ele? 0 (10.171)
- 2 0 _0.10.2
_ L —io3 0
21 0 —io3
1l 0
2 0 o3
SO
i o o o> 0
—EwﬂvS = —iw2S :_Ewlz 0 o3 . (10.172)
If we let w2 = a, we have
Appo1t@fe 0 (10.173)
12 = 5 0 0_3 . A2

To compute the in the field we also need

YA %) = P - 5
=¥ () - a0:Y W) oo o
=Y%(x) - w ,x"0,¥(x)
=¥Y(x) - w”x,0,¥(x)
=¥Y(x) - w”x,0,¥(x) (10.174)
=¥ () - > 07 (5,0, F(0) - 00, (x))

o<v

=¥(x) — a(x01¥(x) — x10,¥(x))
=Yx)-«a (xlag‘l’(x) - xzal‘l’(x))
=Y —axx V), ¥Y(x).
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We can now compute the variation of the field

§Y = A pY(A ™ x) - F(x)

2 o

ia|o® 0
_(1——{0 3D(‘I’(x)—a(X><V)z‘f(x))_‘ij(x) (10.175)

ialod 0
0 o3

]‘I’ — a(x x V), ¥ (x) + 0(?).

Because the Dirac Lagrangian is Lorentz invariant, the Noether current
has no J* term, and is

oL
fo = oY
Ja 0(0,Y)
o (10.176)
- (T [—g la ] ~a(xx V>z] ¥,
210 o3
In particular, the conserved charge (setting @ = 1) is
1 3
70 = fd%(?*)[— [U 0 ] —i(x X V)Z]‘P. (10.177)
210 o3

Generalizing to arbitrary rotation orientation, this can be written out as

spin angular momentum

. 1
J= fd%c‘PT(x)( x X (—=iV) |+ 3 190)Y, (10.178)

orbital angular momentum

where

100 =" 2. (10.179)
0 o

and where the orbital and spin angular momenta have been called out. A
nice video treatment of this topic can be found in [18].
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For the rest frame of a particle (zero momentum), [19] makes an argu-
ment that

1 s
Pay 0y =z ay 0
. T (10.180)
s _ st
Py 10y = %3 b |0>|p:0.

where the + is for s = 1 and the — is for s = 2. The eigenvectors of the
angular momentum operator are the single particle states, with eigenvalues
+1/2, where the sign of the eigenvalues toggles for anti-fermions.

10.20  u(l), SYMMETRY: CHARGE!

We also have a U(1) global symmetry which implies charge. If we let
Y - Y

_ L (10.181)
Y - e Y,

then

oL
90,
oL
a(aﬂ‘lf)“ﬂ (10.182)
Yiyhia¥
~¥y a¥
—G’J#,

= 5Y

that is

JH = Py (10.183)
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Define the charge as

0= f &xJ°
=fd3x‘¥’yo‘1’
= f ExYTY
2

d3p r s —2iw
G2y 2 (FLath P e

(10.184)

+ ai’;‘ bSTﬁr(_p),yO S(p)eZiwpl‘
+ DL by T (P)YV (p) + ay adit (p)y u' ()

g < .
:f(zn) Z; ~0 )

where the expansion of ¥™¥ was lifted from eq. (10.165) (removing the
p*’s and flipping all signs positive), and where any charge associated with
the Dirac sea has been dropped.

This charge operator characterizes the a, b operators. a particles have
charge +1, and b particles have charge —1, or vice-versa depending on
convention.

e ¢ : call it an electron.
e b : call it an positron.

Each come with spin up and down variations.

10.21  u(l), SYMMETRY: WHAT WAS THE CHARGE FOR THIS ONE CALLED?
There are two sets of U(1) symmetries, the first called a vector symmetry
(above)

Uy : ¥ — €Y, (10.185)

where « is scalar valued. The other U(1) symmetry is called an axial
symmetry '3

Uy : ¥ - 59, (10.186)

13 It was pointed out that we should recall that for m = 0 electrons and positrons separate,
obeying separate equations. A nice presentation of that can be found in [16].
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where

ys = iy'yly*y’ =

-0 (10.187)
0 1

See uvspinors.nb for a proof.

Observe that yg =s

¥l lﬂybm

= -iY’y37"*v2Y°¥*v17*v0 (10.188)

= iy’ y3y2y1
= ys .

It can also be shown that
{ys,¥} = 0. (10.189)

See uvspinors.nb for a proof.
Under this transformation
Fiy' 0, ¥ — (¥ie™59°)iv"0, (¢ Y)
- (\F*yoeiaw) ie‘iaySyl‘aﬂ‘F (10.190)
=¥y, ¥,
since the anticommutator property eq. (10.189) implies e/@75y# = yHe=i@7s,
Also
m¥Y — m (‘I"Te_m”) Y0 (emys‘f’)

= m¥ ey,

(10.191)

We see that for m # 0 the axial U(1) transformation is only a symmetry
when a = x. This is called the Z, subgroup.

10.22  cPT SYMMETRIES.

Left to us to study up on the interesting stories of
e time reversal
e parity
e charge conjugation

Each of these can be studied as separate symmetries. References include
[19], [21], and [13].



10.23 REVIEW.

10.23 REVIEW.

The following notes follow ch. 1 [19] §5.1 fairly closely (filling in some
details, leaving out some others.)
Our Lagrangian is

Loirac = ¥ (Y0, — m) ¥, (10.192)

which can be consider solved by fields ¥ (x), ¥(x) = YT (x)y°

2
d’ : .
Y=Y f — L (e (p)ay + €7 (pray Y 10.193a)
s=1

(2n)3 \J2wp
2

T d? : ,
Y(x) = Zfﬁ (elp.xljts(p)a;;r + €_lp‘x\7s(p)als,i10.193b)

A /2wp

where the creation and annihilation operators satisfy

s=1

{ay, ag'} = @066V (p - g, (10.194a)

{65,547} = @m)*6*" 6P (p - q. (10.194b)

(plus various relations for the u, v’s.)

10.24 PHOTON.

Recall that we identified a number of symmetries
* S0O(1,3)
e PC,T:DIY
e Uly:¥Y — &Y

e Uy :Ifm=0,thenU(1)4: ¥ — €Y. If m # Oonly fora = 7
Y- -VY.
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Photon interaction can be introduced by utilizing a U(1) gauge field,
demanding invariance under U(1)y with @ = a(x). That is

Y(x) — ™ Y¥(x), (10.195)

which has derivatives

0¥ (x) = €™ (9, ¥ (x) + i, 0(x) ¥ (). (10.196)
Solution. Introduce A, (x), such that under U(1)y we have
1
Au(x) = Au(x) - zﬁﬂa(x) (10.197)

where “e” is a dimensionless coupling constant

0¥ (x) > (0 + ieA,) ¥

‘ (10.198)
— ¢V (0,¥ + igga¥ — iggaY)
We’ve now constructed the QED Lagrangian density
T (: , 1 v
Lopp = ¥ (V" (9 + ieA,) —m) ¥ - 2 Fw ™. (10.199)

We may write this as

Free Lagrangian

1 _
—ZF/WF’“‘V +¥ (iy"dy—m) ¥

LQED =

~ ¥y, ¥A* | (10.200)

interaction Lagrangian

We introduce spinor fields ¥, and muon fields ¥, so that the total
Lagrangian is now

1 — —
Loep =~ Fu P + ¥ (iv"0 = m) ¥ — e¥ oy, FeA"
+ ‘T"ﬂ (iy“@,l - m) Y, - e‘?ﬂyﬂ‘I’ﬂA"

(10.201)

o m, ~ 0.5MeV

o my ~ 105MeV
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There are also quark fields that we can add into the mix

Lysarks = ) Fy (/" = mg) ¥y + €0, F 7" ¥y, (10.202)
q

Quark charges are Q, = (2/3,-1/3). It turns out that the only way to
produce quarks is through (electron?) interaction?
Can also introduce a Fermi interaction

c p— p—
eC4—Fermi = ﬁ‘P,ufyv (1 - YS)TV# - ‘Ye (1 - 75) (1()2()3)
We now want to do some calculations with the photon interactions from

eq. (10.201). In particular, we will study the effects of the —e‘?eyu‘PeA“
interaction Lagrangian.

10.25 PROPAGATOR.

Before we can study the interaction, we need to determine the structure of
the propagator. For Grassman (anti-commuting) operators

T(0f(x)0(x)) = O(xp — x0)0 ()0 ¢(x") + O(x(, — x0)O p(x")O ()
(10.204)

The propagator can be determined from
(T(¥a()¥p(x0)), = Drp(x =), (10.205)

where o, 5 =1,2,3,4.
Referring back to eq. (10.193a), eq. (10.193b), that propagator is

(T(¥ a0 ¥p(0),

Sy (L -
Qry \2wp ¥ (273 204
+ PR - xo)B(pW(@) (b)) (10.206)

d*p

= —(277)32wp (e—ip(x—y)@(xo - yo)u;(p)ﬁz(p) + eip-(x—y)@(yo _ XO)\_/E(P)V;}(]?))

3
-/ aﬁ% (77700 = y0) (Yogpu + m) + €7 OG0 = %0) (Vogpu = m))
P

™ P e Y@ (xg — yo)ul(p)it(q) <“f’“r‘;>

where )/; 5 are the @, 8 components of the gamma matrices. Now we can
replace the p,’s with derivatives acting on the exponentials
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(T(¥o(0)¥p),

. d? i (e
= O(xg —yo)(lyﬂﬁaﬂ + m) f(ZR)TIZ?we p-(x=y)
1Y

. d3p —ip-(x—
- @0 — x0) (—l)ﬁﬂay - m) f Me ey (10.207)
= O(xp — yo) (iygﬁ(?,, + m) D(x—y) — Oy — xp) (—i)/;ﬁaﬂ - m) D(y —
= (/3p0l” +m) (@0 = yo)D(x = y) + @0 ~ x0)D(y — )

—iy%(x° -y )(D(x - y—x)),

where we’ve killed off a factor that is zero (off the light cone?)
We are left with just an action on the Feynman propagator

(T(¥a()¥p(0), = (Vg0 +m) Drr(x

4 (10.208)
-y) = d’p l()/lﬁp” tm) i (-y)
Q2r)* p? —m? + ic’
Now that we have a propagator, let’s try
Lint = f did’x (e¥y, ¥ A"). (10.209)

10.26 FEYNMAN RULES.

We can consider various scattering processes, such as e*e™ — u*u~ as
sketched in fig. 10.6, or e*e™ — e*e™ as sketched in fig. 10.7, or Compton
scattering e”y — ey as sketched in fig. 10.8.

S
~

Figure 10.6: Electron, positron decay to muon pairs.
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M |

A

Figure 10.7: Electron, positron collision.

Figure 10.8: Compton scattering.

To do so we need to determine the Feynman rules for fermions. For
fermions ¥ and anti-fermions ¥ we have

1
Yip,s) = u’(p)
AR
Yip,s) =v'(p) (10.210)

(. sI¥ = #'(p)
®.s51¥ = v(p),

where we mean

P, s) = ay 10) \[2wp, (10.211)
for fermions, and

Ip, ) = b 10) \/2wp, (10.212)

for anti-fermions.
The flow of fermion and anti-fermion number charge is designated by
arrow direction in the diagram, as in the respective diagrams of fig. 10.9.
The Feynman propagator for fermions is

i(p+m)

m, (10.213)

351



352 FERMIONS, AND SPINORS.

> >

Figure 10.9: Flow of # charge.

whereas the photon propagator is

(A,4,) = it

qz—+i6' (10.214)

10.27 EXAMPLE: e e¢" — u ut.

As an example, consider the process sketched in fig. 10.10. Such a process

Figure 10.10: e"e¢* — u~u* process.

is “ultra-relativistic”, in that the electron and positron pair must be moving
very fast to create muons.
The matrix element is

1l |
[Py YATAP Yy Y et e
(u u|_|,7 Y’¥leTe™)

ignoring ie.
incoming anti-electron

incoming electron

(10.215)

i (k) (—iey™ W' (k)
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Question:  Why are we writing the factors of the matrix element from left
to right, corresponding to the right to left reading of the matrix element?
Equation (10.215) reduces to

2
iM = iS5 (p P ()i (kv (K, (10.216)
q

where the (277)*6®(...) term hasn’t been made explicit.
We’d like to compute the absolute square of eq. (10.216), and use the
following lemma to do so.

— Lemma 10.7: Some conjugates.

Y u)' = v
(y*v)' = ytu.

The proof is left to exercise 10.12. Employing this, we have

4
\MP* = 7 — (7 Ky R (pyy v (1) % (7 (0 W u' (p) (kv (K)) .
(10.217)
The problem can be simplified by computing the cross section that sums
over all spins, assuming that the states are not polarized (i.e. average over

all the up, down states)'*. That is, We want to sum over all the initial and
final state polarizations le S M

1
- |M[*

ss’ rr

= Z 7 K yypu (o Ry (KD (pyy™v* (p )" ("1’ (p)

Ky (k) v () x TP (= me) y'u' (p),
3 (10.218)

14 Such an average is related to the density matrix

1
Din = Z |ss'> i (ss'|.
ss’

te (M pine e |rr') (7
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where we first used the freedom to move the uyv, vyu terms, which are
scalars, and then used theorem 10.16 to eliminate the sum over s, r in-

dexes.
Temporarily expressing the remaining factors in coordinates exposes a

trace structure. For example

DKy (k+ my) v () = D G KDarpdas (K

I

+my), VeaV (K))a
= > 07 WNaG K Napas (K

+ m'“)bc (Yied
= (k/, - m’“‘)da (Vp)ab (k + m”)bc (Vu)cd
= tr ((k/’ - m,l) Yp (lé + mﬂ) yﬂ),

(10.219)
since the cyclic sum of matrix coordinates can be expressed as a trace,
namely tr ABC = A, Bp.C,q. We are left with
iZmﬁ

= —tr ((H’ - mﬂ) vy (k + mﬂ) yﬂ) X tr ((p + me) Y (7 —me) y”)

(10.220)

Each trace is now a product of two, three, or four gamma matrices, which
can be reduced using the identities:

— Lemma 10.8: Dirac matrix product traces.

tr (7’/4')’1/) = 4g,uv
tr (Yu¥v¥a) =0
tr (Vuyv%ﬁ’ﬁ) =4 (8;11/8(1/5 — 8ua8vp t gﬂﬁgav)

The proof is left to exercise 10.13.
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Utilizing the above, and setting m, = 0 (compared to m,) the p, p’
dependent trace reduces to
tr ((p + meyy GF = moy*) = e (py’ ' v")
= pal' st (Y7 ¥¥")
= 4pap’s (8™ - g™ + gg"¥)
=4(-p-p'g*+pp"+p'p"),
(10.221)

and the k, k" dependent trace reduces to

tr ((k// — mﬂ) Vv (k + m/,t) 7;1) =tr (]{')/vk'ylu) - mlzl tr ()’v?’y)
+ mytr (Hopyyy) — myte (k)
=4 (k’ak,B (gcwg,B,u —8aop8vu +gaﬂgVI3) —ngyﬂ)
=4 (k,vk# + k’#ky - (k k' + mi) gvp) .
(10.222)

We can now multiply out the traces and simplify (exercise 10.14) to get
—ZlMl —(p-Kp k+p-kp K +p-p'ml). (10.223)
spins

The next task is to consider these four vector dot products from the center
of mass frame for the electrons, as sketched in fig. 10.11. Let g represent

Figure 10.11: Electron center of mass frame.

the total rest frame four momentum

9= 1(”2}; 1:; : (10.224)
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where ¢> = 4E%. We also have

but

or

= E* - E*2- (-2))
= 2E>.

p-k=(E,E2)-(E,K)
= E? - E|k|| cos 6,

p . k’ = (Ea Ei) . (E, _k)
= E* - (E2) - (-k)
= E> + E||K||cos®

p -k =(E,—-E%) - (E,-Kk)
= E* - (-E2)- (-kK)
= E?> - E|k||cos 6

p' k= (E,—EZ) - (E,Kk)

= E>— (-E2) -k
= E*> + E||K| cos 6,

K= B - 2,

2

m

_ M
||k||_E\/1——2.

(10.2252)

(10.225b)

(10.225¢)

(10.225d)

(10.225¢)

(10.226)

(10.227)

We can now put the pieces back together and almost have the non-polarized
cross section

4-11 > imp = ¢! ((£2 + Bl cos 6)” + (2~ E Il cos 6)° + mi22)

(4E2)?

2 2
4 2 2 2
_e f nmy, f ny, my,
—3 [1+ I—ECOSQ] +[1— I—ECOSQJ +2E

et m,zl
=—|(2+2|1-—=
2 E?

cos? g +2—L
EZ

(10.228)
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or

2 2
1 m m
Z Z IM[? = & (1 + E—‘z‘ + (1 - E—g]cosz 9). (10.229)

spins

The total (average polarization) differential cross section ([19] eq. 4.84), is

do 1 k1 5
O s - > M. 10.230
dQcm  2EA2Eglva — vgl (27‘()24ECM 4 Z 1M ( )

spins

Plugin E4 = Eg = 2Ecm, va — Ve ~ 2¢ = 2, ¢* = 47na, and eq. (10.229)

for
d 1 1 E m? m
- M1 - E@nap |1+ 4
dQcm  E2,,(2) (4n)*Ecm 2 E? E?

2
N (1 _ ﬂgl&%@)
E2

2 m2 m2 m2
= 1 21— cos?a).
4E%, E? E? E?

Integrating to find the total cross section we have

do
Ototal = fdﬂ_

dQ)
1 2 m2 m2 2
=27rfdcos9 5 ——gl+—’;+ 1——’; cos’
~1 oM E
2na’ m m; m) (o,
:4E2 —E21+E+1——2fludu
CM -
:471.0’2 1_ni’12tl+m_/21+l _m_/zl
4ELy E? E2 3 E?))
(10.232)
or
4Ara? mft ( 1 mf,
Toal = 75— \[1 =5 |1+ 55 | (10.233)
3ECM E 2F
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where Ecyp = 2E.
At the start of the year dimensional analysis was used to state the total
cross section, which was determined to have the form

a2

Ototal ~ R (10.234)

whereas for £ > m,, we’ve now found

Ao

~ (10.235)
2
3E2,,

Ototal =
Three months of work has gained us an additional factor of 4/3!

10.28 MEASUREMENT OF INTERMEDIATE QUARK SCATTERING.

In the diagram that we are working from for the e"e* — u~u* process, we
can replace the muon half of the interaction (fig. 10.12) with anything else

S
s

Figure 10.12: Electron and muon halves of the diagram

that is charged, as sketched in fig. 10.13. In particular, quark pairs from

N

><\

Figure 10.13: Alternate charged pair production.

QCD are possible at high energies (m, ~ 105MeV) and such products
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can be measured indirectly. Quarks were the theorized to be strong force
carriers, an intermediate stage similar to the photon propagators of QED,
connecting two branches of a diagram, as sketched in fig. 10.14. If one

Figure 10.14: Quark pair production.

hypothesizes a proportionality relationship between the hadron (i.e. muon)
and quark scattering cross sections

Ooral(€”e* — hadrons) oc (e €™ — quarks), (10.236)

the ratio between the two

R= Troral(e” e — quarks)
Ttotal(€” et — hadrons) (10.237)

=33 (0y)",
q

can be measured, and such measurement was deemed to be one of the
validations of the QCD theory. The 3 3’ ,( Qq)4 expression includes a 3 that
is related to quark “color”, and a sum over only the quark charges ¢ that
are light enough to be produced. [19] fig. 5.3 includes an experimental
depiction of such a measurement, which has a step function form roughly
like fig. 10.15, where the steps occur at the energy levels that are sufficient
to produce new quarks.

10.29 PROBLEMS.

Exercise 10.1 Lorentz transforms of spinors. (2018 Hw4.1V)

Consider the matrix

_i v
Ay = e 295"
2

Here, S* = 41[)/“, v”] is as defined in class, in terms of the four y-matrices
(notice that, when using the representation of the y matrices in terms of
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Figure 10.15: R quark step function.

Pauli matrices, the matrix A 1 looks like two sets of M (and M™) matrices
discussed in class, now combined into one four-by-four object).

a. Show that AT'y*A L= A%yY, where AP, is the usual Lorentz
transformatioil acting on vectors. (Feel free to show this for the
infinitesimal form of the transformations, but then argue that the
finite form holds as well.)

b. Show that A’ YAy ="
2

c. Consider the fermion bilinear yy*y"y = %Jz{y/‘, vV + %z]x[y”, Y1y,
where {A, B} = AB + BA is the anticommutator. Show that the two
terms on the right transform as a scalar and a second-rank tensor,
respectively, under Lorentz transformations.

Answer for Exercise 10.1

Part a.  For infinitesimal transformations we can show this using the
BCH theorem. First let

i

B = —EwﬂyS’“’
= Lot Y]
- v s
12 ! (10.238)
= g@uw 01" =7,
1
= Zwﬂyy"yv,
where we’ve made use w,,, = —w,, to eliminate any y = v terms in the

sum, and y*y” = —y¥y* for u # v. With this substitution, we have

AT A = e By =y + [-B,¥'] + O(w?), (10.239)
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and can now compute the commutator

[~B.71 = ~uus [y*F. ]

1
= 30" [yoys 7] (10.240)

- zltw"ﬁ (7”%17/5 - 7(17/37”)'

When u # a,B, y* commutes with both y,,yg, so the matrices cancel,
leaving just the 4 = @, u = B contributions to the sum

1
=B.¥"l = Zwaﬂ (6ﬂ"yﬂ - (5ﬂﬂ7’a - ')’rl‘sﬂﬁ + 7ﬁ6ﬂ0)

= %waﬂ (5”00% _ ‘5ﬂﬂ7’a)

1 of g (10.241)
ZE((U 5a7ﬁ_ 50{7/3)

The transformation to first order is therefore
AThY A =7 + 0 Pyp = (5 + o) Y = NgyP. (10242)

To extend the argument to finite angles we use the usual argument. For

example, for a finite rotation e
i0/n

, we may decompose such a rotation into

n small pieces, €"”/" and compound those rotations by applying the small
K . n . .

ones in sequence (e‘e/ ”) . Given the block matrix structure of Aj,»

—%kaUk—ﬁwjkejklal 0

e

Aijp = (10.243)

1 k_i jki 1| °
0 I WOkT —qwjre’td

(as found in class), where we have 2 X 2 exponentials on the diagonals, the
same argument applies.
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Part b.  As Ay, is a diagonal matrix, we can compute YAy in the
block matrix representation

ola o] o fo 1llat oflo 1
Y Y = ,
0 b 1 0]|]0 BF||1 ©
[ i
_|0 1|0 @ (10.244)
1 o|[p" 0
|6t 0
0 af|

Using this (and (0" = %), we have

Y A1/27 = 0 (e%w()ka_k_i'wjkejklo_l)'f
y o (10.245)
_ e—%w0k0k+iwjkefk10'l 0
- 0 e%w()ko*k+£wjkejk10'l ’
Comparing to eq. (10.243), we see that
YA = AT (10.246)
SO
NRUNVESE (10.247)
Multiplying by ¥° on the left using (y°)> = 1, completes the proof.
plymg by g p P

Part c.  First recall that a second rank tensor transforms as

A — AF LN gAY (10.248)

The transformation of the anticommutator term is just

l& v NP N%
ST Y =YY
= (FAL) (A*aA58™) (A1 2YF)
=Ygy
lg v
= ET{)/M,)/ }lY’

(10.249)
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showing that the anticommutator transforms as a Lorentz scalar.
For the commutator term we have

le 'y 1= )
FYTY - 5 (FATL) 7] (A1)

lga- v %
= ETAulz Yy = 7/1) Ap¥

1

= 3 (At (ke

- (Athy Ao) (A7 i) ¥
- 57 () () (W) () ¥
_ A”aAvﬁ(%‘T’ ] ‘I’)
(10.250)

which is the transformation property eq. (10.248) for second rank tensors
noted above.

Exercise 10.2 Show that ¥ is a Lorentz scalar.
Answer for Exercise 10.2
The Lorentz property follows from eq. (10.63)

FY - (FAT)) (A12Y) (10.251)
=YY,

The scalar nature of this product can be seen easily by expansion.

Y = ¢y

0o o 1 ol
00 0 1|/,

=vi v vl ol
0 1 0 0f|¥,
v, (10.252)
Yy

[¥i v v vl
|F2

= ‘Iﬂqug + ‘P;‘IM + T;Tl + ‘YZ‘FQ
= 2Re (¥]¥s + ¥3¥4).

363



364

FERMIONS, AND SPINORS.

Clearly any individual ¥7y*¥ product will also be a scalar.

Exercise 10.3 Show that ¥y*¥ transforms as a four vector.

Answer for Exercise 10.3

‘?7’"‘1’ — (‘?Al_/lz) )/# (AI/ZT)

N7 -1

¥ (AT i) ¥ (10.253)
=¥ (A" )Y

= AL FY'Y.

Exercise 10.4 Vary the Dirac action definition 10.4.
Answer for Exercise 10.4
From the action we find

58 = f d*x5% (iv"0, —m) ¥ + f d*x¥ (iy"d, - m) S¥.(10.254)

There are two ways to deal with this. One (somewhat unsatisfactory
seeming to me) is to treat both 6% and 6¥ as independent variations,
requiring that 6S = O for any such variations. In that case we find
that (iy#d, —m)¥ = 0 if the total variation of the action is zero. That
leaves the somewhat awkward question of what to do with the 0 =
f d*x¥ (iy"d, —m) 6¥ constraint. However, that question can be resolved
by observing that these two contributions to the variation are not indepen-
dent. In particular

( f d*x¥ (iv*o), —m)(s‘If)T = f d*x6¥" (=i(y") 6 = m) ¥
= f 0¥y (<) 'y 5y -m) ¥
- f a 0% (=i 5y, -m) ¥
= f d*x (8, (-i6¥y"¥) - (-i6¥ "9, ¥)
- mo¥Y)

- f d*x5% (iy", - m) ¥,
(10.255)
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where the boundary integral has been assumed to be zero. This shows that
the total variation is

55 = f d“x(a‘?D‘If +(6‘T’D‘I’)T), (10.256)

where
D = iy*9, — m, (10.257)
represents the Dirac operator. Requiring that the action variation 6S = 0 is
zero for all 6%, means that DY = 0, which proves eq. (10.69).
Given that the action itself is real, it makes sense for it’s variation to be

real, as demonstrated above. A nice side effect of demonstrating this is the
removal of the redundant variation variable.

Exercise 10.5 Exponential form of v/p-o, \p-o.

In [17], Prof Osmond explicitly boosts a u®(pg) Dirac spinor from the
rest frame with rest frame energy po, and claims

\/1716_%'7‘T3 = p-o
We%naﬁ = \[p . 5-,

for the components of u*(Apy).
Validate these identities by squaring both sides.

(10.258)

Answer for Exercise 10.5

First

+
e

DI—=

1 1
no’ _ cosh(5n0'3) + sinh(5n03)03, (10.259)

which squares to (uvspinors.nb)

2 +n
(ei%"‘73) - [e 0 } . (10.260)

0 e™

Explicitly boosting the rest energy po gives

Po
0

Po
0

. coshn sinhp
sinhn coshn

(10.261)

= Po

coshn
sinh ’
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so after the boost

p-0 = po (cosh n — sinh 770-3)

» coshn — sinhn 0
= Ppo
0 coshn + sinhp (10.262)

e 0

0 &

where pg = m is still the rest frame energy. However, according to
eq. (10.260) this is exactly

= Po

(@e—%n& )2 (10.263)

Since p - o flips the signs of the spatial momentum, we have shown that
103\
me™ 2" =p-o

) (10.264)
(@e%mﬁ) .

which isn’t a full proof of the claimed result (i.e. the most general orienta-
tion isn’t considered), but at least validates the claim.

Exercise 10.6 Verify v(p) solution.

Prove theorem 10.12.
Answer for Exercise 10.6

Let D = (iy"d, — m) represent the Dirac operator. Applying to ””* we
have
De'P~ = (i)/"‘aﬂ - m) L

- (y”pﬂ + m) e'Px

=_ m1 0}+po[o : + Pk 0 O-k”e’f’x

S o ot 0 (10.265)
_ m poc® + pkO'k} oPx

_PofTO - Pkffk m
__| ™ P ipx

p-oc m
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We are now set to apply the Dirac operator to the claimed solution from
theorem 10.12.

. S .
Dv(p) = " el e~
p-oc m p-on’

(myvpa-p-op- cf)n]e,-,,.x
(p-avp-o-m\p-7)n
[ \/p_O'(m - \/p -op- 5‘) 7]} oiP (10.266)

Exercise 10.7 v(p) normalization.

Prove theorem 10.13.
Answer for Exercise 10.7

Expanding the matrices gives

Pvs =y Ty 0y
Vp-on’
=TT —n"p- 0] }
p-on’
p-on’ (10.267)
7T Vpo —np
- al vp-on’
=—n"Np-oNp-an' - \p-Tp-on’
= 52 \m?
=2md"*,
and
—1| Vp-on’
=l veT P Fl| o
(10.268)

=n" (p-om +n" (p-m
=6"(po—p-0c+po+p-0)
=2ppo”’.
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Exercise 10.8 uv, vu relations.

Prove theorem 10.14.
Answer for Exercise 10.8

We need only expand the matrix products

T p— T p O—n
=7 oyl T
on’ (10.269)
— mngns _ mngns
=0,
and
A
oy = [T T Vp ol }
" Np-o 0" Np
[ ] Vp- ol (10.270)
— _mangs + mané«
=0,
Exercise 10.9 Dagger orthonormality conditions.

Prove theorem 10.15.
Answer for Exercise 10.9

OV = [TVEE (TP | \/q o’ ]
an p=(0,p).g=(0,—p)
N ‘
=TV - rT -
[{ e W O-]L\'—p-oﬂs

R G Ra R R T

= O’
(10.271)
and
s r - + — VP - O "
v k(—P)M (p) = [ns' \Vg-o —n* \/Q'O’] b _ r}
VP96 1l p=(0,p).9=0-p)
v-p-ol
aLARCIC RS R | ety

= T\E=p o)) - Tp-o)(-p- o)
=0

(10.272)
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Exercise 10.10 Direct product relation for the u’s.

Prove the u direct product relations of theorem 10.16.
Answer for Exercise 10.10

ele™Vp 7 TP

VP ol e p- & p ool TVpo
Vp-7¢ el p-a \p-drer"Vpo

=2,

|m p-o
p-oc m
=m+p-y.
(10.273)
Exercise 10.11 Dirac Hamiltonian w/o zero-time field substitution.
Answer for Exercise 10.11
With time left in the mix the fields are
2
d3
T(X):Zf—p (e ipxy upay, + Py Sbs)
s=1v (2n)3 \[2wp
(10.274)

2
d? :
‘PT(X) - Zf—q (etq.xur’far’f +e zq~xvaTbaT),

21 \20q
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and the Hamiltonian is

2
dExd’pdiq |
o q-x, 1t 1t —ig-x i rt ipx, s s
Hpjrac = § f(27r)62 i ( U ag +e vy by )wp (e Upay,

r,s=1

lpx sbs)

d3xa’3Pd3 iwgt—iqx, rf rf
a Z (271)62\/a)pa) (e “a %

—iwgt+igx, 1t rT) ( —lwpt+ipX, S S _ iwpl—ipX, s s)
+e vq bq Jwp (e Updp — € vpbp
d3xd3pd3

RGN

e 1 (2m)°2 \Jwpwq

—iwql—igx,, rt rT) ( —iwpl+ip-X _ iwpl+ipX s LS )
+e v_gbq)wp (e upap e vopbl,

zwtrTrT —iwgt, JT 31T —iwpt S S
- Zf(gﬂpz Tugaq +e qv—qb—q)(e P upap

_ lwpt. s s )
eV b,

iwqt— qu r rf
Ug dq

_ s rf rf r
Z f(er)32 u ”lg)a ;)_v—qv Pb qbvp)

r,s=1
(10.275)
where a 6@ (p — q) was factored out and evaluated, and the remaining
veru utys p terms were killed off. A final use of eq. (10.131a) completes
the proof.
Exercise 10.12 Prove lemma 10.7

Answer for Exercise 10.12

We will prove only the first, which is representative

iy u)’ = u" () (70T
= uTyO%4y%0 (10.276)
= uytv.

Exercise 10.13 Prove lemma 10.8

Answer for Exercise 10.13
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For the two matrix trace, consider
tr (7’;47’\/ + %/7;1) =2gutr(l) (10.277)
= 8g,uV7

but

tr (yﬂy,, + y\,yﬂ) =tr (Vu%) +1r (%ﬁ’u)
=2tr (7,u')’v),

so tr (y,¥y) = 4gu» as claimed. For the traces of the three matrix products,
there are three possible products of interest (for r # s)

(10.278)

t
Wy =—iet| 0 T (10.279)
o 0
which is traceless. We also have (for distinct r, s, t)
V8 1
yyy=-| 0 Trr (10.280)
loalonton 0

which is also traceless. All other three matrix products (except permuta-
tions of the two above) are proportional to a single y*, which is traceless.
A lazier, brute force proof by Mathematica (tracesOfDiracMatrixProd-

ucts.nb) is also possible. For the four matrix traces, the trace will be zero

unless we have two matching pairs of gamma matrices (since yy'y?y?

or its permutations is traceless.) Assuming such matched pairs, we can
reduce the product like so

o p=v = tr(yyy"y’) =4g”

s u=a,vEa = tr (y"yvyayﬂ) = —4gV'8

o pu=BuEvuta) = tryyy"y) =4g"
It’s clear that we can summarize these possibilities as stated in lemma 10.8.
Exercise 10.14

Show that
(pﬁp'a + p“p'ﬁ -p- p'g“'g) X (k'ﬁkw + & okg — (k K+ mZ) gaﬂ)
= 2(p-kp’ -k'+p-k’p’-k+mﬁp-p’)
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Answer for Exercise 10.14

Proceeding mechanically, but carefully, we have
PP/ K gka + PPp K wkg — pPp® (k- K+ m) gap
+ 2P gko + ppPK okg — p?pP (k k' + mﬁ) 8op
—p P8P gka = p- P8k kg + p- /g (kK +m2) gap
:p-k'p'-k+p-kp'-k'—p-p'(k-k’+m/21)
+p-kp'-k'+p-k'p'-k—p-p'(k-k'+mi)
—p-p'k-k’—p-p'k-k’+4p-p'(k-k’+mﬁ)
=2p - Kp' k+2p-kp' K =2p-p'k-K +2p-p (k- K +m})
=2p-k'p'-k+2p-kp'-k'+2p-p/mi

:Z(p-k'p’-k+p-kp’-k’+p-p’mﬁ).
(10.281)



USEFUL FORMULAS AND REVIEW.

A.l REVIEW OF OLD MATERIAL.

e Gaussian

(oo}
2 —T
f edx= —.
—oo a

(A1)

Here a may be real or imaginary, but must be less than 0 if real.

e Our Fourier transform sign and 7 placement convention (27’s with
momentum elements and negative exponential sign for the inverse

transform)

d*k
2ny

flk) = f d"xf(x)e**.

f(x) = flkye™™

o Delta function representation.

Setting f(x) = 6"(x) implies f(k) = 1 and so

d'k
e
@my"

ik-x

o(x) =

o Correct sign for the commutator
[xr’ ps] = 0.
e Hamilton’s equations

oL

(A2)

(A.3)

(A4)

o
—dH:d(gL’—pq):%’de?d/midt—dpq—pdq
q q

ot

ai = Lag+ Pap+ L,
5T 5P T

(AS)



374 USEFUL FORMULAS AND REVIEW.

SO
oH 0H o0H oL
_:_" —:" —_— = -, A.6
og P op 1 o o (A-6)
e Matrix element for the momentum and position operators
d
(A P|x'y = —is(x - x')d—
X
d (A7)
X|pYy=is(p-pH—.
PIX|p') = is(p Pz
o FEigenstates
p{xlp) = (x| Plp)
= fdx' (x|P|x') (x'|p)
L ,d (A.8)
= fdx (=)o(x — x )d_ (x |p>
X
.d
= —im—Adp).
SO
(xlp) « €'P*. (A.9)
Normalized over all space in d dimensions
ip-x
e Time evolution in the Heisenberg picture
do
— =i[H,0]. A.l1
7 i[H, O] (A.11)

e Commutators of powers of position and momentum operators

@ p) = nig"”"

A e (A.12)
[pn’q] — —I’llpn l.
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More generally, for any function with a power series representation
F(x)= X2, aix®, we have

dF
[F(@),p] = id@]
I __,dF (A.13)
[ (p)’Q]_ ldﬁ

Pauli matrices

a‘:lo 1}, 02:[0 _1, a3=l1 0}. (A.14)
10 i 0 0 -1

|0, 0" = 2ie™ 0. (A.15)

Euler-Lagrange equations

% _ ”6((?9;-;5) _ (A.16)
Lorentz transform identities

gvp = gu N A", (A.17)
Noether’s first theorem. Given 6L = 9, J#,

J= 6(68;.;5)6(]5 - JH, (A.18)
satisfies 9, j* = 0.

Energy momentum tensor

T = "pd"p — gV L. (A.19)
Translation operator

O(a) = P, (A.20)
(x| U(a) = (x +a| (A21)
Baker-Campbell-Hausdorff theorem theorem 5.2.

Fact =3 % [B---[B,All. (A22)

n=0
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A.2 USEFUL RESULTS FROM NEW MATERIAL.

e Hamiltonian for a massive scalar field

H = f d3x(%(ﬂ(x, N) + %(V({)(x, N)? + g(¢(x, z))Z)(A.z.%)

H: = f(2 )3wpa pdp (A.24)
e Canonical commutator
[7(x. 1), ¢(y, D] = =6 (x —y). (A.25)

o Creation and annihilation operation

|aq. a5 = 2 p - @). (A.26)
d? | ,
d(x,1) = ﬁ—e’p'x (e_""Ptap + e""P’an) (A.27)
n \/2wp
dPq iwg

n(x, 1) = ¢ (—eT N ag + f0'al ). (A28)

(2n)? \/ﬁ

e Relativistic normalization and transformation of momentum state

2wy |0) = |p), (A.29)

U(A)Ip) = |Ap). (A.30)

e Plus and minus operators

(A.31)
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e Wightman function

(A.32)

o0
P =wp

D) = [$-(x), $+(0)] f o i
x) = |o_(x), = ——e

" 27)3 2w,
e Contractions with momentum states

,_|? —ip-x
‘,b’_(lx)ap - (A.33)
appi(x) = e’

e Dirac conjugates.

@ =90
' =—f (A.34)

)" =090
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MOMENTUM OF SCALAR FIELD.

B.l EXPANSION OF THE FIELD MOMENTUM.

In eq. (5.64) it was claimed that

fd3ank¢ f(Z )3]) apap (B.1)

If I compute this, I get a normal ordered variation of this operator, but also
get some time dependent terms. Here’s the computation (dropping hats)

Pf = f & xrdp

= f d>x8ypd
(B.2)
3,73 1 . R
— fd3xd pd’q Ao (ape—sz+aTesz)ak (aqe—lq-x

6
(2m) A / 2wp2wy

T igx
+aqe )
The exponential derivatives are
B = et (B3)
= iipoa()eilp'x,
and
k +ip-x _ ok *ipHx
d"e = e (B.4)

— iipkeilpx’
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SO

dpdq 1 : .
Pk — fd3 P Poé]k (_ape—tp x4 aTelp x) (_aqe—tq-x

6
(2m) \2w,2w,
1 3 dPpdq [0y k i(p+gyx . T 1 ip+g)rx
= -3 d’x 208 —q (apaqe + apage

— apay, T olla=p)rx _ a;f)aqei(p—q)w)
d3 3 /w
(217”)3q P k (1 a e l(u)p+u)q)t(5(3)(p+q)
B a a el(wp+wq)t 5(3)( p-q)+ apay ¥ pi(wq—wp)t 5(3)(p qQ
+ a;aqe‘(‘“l’ @l (q — p))

T iq~x)
+ aqe

d*p ¥
== o )3p ( pdp t+ dpay — apa_pe

—2iwpt _ T 1 2ia)pt)
apa_pe .

(B.5)

What is the rationale for ignoring those time dependent terms? Does
normal ordering also implicitly drop any non-paired creation/annihilation
operators? If so, why?

B.2 CONSERVATION OF THE FIELD MOMENTUM.

This follows up on unanswered questions related to the apparent time
dependent terms in the previous expansion of P’ for a scalar field.

It turns out that examining the reasons that we can say that the field
momentum is conserved also sheds some light on the question. P’ is not
an a-priori conserved quantity, but we may use the charge conservation
argument to justify this despite it not having a four-vector nature (i.e. with
zero four divergence.)

The momentum P’ that we have defined is related to the conserved
quantity 7%, the energy-momentum tensor, which satisfies 0 = Oy TOx
by Noether’s theorem (this was the conserved quantity associated with a
spacetime translation.)

That tensor was

W= 90— gL, (B.6)
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and can be used to define the momenta

f BxT% = f d*x°pd* p
(B.7)

= fd3xn8k¢.

Charge Q' = f d*xj° was conserved with respect to a limiting surface
argument, and we can make a similar “beer can integral” argument for P,
integrating over a large time interval ¢ € [-T, T'] as sketched in fig. 3.1.
That is

0=, f d*xT"
do f d*xT® + o, f d*xT%
T T
:aof dtfd3xTOO+6kf dtdexTOk
-T -T
T
=9 f dt f & xT®
+(9kf dt—f( )3p apap+apa;f, apa_pe —2iwpt _ a;anez‘wpf)

= fd3xT00|_T + 10k f 202 pk (a;f,ap + apa;)

_ _akf dtf (2 )3p apa_pe 2uupt Lal Ziwpt) )

The first integral can be said to vanish if the field energy goes to zero at
the time boundaries, and the last integral reduces to

—2i T2
__akf f(z )3” apa-pe” " + apal et )

sin(—2wpT) sin2wpT)
= _f 3p ap— 5 — *+ a[T) P~ 5., (B.9)
2(2m) 2wy 2wy

(B.8)

_ fd3 ) (aa vdlat )sin(prT)
2(27)3 PP RS 0,

The sin term can be interpreted as a sinc like function of wp, which vanishes

for large p. It’s not entirely sinc like for a massive field as wp = +/p? + m?,
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Figure B.1: Angular frequency dependent sinc.

which never hits zero, as shown in fig. B.1. Vanishing for large p doesn’t
help the whole integral vanish, but we can resort to the Riemann-Lebesque
lemma [24] instead and interpret this integral as one with a plain old
high frequency oscillation that is presumed to vanish (i.e. the rest is well
behaved enough that it can be labelled as L; integrable.)

We see that only the non-time dependent portion of P matters from
a conserved quantity point of view, and having killed off all the time
dependent terms, we are left with a conservation relationship for the
momenta V - P = 0, where P in normal order is just

d*p
P = f (2ﬂ)3pa;ap. (B.10)




REFLECTION USING PAULI MATRICES.

Inlemma 10.1 we used 0" = —o>0°075, which implicitly shows that (o - x)T
is a reflection about the y-axis. This form of reflection will be familiar to
a student of geometric algebra (see [6]). I can’t recall any mention of the
geometrical reflection identity from when I took QM. It’s a fun exercise to
demonstrate the reflection identity when constrained to the Pauli matrix
notation.

— Theorem C.1: Reflection about a normal.

Given a unit vector i € R? and a vector x € R? the reflection of x
about a plane with normal f can be represented in Pauli notation as

—0 -0 - Xo - 1.

Proof. In standard vector notation, we can decompose a vector into its
projective and rejective components

X = (x - A)A + (X — (x - A)). (C.1)

A reflection about the plane normal to f just flips the component in the
direction of fi, leaving the rest unchanged. That is

—(x-h+ (x - (x-D)fi) = x - 2(x- )i (C.2)
We may write this in o notation as

o -x-2x-hHo-h. (C.3)
We also know that

og-ac-b=a-b+io-(axb)
(C4)
og-bo-a=a-b—-io-(axb),

or

1
a-b= 5{0’~a,0'~b}, (C.5)
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where {a, b} is the anticommutator of a, b. Inserting eq. (C.5) into eq. (C.3)
we find that the reflection is

o-x—{o-nNo-xjoc-i=0c-Xx—0c-Hc-x0-h—0 X0 -Hho -1
=0-X—0-fc-X0o-h—0-X
=—0-fHo-Xo-h

(C.6)
]

When we expand (o - x)T and find
(a'-x)T =olxl =% + 340, (C.7)

it is clear that this coordinate expansion is a reflection about the y-axis.
Knowing the reflection formula above provides a rationale for why we
might want to write this in the compact form —o?(o - X)o-2, which might
not be obvious otherwise.



EXPLICIT EXPANSION OF THE DIRAC U,
SPINORS.

We found that the solution of the u(p), v(p) matrices were

u(p) = \/;ﬁ_rg
Vp-t (D.1)
v(p) = W ,
—vp-on
where
p-0 =pooo—0-P (D2)

p-0 = pooo+0-p.

It was pointed out that these square roots can be conceptualized as (in the
right basis) as the diagonal matrices of the eigenvalue square roots.

It was also pointed out that we don’t tend to need the explicit form
of these square roots.We saw that to be the case in all our calculations,
where these always showed up in the end in quadratic combinations like

N2 (p-o)p-T),- -, which nicely reduced each time without

requiring the matrix roots.

I encountered a case where it would have been nice to have the explicit
representation. In particular, I wanted to use Mathematica to symbolically
expand ‘T’iy’“‘(?ﬂ‘ff in terms of ay, by, - - - representation, to verify that the
massless Dirac Lagrangian are in fact the energy and momentum operators
(and to compare to the explicit form of the momentum operator found in
eq. 3.105 [19]). For that mechanical task, I needed explicit representations
of all the u*(p), v'(p) matrices to plug in.

It happens that 2 X 2 matrices can be square-rooted symbolically square-
rootOfFourSigmaDotP.nb. In particular, the matrices p - o, p - & have nice
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simple eigenvalues + ||p|| + wp. The corresponding unnormalized eigen-
vectors for p - o are

_ _pl + lp2
I
p” +lpll
(D.3)
_pl 4 in?
o= [P
P’ =1l
This means that we can diagonalize p - o as
+ 0
pro=u| Pl Ut (D.4)
0 wp — [pll
where U is the matrix of the normalized eigenvectors
U=le ol
1 -p' +ip* -p'+ip? (D.5)

p*+lpl P’ ~lpll

\2p* +2p* lipll

Letting Mathematica churn through the matrix products eq. (D.4) verifies
the diagonalization, and for the roots, we find

\p-o (D.6)
~ 1 wp — P + {Jwh — p? -p' +ip?
Jop—llpll+ Jop +lpl L =Pt =it wppd - p?

The matrix +/p - o has the same form, but we just have to flip the signs on

our p’s.



EXPLICIT EXPANSION OF THE DIRAC U,V SPINORS.

We are now ready to plugin ¢'T = (1,0), 2T = (0, 1),7'T = (1,0),7°T =
(0, 1) to find the explicit form of our u’s and v’s

u'(p) =

u*(p) =

vi(p) =

vi(p) =

This is now a convenient form to try the next symbolic manipulation task.

1

Jep = Ipll + yJwp + [

1

Jew = Ipll + yJwp + [

1

e~ Ipll+ \Jwp + Il

1

e = I+ yJeop +

-p' —ip?

wp + P+ m
p1+ip2
_pl+l'p2

wp + PP+ (Jwh — p?
p'—ip?

jwp — P + m_

P m_
-p' —ip’
_pl—ip?
_pl+ip2

2

=]
|
=
™o

3
wp + p’ + \Jw

_pl + lp2

;

3 2
|—wp + P + Jwp — P

(D.7)

If nothing else this takes some of the mystery out of the original compact
notation, since we see that the u, v’s are just 4 element column vectors, and
we know their explicit form should we want them.

Also note that in class we made a note that we should take the positive
roots of the eigenvalue diagonal matrix. It doesn’t look like that is really
required. We need not even use the same sign for each root. Squaring the
resulting matrix root in the end will recover the original p - o~ matrix.

387
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D.] COMPACT REPRESENTATION OF SIGMA ROOTS.

With the help of Mathematica, eq. (D.6) was found, a compact representa-
tion of the root of p - 0. A bit of examination shows that we can do much
better. The leading scalar term can be simplified by squaring it

2
(o — 011+ o +11p1) = wop = 1Dl + p + 1Dl + 2 33

= 2wp + 2m,

where the on-shell value of the energy a)lz, = m? + p? has been inserted.
Using that again in the matrix, we have

VP o= ———
1/2a)p+2m

1/2wp +2m
1/2wp +2m
1/2wp +2m

-pP+m  —p'+ip?
-pl—ip? wp+pP+m

L {0 i

1
0

)

i 0

((wp +m)0'0 —pl

2

(a)p + m)O'0 - pla'1 - p20' - p30'3)

(a)p+m)0'0—0'~p).

(D.9)
We’ve now found a nice algebraic form for these matrix roots
1
VPO = (m+p-o)

2wp +2m

(D.10)
p-o= (m+p-7).
2wp +2m




D.1 cOMPACT REPRESENTATION OF SIGMA ROOTS.

As a check, let’s square one of these explicitly

(Vp-o) = m* + (p- )’ + 2m(p - o))

p+2m

m2+(w - 2wpo - p+p)+2m(p a-))

20} = 2wp0 - p + 2m(wp — 7 - p))

o
2wp+2m(
2wp+2m(

(

2wp o 2wp (a)p + m) - Qwp +2m)o - p)

=wWp—0-p
=p-o0,
(D.11)

which validates the result.
We can also put the spinor solutions u, v in a nice compact square-root-
free format

\2m + 2w, [m+p-T)
i (D.12)
1 .
Wp) = e | TP ”_)ﬂ.
\2m+ 2w, [=(m+p-an

Equation (D.12) is probably a much nicer starting point for evaluating the
various u, v, u, v product relationships. In particular, again using Mathe-
matica uvspinors.nb, this is a nice representation for showing that

i (p)y*u’(p) = 26" pt

D.13
‘-)r(p),kaS(p) =25 k’ ( )

which is roughly the form of the relationship that I suspected existed, but
had some trouble deriving manually.
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We now also know that we can return to eq. (D.7) and put the explicit
(root-free) representation of the u, v spinors in a slightly tidier form

7wp—p3+mﬁ
1 _ l—i 2
W= ——=| 7"
\2m+ 2wy (W TP
p1+ip2
[ —pl+ip2 ]
1 wy +p3+m
w(p) = —=me [?
1/2m+2a)p p —1ip
3
(wp — p° + m]
P ] (D.14)
wp—p3+m
1 _ l_i 2
Vs —| "
1/2m+2wp —Wwp—p tm
| -p' -ip?
[ _pl+ip2
1 wy + P+ m
)= ——|
J2m+2w, | P P
|—wp + p* + m]




SPINOR SOLUTIONS WITH ALTERNATE vy
REPRESENTATION.

This follows an interesting derivation of the u, v spinors [10], adding some
details.
In class (QFT I) and [19] we used a non-diagonal y° representation

01
Y= : (E.D)
1 0
whereas in [10] a diagonal representation is used
1 0
YW = [ } (E.2)
0 -1

This representation makes it particularly simple to determine the form of
the u, v spinors. We seek solutions of the Dirac equation

0 = (iy“9, — m) u(p)e™'""* E3)
0 = (iy"9, — m) v(p)e'?™*, '
or
— _ —ip-x
0= (p—m)u(pe E4)

0=~ (p+m)v(pe?™.

In the rest frame where p = Eyo, where E = m = wp, these take the
particularly simple form

0=(y"-1)u(E,0)

0=(y"+1)w(E.0). (52

This is a nice relation, as we can determine a portion of the structure of
the rest frame u, v that is independent of the Dirac matrix representation

wE,0) = (y° + Dy

E.6
W(E,0) = (¥ - L. (50
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Similarly, and more generally, we have
u(p) = (p +my
V(p) = (P - m)lﬂ,

also independent of the representation of y*. Looking forward to non-
matrix representations of the Dirac equation ([6]) note that we have not

(E.7)

yet imposed a spinorial structure on the solution

¢
X

=11 (E.8)

where ¢, y are two component matrices.

The particular choice of the diagonal representation eq. (E.2) for y°
makes it simple to determine additional structure for u, v. Consider the rest
frame first, where

0 1 0 1 0 00
Y - 1= — =
0 -1 0 -1 0 2
: (E.9)
70_'_1:10_'_10:20’
0 -1 0 -1 00
so we have
u(E,0) = lz O} ¢
00
iX (E.10)
wE,0) = 0 0¢ .
0 2|y
Therefore a basis for the spinors u (in the rest frame), is
1 o
u(E,0) € 0 , ! , (E.11)
0] |0
0] 10]
and a basis for the rest frame spinors v is
ol [o
v(E,0) € 0 , 0 (E.12)
1] 10
0] 1]




SPINOR SOLUTIONS WITH ALTERNATE ’yO REPRESENTATION.

Using the two spinor bases {¢, 7* notation from class, we can write these
“ 0

u’(E,0) = ¢ , VI(E,0) = . (E.13)
0 n*

For the non-rest frame solutions, [10] opts not to boost, as in [19], but to
use the geometry of p + m. With their diagonal representation of ¥" those

are
1 0 ot 1 ol |[E-m -o-p
p—m=po 2 —-m =
0 -1 -0 0 0 1 o-p -E-m
1 0 0 ot 1 ol |[E+m -o-p
p+m=po + Pk +m = .
0 -1 -k 0 0 1 o-p -E+m

(E.14)

Let’s assume that the arbitrary momentum solutions eq. (E.7) are each
proportional to the rest frame solutions

u'(p) = (p + mu’(E, 0)

(E.15)
vi(p) = (p — mu‘(E, 0).
Plugging in eq. (E.14) gives
u“(p) = (E+ m)ia}
(o-p) (E.16)
Vi(p) = (o-p
(E +mn*

where an overall sign on v*(p) has been dropped. Let’s check the assump-
tion that the rest frame and general solutions are so simply related

(p-myuspy = |F 7" TR E RS
op —E-m|| (@ p1°
_ (Ez—mz—pzm} A
0

=0,
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and
E+m -0 (o-pn*
o-p -E+m||(E+mn*
_ 0
p? +m? — E2

=0.

(E.18)

Everything works out nicely. The form of the solution for this represen-
tation of y° is much simpler than the Chiral solution that we found in
class. We end up with an explicit split of energy and spatial momentum
components in the spinor solutions, instead of factors involving p - o~ and
p - 0, which are arguably nicer from a Lorentz invariance point of view.
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