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PREFACE

This book contains notes for the Winter 2015 session of the University
of Toronto Graduate Quantum Mechanics course (PHY 1520H), taught by
Prof. Arun Paramekanti.

Course Syllabus  This course will discuss the following topics in quan-
tum mechanics (time permitting)

1.

2.

10.
11.

12.

Basics - Postulates, Wavefunctions, Density matrices, Measurements

Time evolution - Schrodinger picture, Heisenberg picture, Interac-
tion picture

. Harmonic oscillator - Operator method, Wavefunctions, Coherent

states

Particle in a magnetic field - Local gauge invariance, 2D Landau
levels

. Symmetries - Parity, Translations, Rotations, Time-reversal
. Angular momentum, Spin, and Angular momentum addition

. Time-independent perturbation theory

Time-dependent perturbation theory

. Variation approach

Scattering theory
Dirac equation - one dimension

Path integrals

This document contains:

e Lecture notes.

e Personal notes exploring auxiliary details.



Xii

e Worked practice problems.
o Assigned problems.

e Links to Mathematica notebooks associated with problems and course
material.

My thanks go to Professor Paramekanti for teaching this course, to Nis-
hant Bhatt for providing me with a copy his notes for lecture 18, which
are incorporated herein, and to Hana and Marcos Basso for finding errors.

Peeter Joot peeterjoot@pm.me
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FUNDAMENTAL CONCEPTS.

1.1 CLASSICAL MECHANICS.

We’ll be talking about one body physics for most of this course. In clas-
sical mechanics we can figure out the particle trajectories using both of
(r, p, where

dr lp

jli m (1.1)
P _yy

dt

A two dimensional phase space as sketched in fig. 1.1 shows the trajectory
of a point particle subject to some equations of motion

f
"\

§ 2

Figure 1.1: One dimensional classical phase space example.

1.2 QUANTUM MECHANICS.
For this lecture, we’ll work with natural units, setting

h=1. (1.2)



FUNDAMENTAL CONCEPTS.

In QM we are no longer allowed to think of position and momentum, but
have to start asking about state vectors [¥').

We’ll consider the state vector with respect to some basis, for example,
in a position basis, we write

Yy =¥ (), (1.3)

a complex numbered “wave function”, the probability amplitude for a
particle in ['¥') to be in the vicinity of x.
We could also consider the state in a momentum basis

(pIt) =¥ (p), (1.4)
a probability amplitude with respect to momentum p. More precisely,
¥ (x)PPdx > 0, (1.5)

is the probability of finding the particle in the range (x, x + dx). To have
meaning as a probability, we require

f " ¥ (x)[Pdx = 1. (1.6)

The average position can be calculated using this probability density func-
tion. For example

(x) = f ) ¥ (x)[* xdx, (1.7)
or
(f(x) = f ¥ ()1 f (x)dx. (1.8)

Similarly, calculation of an average of a function of momentum can be
expressed as

() = f ¥ (0P F(p)dp. (19)

(%Y



1.3 TRANSFORMATION FROM A POSITION TO MOMENTUM BASIS.

1.3 TRANSFORMATION FROM A POSITION TO MOMENTUM BASIS.

We have a problem, if we which to compute an average in momentum
space such as (p), when given a wavefunction ¥ (x).
How do we convert

¥(p) S ¥(), (1.10)
or equivalently
(pIt) & ). (1.11)

Such a conversion can be performed by virtue of an the assumption that
we have a complete orthonormal basis, for which we can introduce iden-
tity operations such as

f dplp)<pl =1, (1.12)
or
foo dx|xy (x| =1 (1.13)

Some interpretations:
1. |xp) © sits atx = xp
(x|x') & 6(x—x')

(plp’") & o(p-p")

N

eip‘x/’ where V is the volume of the box containing the

xlp") =
particle. We’ll define the appropriate normalization for an infinite
box volume later.

The delta function interpretation of the braket {p|p’) justifies the iden-
tity operator, since we recover any state in the basis when operating with
it. For example, in momentum space

1lpy = ([m dp’ [p") <p’|) Py

= I Cay |P") (P’ |p)

=£ dp’ |p"Yé(p - p)

(%)

(1.14)

=1p).

3



FUNDAMENTAL CONCEPTS.

This also the determination of an integral operator representation for the
delta function

S(x—x") = <x’x’>

= fdp (xlp) {p|x") (1.15)
] o
— V fdpelpxe—lpx ,
or
’ 1 ip(x—x")
6()(3—)6'): ‘_/ dpep X (116)

Here we used the fact that {p|x) = {(x|p)”.

FIXME: do we have a justification for that conjugation with what was
defined here so far?

The conversion from a position basis to momentum space is now possi-
ble

(pI¥) =T(p)

_ LO (Plx) ) dx (1.17)

00 —ipx
CJee WV

The momentum space to position space conversion can be written as

Y(x)dx.

00 ipx
¥ =f C  ¥(p)dp. 1.18
(x) B (p)dp (1.18)



1.3 TRANSFORMATION FROM A POSITION TO MOMENTUM BASIS.

Now we can go back and figure out the an expectation

() = f () ¥ (p)pdp

fd (foo eipr* y ooe—ipx"F g ,)
= P_OOW(XX)(_OOW(X)XP

1 : J
= fa’pa’xdx"l’*(x)ve”’(x_’C P(x)p

el

’ * l ’

= f dpdxdx"¥ (x)‘—/(—zT)‘I’(x)
- oo [2iZ\ L [ gy oire—w
—fdpdx‘l’ (x)( l@x)Vfdxep Y(x')
= * _'ﬁ ’ l ip(x—x") ’
—fdx‘lf (x)( l@x)fdx (Vfdpep )‘I’(x)
= f dx¥ (x) (—iﬂ) f dx'§(x — X YE(x')

0x

0
:fdx‘I’*(x)(—l—)‘I’(x).

0x

Here we’ve essentially calculated the position space representation of the
momentum operator, allowing identifications of the following form

(1.19)

0
—i— 1.20
pe-igs (1.20)
62
2
- 1.21
e a3 (1.21)

Alternate starting point. ~ Most of the above results followed from the
claim that (x|p) = eP*. Note that this position space representation of the
momentum operator can also be taken as the starting point. Given that,
the exponential representation of the position-momentum braket follows

0
(x| Plpy = _ih(')_ (xlpy, (1.22)
x

but (x| P|p) = p{x|p), providing a differential equation for (x|p)

d
p{xlp)y = —i h_a (xlp), (1.23)
X



FUNDAMENTAL CONCEPTS.

with solution
ipx/ h = In(x|p) + const, (1.24)
or

(x|p) o &P¥/ T, (1.25)

1.4 MATRIX INTERPRETATION.

1. Ket’s [¥) < column vector
2. Bra’s (¥| < (row vector)*

3. Operators <> matrices that act on vectors.

pIYY = [¥7). (1.26)

1.5 TIME EVOLUTION.

For a state subject to the equations of motion given by the Hamiltonian
operator H

9 .
i—[¥)=H[Y), 1.27
i 1) =H[Y) (1.27)

the time evolution is given by

¥ () = e [F(0)) . (1.28)

1.6 REVIEW: BASIC CONCEPTS.

We’ve reviewed the basic concepts that we will encounter in Quantum
Mechanics.

1. Abstract state vector. [if)
2. Basis states. |x)

3. Observables, special Hermitian operators. We’ll only deal with lin-
ear observables.

4. Measurement.



1.6 REVIEW: BASIC CONCEPTS.

We can either express the wave functions ¥(x) = (xJ) in terms of a
basis for the observable, or can express the observable in terms of the
basis of the wave function (position or momentum for example).

We saw that the position space representation of a momentum operator
(also an observable) was

0
p— —ih—. (1.29)
Ox

In general we can find the matrix element representation of any opera-

tor by considering its representation in a given basis. For example, in a
position basis, that would be

(X|Alxy & A (1.30)

The Hermitian property of the observable means that A, = A%,

f dx (| A1) (o) = (X |g)

A4 Ax’xlﬂx
=y

(1.31)

A[Example 1.1: Measurement example}

Consider a polarization apparatus as sketched in fig. 1.2, where the
output is of the form /oy = [in cos? 6.

Lin TIM'

Figure 1.2: Polarizer apparatus.

7
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FUNDAMENTAL CONCEPTS.

A general input state can be written in terms of each of the possible
polarizations

a|l)+B|e) ~cosf|T) +sinb|<). (1.32)

Here |o|? is the probability that the input state is in the upwards po-
larization state, and |8]? is the probability that the input state is in the
downwards polarization state.

The measurement of the polarization results in an output state that
has a specific polarization. That measurement is said to collapse the
wavefunction.

When attempting a measurement, looking for a specific value, effects
the state of the system, and is call a strong or projective measurement.
Such a measurement is

(i) Probabilistic.
(i) Requires many measurements.

This measurement process results a determination of the eigenvalue of the
operator. The eigenvalue production of measurement is why we demand
that operators be Hermitian.

It is also possible to try to do a weaker (perturbative) measurement,
where some information is extracted from the input state without com-
pletely altering it.

Time evolution

1. Schrodinger picture. The time evolution process is governed by a
Schrodinger equation of the following form

0 N
ih& [F()) = H|Y()). (1.33)
This Hamiltonian could be, for example,

+ V), (1.34)

Such a representation of time evolution is expressed in terms of

A

operators X, p, H, - - - that are independent of time.



1.6 REVIEW: BASIC CONCEPTS.

2. Heisenberg picture.

Suppose we have a state ['¥(¢)) and operate on this with an operator

AY(®). (1.35)
This will have time evolution of the form

Ae 1 (), (1.36)
or in matrix element form

@OIATE @) = ($O)] ™" Ae™ 7 ¥ (0)). (1.37)

We work with states that do not evolve in time [¢(0)),[¥(0)),---,
but operators do evolve in time according to

A(r) = MM g7, (1.38)

Density operator ~ We can have situations where it is impossible to deter-
mine a single state that describes the system. For example, given the gas in
the room that you are sitting in, there are things that we can measure, but it
is impossible to describe the state that describes all the particles and also
impossible to construct a Hamiltonian that governs all the interactions of
those many particles.

We need a probabilistic description to even describe such a complex
system, and to be able to deal with concepts like entanglement.

Suppose we have a complex system that can be partitioned into two
subsets, left and right, as sketched in fig. 1.3.

Im) In2
A~ A

L R

Figure 1.3: System partitioned into separate set of states.



10 FUNDAMENTAL CONCEPTS.

If the states in each partition can be enumerated separately, we can
write the state of the system as sums over the probability amplitudes that
for the combined states.

) = > CounlmdIn). (1.39)
m,n
Here C,,, is the probability amplitude to find the state in the combined
state |m) |n).
As an example of such a system, we could investigate a two particle
configuration where spin up or spin down can be separately measured for
each particle.

1
- , 1.40
) NG (I +11 1) (1.40)

Considering such a system we could ask questions such as

e What is the probability that the left half is in state m? This would
be

> |Coa| (1.41)

e Probability that the left half is in state m, and the probability that
the right half is in state n? That is

2
|Con| - (1.42)
We define the density operator
p=1T) (Tl (1.43)
This is idempotent
2
= (Y)Y (Y)Y
p° = (1) (F1) (1) (F1) (1.44)

=) (¥l

An example of a partitioned system with four total states (two spin 1/2
particles) is sketched in fig. 1.4.

An example of a partitioned system with eight total states (three spin
1/2 particles) is sketched in fig. 1.5.



1.6 REVIEW: BASIC CONCEPTS. 11

f_
—

HLLLL

o

Figure 1.4: Two spins.

@-(_@HA“ —
&__,q__%&\‘—%‘l—)
a{e—e———)—;\_)&& ~3

«—

]

Figure 1.5: Three spins.
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The density matrix
o =11 ¥l, (1.45)
is clearly an operator as can be seen by applying it to a state
ple)y =11) ((Y1g)) . (1.46)

The quantity in braces is just a complex number.
After expanding the pure state [¥) in terms of basis states for each of
the two partitions

[¥) = > Cou I ). (1.47)

With L and R implied for |m), |n) indexed states respectively, this can be
written

)= )" Cunlm ). (1.48)
n,n
The density operator is
p= " ConnCrp o Iy " (|| (1.49)
m,n m'.n

Suppose we trace over the right partition of the state space, defining such
a trace as the reduced density operator Preq

Prea = trr(p) = ) (7l Pl

= Z (A Z Cinn ) |n>) (Z C,*n/’n, (m'| <n’|] i)
Z Z Z Cmv”C;’,n’ |m> 671)1 <m,| 67111’

n mnm'.n

> Gy Imy

n,m,m’

(1.50)

Computing the matrix element of pr.q, we have

(Tl prealiy = > CousChy s Gl (m’ |

m,m’ i
2
= C,;,j, .
il

This is the probability that the left partition is in state 7.

(1.51)
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1.7 AVERAGE OF AN OBSERVABLE.

Suppose we have two spin half particles. For such a system the total mag-
netization is

STotal =87 +S7, (1.52)
as sketched in fig. 1.6.
f
l
4
{

e > —>

e e o

Figure 1.6: Magnetic moments from two spins.

The average of some observable is

(A)= D ConCorw (mll A |0y ). (1.53)

m,n,m’ 0’

Consider the trace of the density operator observable product

tr(pA) = Z (mn|¥y (P A |m, n) . (1.54)
m,n
Let
¥) = > G, ), (1.55)
m,n
so that
tr(pA) = Z Cor v Cor <mn|m', n'y{m”, n"|A lm, n)
m,n,m’,n’,m”,n” ) o (1 ‘56)
- Z ConnCiyr o (1| A, m).
m,nm’’ .n"

This is just

(YA |¥) = tr(pA). (1.57)
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1.8 LEFT OBSERVABLES.

Consider

(YIALY) = tr(pAL)

= try, trR(f)AL)
A (1.58)
= trp ((trR p) AL))
= trp (ﬁredAL)) .
We see
(FIALIY) = tre (Drear L) (1.59)

We find that we don’t need to know the state of the complete system to
answer questions about portions of the system, but instead just need p, a
“probability operator” that provides all the required information about the
partitioning of the system.

1.9 PURE STATES VS. MIXED STATES.

For pure states we can assign a state vector and talk about reduced scenar-
10s. For mixed states we must work with reduced density matrices.

{Example 1.2: Two particle spin half pure states}

Consider
1
1) = —2 (T =14D) (1.60)
1
l2) = — (ITLY +1T1)) . (1.61)

V2

For the first pure state the density operator is

(ITLy = 1L1)) (1L =Ll (1.62)

| =

p=




1.10 ENTROPY WHEN DENSITY OPERATOR HAS ZERO EIGENVALUES.

What are the reduced density matrices?
pL = trr (D)
1 1 (1.63)
= 5 EDED D A+ SEDEDID AL

so the matrix representation of this reduced density operator is

1|1 0
pL=—- . (1.64)
210 1

For the second pure state the density operator is

.1

p=3 (ML +111)) (T +CT10) - (1.65)
This has a reduced density matrix

pL = trg (D)

1 1
= SN+ Ml (1.66)
=D«
This has a matrix representation
1
oL = 0} . (1.67)
0 0

In this second example, we have more information about the left
partition. That will be seen as a zero entanglement entropy in the
problem set. In contrast we have less information about the first state,
and will find a non-zero positive entanglement entropy in that case.

1.10  ENTROPY WHEN DENSITY OPERATOR HAS ZERO EIGENVALUES.

In the class notes and the text [15] the Von Neumann entropy is defined

as

S =—-tr(plnp). (1.68)

15
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In one of our problems I had trouble evaluating this, having calculated a
density operator matrix representation

p=EANE!, (1.69)
where

E:%E _11] (1.70)
and

- g]_ (171

The usual method of evaluating a function of a matrix is to assume the
function has a power series representation, and that a similarity transfor-
mation of the form A = E A E~! is possible, so that

f(A) = Ef(NET, (1.72)

however, when attempting to do this with the matrix of eq. (1.69) leads to
an undesirable result

1np:11 1|lm1 0 ||1 1‘ (L73)
211 =1/l 0 mol||1 -1

The In 0 makes the evaluation of this matrix logarithm rather unpleasant.
To give meaning to the entropy expression, we have to do two things,
the first is treating the trace operation as a higher precedence than the
logarithms that it contains. That is

—tr(plnp) = —tr(E A ET'EIn AE™")
= —tr(EAInAE™Y)
=—t(E"'EAInA)
= —tr(AInA)

= - Z Ak In Agg.
k

(1.74)



1.11 PROBLEMS.

Now the matrix of the logarithm need not be evaluated, but we still need
to give meaning to Agg In Ay for zero diagonal entries. This can be done
by considering a limiting scenario

—limalna=—-lime *lne™
a—0 X—00
= lim xe™* (1.75)
X—00
=0.

The entropy can now be expressed in the unambiguous form, summing
over all the non-zero eigenvalues of the density operator

S =- Z Ak In Apg. (1.76)
Akk#0
1.11 PROBLEMS.
Exercise 1.1 Pauli and 2 x 2 matrixes. ([15] pr. 1.2)

Given an arbitrary 2 X 2 matrix X = ag + o - a, show the relationships
between a,, and tr (X), tr (0% X), and X;;.
Answer for Exercise 1.1

Observe that each of the Pauli matrices o are traceless

0 1
Oy =
10
0
oy = ’}, (1.77)
i 0
0
O; =
0 -1

so tr (X) = 2ag. Note that tr (040,) = 2014, SO tr (04 X) = 2ay.
Notationally, it would seem to make sense to define o9 = I, so that
tr (0, X) = a,. I don’t know if that is common practice.

17
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For the opposite relations, given

X=ay+0-a

1 0 0 1
= ap +
0 1] L 0

_ Va() +as a;— iaﬂ (1.78)

a1 +iax ap—a3

_ X1 X2
|1 X201 X2
SO
1
o =3 (X11 + X2)
1
ar =3 (X12 + X21)
1 (1.79)
=— (X1 —X
a > (X2 12)
1
as =3 (X1 —X2)
Exercise 1.2 Rotation transformation. ([/5] pr. 1.3)
Determine the structure and determinant of the transformation
o-a—>o-a =exp(io-0¢/2)o-aexp (—io-hp/2). (1.80)

Answer for Exercise 1.2

Knowing Geometric Algebra, this is recognized as a rotation transfor-
mation. In GA, i is treated as a pseudoscalar (which commutes with all
grades in IR?), and the expression can be reduced to one involving dot and
wedge products. Let’s see how can this be reduced using only the Pauli
matrix toolbox.

First, consider the determinant of one of the exponentials. Showing
that one such exponential has unit determinant is sufficient. The matrix
representation of the unit normal is

R 01 0 —i 1 0
o -0 =n, +ny +ny
1 0 i 0 0 -1
(1.81)
_ n; ny —iny
ny +iny n,
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This is expected to have a unit square, and does

R n Ny —in, n ny—in
(0’-11)22 4 X y 4 X y
ny + iny —n; ny +iny —n,
1.82
(.2 2 2 0 (1.82)
= (ny +ny +n;
0 1

This allows for a cosine and sine expansion of the exponential, as in
exp (io - i6) = cos O + io - fisin O

nZ nx - iny

+isinf
ny + iny —n, (1.83)

cos 6

01

cos@+in;sin® (ny—iny)isin 9}

(ny+iny)isin® cos6—in,sin6
This has determinant

lexp (io - 76)| = cos® 6 + nZ sin> 6 — (—ni + —nf) sin® 0
= cos 0+ (n2 +n} +nZ)sin> 0 (1.84)

=1,
as expected.

Next step is to show that this transformation is a rotation, and determine
the sense of the rotation. Let C = cos ¢/2,S = sin¢/2, so that

o-a =exp(io-0¢/2) o-aexp (—io - fig/2)
= (C+io-0S)o-a(C—-io-iS)

—

C+io-iS)(Co-a—io-ac-iS)

19

=C’0r-a+0-ho-ac-0S’+i(-oc-ac-h+o-ho-a)SC
1 . N ) . 1 .
= 5(1+cos¢)0'-a+a'-na'-a0'-n§(1—cos¢)+z[0‘-n,0’-a]Esmqﬁ
1 1 1
= 50’-ﬁ{a’-ﬁ,a’~a}+Ea’-ﬁ[a’-ﬁ,a’-a]cos¢+Ei[o-ﬁ,a'-a] sin ¢.

(1.85)
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Observe that the angle dependent portion can be written in a compact
exponential form

1
o-a' = —o-fifo-h,o-a}+ (cos¢+io-fising) Ea’-ﬁ[a’-ﬁ,a’-a]

1
= —o -fifo - h, o - a} + exp (io - fig) Ea-ﬁ[a-ﬁ,a-a].
(1.86)
The anticommutator and commutator products with the unit normal can

be identified as projections and rejections respectively. Consider the sym-
metric product first

1 . 1
5{0- ‘R0 -a) = E Z nyas (O-ro-s + O'sU'r)
1 1
=5 Z nas (0,05 +050,) + 3 Z na2  (1.87)
r#s r
=2nh-a.
This shows that
1
Ea-ﬁ{a-ﬁ,a-a}:(ﬁ-a)a-ﬁ, (1.88)

which is the projection of a in the direction of the normal fi. To show that
the commutator term is the rejection, consider the sum of the two

1 1
—o-ifo-ho-al+-o-fi[oc-fo0o-a] =0 o i
(1.89)
=0-a,
so we must have
. P S
a'-a—(n-a)a'-n:Ea’-n[a'-n,a'-a]. (1.90)

This is the component of a that has the projection in the fi direction re-
moved. Looking back to eq. (1.86), the transformation leaves components
of the vector that are colinear with the unit normal unchanged, and applies
an exponential operation to the component that lies in what is presumed
to be the rotation plane. To verify that this latter portion of the transforma-
tion is a rotation, and to determine the sense of the rotation, let’s expand
the factor of the sine of eq. (1.85).
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That is

i R i

E [O' ‘n,o - a] = 5 Z nydg [O-r’ O-;Y]
= é Z nag2i€r507

(1.91)

= - Z TNy s€rsy
=—0-(fixa)
=0 - (a X ﬁ) .

Since ax fi = (a—1(fi-a)) x A, this vector is seen to lie in the plane
normal to fi, but perpendicular to the rejection of fi from a. That completes
the demonstration that this is a rotation transformation.

To understand the sense of this rotation, consider i = Z,a = X, so

o-(axh)=0-&x2)=-0"¥, (1.92)
and
o-a =Xcos¢p—§sing, (1.93)

showing that this rotation transformation has a clockwise sense.

Exercise 1.3 Some bra-ket manipulation problems. ([15] pr. 1.4)

Using braket logic expand
a. trXY,
b. (XY)',
c. €™ where A is Hermitian with a complete set of eigenvalues.
d. >, Yor&)YYy(x"), where ¥, (x7) = (X'|a’).

Answer for Exercise 1.3

Part a.

tr XY = Z (al XY |a)
= > (al X |bY (bl Y lay
a,b
= D (bl la)(al X 1) (1.94)
ab

= Z (b YX |b)
a,b

=trYX.

21
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Part b.
(al (XY)"1b) = ((b| XY |ay)*
= > (BIXIe) (el Y |a))*

= (bIX1e))" (el Y la))"
= (el Y1a)" (4Bl X|c))"

= > (al Y'1e) (el X b)

(1.95)

= (al Y'X" D),
so (xy)" = yix'.

Part c.  Let’s presume that the function f has a Taylor series representa-
tion

FA) = bA”. (1.96)
r
If the eigenvalues of A are given by
Alas) = aslas) , (1.97)
this operator can be expanded like

A= Alas)ayl

a
= > aylas)ayl,
as
To compute powers of this operator, consider first the square

A% =Y aslag)al ) arlay) (al

dg

(1.98)

= > aarla)allar) ]

As,Ar

= Z asaylag) o ay

As,ar

2
=Y alayayl.
as

(1.99)



The pattern for higher powers will clearly just be

Ak =% dlay) (ayl,

as

so the expansion of f(A) will be

fay=> bar

= > b Y. d}lay) (ayl

As

=Z&}%%MM
ag r
= > flay)las) ayl.
ds
The exponential expansion is

it

i l
MW = A

1]

ot !
:Z%QMmeﬂ
:Z%Zﬂ@MWd

= >, ¢ ay) (ayl.
Part d.
ZTQ’(X/)*‘FW(X”) — Z <X/|a/>* <X//|al>
— Z <a/|xl> <X//|a/>
— Z <X//|a/> <a/|x/>

— <X”|X’>
=6(x" -x).
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(1.100)

(1.101)

(1.102)

(1.103)

Exercise 1.4 Operator matrix representation. (/5] pr. 1.5)
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a. Determine the matrix representation of |a) (8| given a complete set
of eigenvectors |a”).

b. Verify with |) = |s, = R/2), |sx = /2).

Answer for Exercise 1.4

Part a.  Forming the matrix element

(@[ (1) ¢B1) |a*y = (a|) Bla®)

. (1.104)
= (d'|e) (@’]B)".
the matrix representation is seen to be
(a'[ () ¢B1) [a!) ('] (1) ¢B1) |a?)
) (B ~ |{a?] (I (BI) [a") (@] () ¢41) |a?)
: ' (1.105)

(o]

- (@

) (o]
el (el

o) ()
@) .<a2[B>

Part b.  First compute the spin-z representation of |s, = 71/2).

w2, o 2]
! bl \n2 o 0 2
- H (1.106)
b

i

so |sy = h/2) o< (1, 1). Normalized we have

o]
0

1|1
=ls.= /2y —| |.
1B) =Is />\/§H

la) = [s;

(1.107)
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Using eq. (1.105) the matrix representation is

(/v ma/var] 1
) Bl ~ = — ) (1.108)
PO o/ vay <0><1/\/§>*} VE[O 0}
This can be confirmed with direct computation
1] 1
) (Bl = O]\—Fz[l 1
) (1.109)

Exercise 1.5 Eigenvalue of sum of kets. ([/5] pr. 1.6)

Given eigenkets |i),|j) of an operator A, what are the conditions that
|i) +|j) is also an eigenvector?
Answer for Exercise 1.5

Let Ali) = il|i),A|j) = jlj), and suppose that the sum is an eigenket.
Then there must be a value a such that

Ay +17)) =a(liy +17), (1.110)

SO
iliy+jlp)=a(l)+1j). (1.111)
Operating with (i|, (j| respectively, gives
i=a
. (1.112)
J=a,

so for the sum to be an eigenket, both of the corresponding energy eigen-
values must be identical (i.e. linear combinations of degenerate eigenkets
are also eigenkets).

Exercise 1.6 Null operator. ([15] pr. 1.7)

Given eigenkets |a’) of operator A
a. show that
r](Af-aU (1.113)
a/

is the null operator.

25
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1_[ M (1.114)

a’+a’ a—a

c. Illustrate using S, for a spin 1/2 system.

Answer for Exercise 1.6

Part a.  Application of |a), the eigenket of A with eigenvalue a to any
term A — a’ scales |a) by a — @’, so the product operating on |a) is

[[A-a)y=]](a-a)la). (1.115)

a’ a’
Since |a) is one of the {|a’)} eigenkets of A, one of these terms must be

ZEero.

Part b.  Again, consider the action of the operator on |a),

l_l Mm): n Mla). (1.116)

! ’ Al
a’+a’' a a a’+a’ a a

If la) = |a’), then []urzw % |a) = |a), whereas if it does not, then it
equals one of the a” energy eigenvalues. This is a representation of the
Kronecker delta function

(A-a”)
l_l —— |l =dbuala) (1.117)
a —da

a’+a’

Part c.  For operator S, the eigenvalues are {7/2,—h/2}, so the null
operator must be

Y e v
={§ i

X
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For the delta representation, consider the |+) states and their eigenvalue.
The delta operators are

(A-a")  S.—(-h/DI
h2—-a’  h/2-(-h/2)

o 5+ )

a’#n/2

(A-a")  S.—(n/)I
—h/2-a” —h/2-h/2

a’#-1/2
1
:E(O'z_l)
_Ifjr o (1o
2o =1l lo 1 (1.120)
_1jo o
20 -2

o)

These clearly have the expected delta function property acting on kets
|+> = (170)T9 |_> = (0’ l)T'

Exercise 1.7 Spin half general normal. ([15] pr. 1.9)

Construct |S - fi; +), where fi = (cos a sin 3, sina sin 3, cos )" such that

h
S-ﬁIS-ﬁ;+>:5|S-ﬁ;+>, (1.121)

Solve this as an eigenvalue problem.

27
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Answer for Exercise 1.7

The spin operator for this direction is

! +sina sinf 0 +cosf o
0 i 0 0 -1

_ Ti| cosp e sinB
2 \eisinB  —cosp

S-A=—0-h

SN

= — (cos asinf {O
1

\S)

(1.122)

Observed that this is traceless and has a — 71/2 determinant like any of the
X,y, Z spin operators.

Assuming that this has an 7//2 eigenvalue (to be verified later), the
eigenvalue problem is

0=S-hn-n/2I

lilcosB—1 e @sinpg
EL""sinﬁ —cosﬁ—l]
{ —sinz'g el sin'gcos g]

i o é é _ 2@
€ sIn5 CoS 5 COos™ 5

(1.123)

This has a zero determinant as expected, and the eigenvector (a, b) will

satisfy
0 = —sin® ga +e i@ sin'g cos 'gb
B B 5 (1.124)
= sin 5 (— sin 5a +e"*bcos 5),
B
ol €2 1. (1.125)
b €' sin g
This is appropriately normalized, so the ket for S - fi is
IS - f; +) :cos§|+)+em sin§|—>. (1.126)

Note that the other eigenvalue is

IS-ﬁ;—)=—sin§|+>+ei“cos§|—). (1.127)
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It is straightforward to show that these are orthogonal and that this has the
— /2 eigenvalue.

Exercise 1.8 Two state Hamiltonian. ([/5] pr. 1.10)
Solve the eigenproblem for
H = a(|1) (1] = 12) 2+ 1) 2] + 12) (1]). (1.128)

Answer for Exercise 1.8

In matrix form the Hamiltonian is
H:a[l 1} (1.129)
1 -1
The eigenvalue problem is
0=|H-Al|
=(a-AN(-a-)-d

1.130
= (~a+D(a+A)-d* (1150
Y R R
or
A=+V2a. (1.131)
An eigenket proportional to (@, ) must satisfy
0=(1%F V2)a+p, (1.132)
SO
|+) oc -1 (1.133)
- 15V2 ’ o
or
1 -1
)= ———
22— V2) {11 \/E}
(1.134)
2+ V2| -1
4 17 V2|
That is
l+) = 2+4‘/§ (-1 +a=FV2)R). (1.135)
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Exercise 1.9 Spin half and dispersion. (2015 psi.3; [15] pr. 1.12)

A spin 1/2 system S - ii, with fi = sin 6% + cos 6Z, is in state with eigen-
value /2.
a. If S is measured. What is the probability of getting + 71/2?

b. Evaluate the dispersion in S ,, that is,
((5:=¢s0)%). (1.136)

Answer for Exercise 1.9

Part a.  In matrix form the spin operator for the system is

+sind 01
1 0

h
S-ii=—|cos@ Lo
2 0 -1

(1.137)
B ﬁ cosf® sind
2 |sin@ —cos6 '
An eigenket |S - f; +) = (a, b)T must satisfy
0= (cosf—1)a+sinbb
0 ) 0
:(—23in2 §)a+28in§cos§b (1.138)
sin 0 +cos=b
= — —a -0,
2 2
so the eigenstate is
. cosg
IS-fi; +) = . (1.139)
sing
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1
Pick |S ;) = } as the basis for the S, operator. Then, for the

_1
‘/Eil

probability that the system will end up in the + /2 state of S ., we have
= (S5 +IS - hy )P

tr 2
0
1} oS 5

iné
| sin 5 |

[1 1] VCOS g

COS — + sin — )

=5 (e
(1 +200s—sm z)
(

NIHNIHNI»—‘

1 +5sin@).

This is a reasonable seeming result, with P € [0, 1]. Some special values
also further validate this

0=0,S-h;+) = 5 5

1 1 1
o] =ISaH) = —=BuH+—=ISs-)

1
6?:77/2,|S-ﬁ;+):—[1 =[S+ (1.141)
1

O=mI|S-0;+) =

0 1 1
=I1S;5-)= Syt — Sx=),
1} e \/§| ) \/§| >

where we see that the probabilities are in proportion to the projection
of the initial state onto the measured state |S ,; +).
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Part b.  The S, expectation is

h 0 1ffcos
<Sx>=§[cosg smg]l OH Qz}

sin

2
h sin ¢
=7 [cosg sin g] Los 2%] (1.142)
= EZ sin Q cos Q
2 2 2
ho.
= 5 sin 6.

Note that S% = (h/2)?1, so

(s3)= (;)2 |cos ¢ sin ¢] [Cf’s §]

Sin 3

2
h 0 0
= (—) cos? 3 + sin® = (1.143)

2
=|3) -
The dispersion is

((S:=(s:2)%) = ($7) (5.7

S
)
= (5) (1~ sin’0) (1.144)

2
= (5) cos? 6.

At 6 = 7/2 the dispersion is 0, which is expected since [S - fi; +) =[S ;; +)
at that point. Similarly, the dispersion is maximized at 8 = 0, 7 where the
|S - fi; +) component in the |S y; +) direction is minimized.

Exercise 1.10 Cascading Stern-Gerlach. ([15] pr. 1.13)

Three Stern-Gerlach type measurements are performed, the first that
prepares the state in a |S,;+) state, the next in a |S-fi; +) state where
i = cos 52 + sin 5%, and the last performing a S, 7//2 state measurement,
as illustrated in fig. 1.7.
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{r
¢
A
+ ¥ t
et Sl
Figure 1.7: Cascaded Stern-Gerlach type measurements.

What is the intensity of the final s, = —7%/2 beam? What is the orienta-
tion for the second measuring apparatus to maximize the intensity of this

beam?
Answer for Exercise 1.10

The spin operator for the second apparatus is

1—}-cosﬁ[1 OD
0 0 -1

n
S-ﬁ:—(sinﬁ[o
1

2
(1.145)
_ hjcosp sinp
2 |sinB —cospB '
The intensity of the final |S ,; —) beam is
P =[~IS s +) (S )P, (1.146)

(i.e. the second apparatus applies a projection operator |S - fi; +) (S - fi; +|
to the initial |[+) state, and then the |—) states are selected out of that.
The S - i eigenket is found to be

B
COSZ}, (1.147)

in?2
sin 5

S - +) =

SO
2

8 1
P= [0 l]l:jéhcosg sing][o}

2

= |cos = sin =
2 2

(1.148)
2
= Esinﬂ

1
=7 sin” 8.
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This is maximized when § = /2, or fi = X. At this angle the state leaving
the second apparatus is

e sl

3
1} (1.149)

1

N = N =

1
+)+51.

so the state after filtering the |—) states is % |-) with intensity (probability
density) of 1/4 relative to a unit normalize input [+) state to the S - i
apparatus.

Exercise 1.11 Anticommuting operators and eigenkets. ([/5] pr. 1.16)

Given two Hermitian operators that anticommute
{A,B} =AB+ BA =0, (1.150)

is it possible to have a simultaneous eigenket of A and B? Prove or illus-
trate your assertion.
Answer for Exercise 1.11

Suppose that such a simultaneous non-zero eigenket |a) exists, then

Ala) = alay, (1.151)
and

Bla)=bla). (1.152)
This gives

(AB+ BA) |) = (Ab + Ba) |a) = 2ab|a) . (1.153)

If this is zero, one of the operators must have a zero eigenvalue. Knowing
that we can construct an example of such operators. In matrix form, let

1 0 0
A=|0 -1 0 (1.154a)
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010
B=1|1 0 of. (1.154b)
0 0 b

These are both Hermitian, and anticommute provided at least one of
a, b is zero. These have a common eigenket

0

ey = 0] (1.155)
1

A zero eigenvalue of one of the commuting operators may not be a suffi-
cient condition for such anticommutation.

Exercise 1.12 Non-commuting observables, degeneracy. ([15] pr. 1.17)

Show that non-commuting operators that both commute with the Hamil-
tonian, have, in general, degenerate energy eigenvalues. That is

[A,H] =[B,H] =0, (1.156)
but

[A, B] # 0. (1.157)

a. Consider Ly, L, and a central force Hamiltonian H = p2 [2m+V(r)
as examples.

b. Construct some simple matrix examples that illustrate the degen-
eracy conditions.

c. Prove the general case.

Answer for Exercise 1.12

Part a.  Let’s start with demonstrate these commutators act as expected
in these cases. With L. = x X p, we have
L,=yp, - Zpy
Ly =zp,—xp; (1.158)
L, = XPy — YPx-
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The Ly, L, commutator is

[Ly, L] = [yp: — zpy, xpy — yPx]
= [ypz, xpy| = Pz, ypx| — 2Dy, xPy] + 2Dy, Y4

= xp: [y, py] + 20x [Py, Y] . (1.159)
= ih(xp; —zpx)
= —ihL,

Cyclically permuting the indexes shows that no pairs of different L. com-
ponents commute. For Ly, L, that is

[Ly, L] = [zpx — Xpz, YP; — 2Dy]
= [zpxyp2] = [2Pxs 20y] = [XP2 yP2) + [xP2. 2Dy

= ypx [z, pe) + xpy 2 7] (1.160)
= ih (yp. — xpy)
= —ihL,,

and for L,, L,

[LZ’ Ly] = [xpy —YPx,ZPx — xpz]
= [xpy, zpx] =[xy, xp2] = [YPxs 20x] + [YPxs XP-]

= zpy [x, px] + ¥z [P, X] (1.161)
=ih (Zpy _ypz)
= —ihL,.

If these angular momentum components are also shown to commute with
themselves (which they do), the commutator relations above can be sum-
marized as

[La» L) = i Ti€apeLe. (1.162)

In the example to consider, we’ll have to consider the commutators with
p? and V(r). Picking any one component of L is sufficient due to the
symmetries of the problem. For example

Lo 0?| = [yp2 = 2py, 3+ Py + 2]
= [)’Pz,}?ngpf +;7§] - [zpy,pf+}¢§+p§]
= p:[. P] - py[2. 12 (1.163)

= p2ihpy — py2ihp;
= 0.
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How about the commutator of L. with the potential? It is sufficient to con-
sider one component again, for example

[Lx’ V] = [ypz — ZPy> V]

=y[pz V] -z[py. V]
L oV .. dV(r)
=—ih h
ihy e +ihz By
i 5_"@_” a_vg (1.164)
=T % 6 " e By
0V o OVy
- lhy(?rr+lhzc9rr

=0.

This has shown that all the components of L. commute with a central force
Hamiltonian, and each different component of L. do not commute. It does
not demonstrate the degeneracy, but I do recall that exists for this system.

Part b. 1 thought perhaps the problem at hand would be easier if I were
to construct some example matrices representing operators that did not
commute, but did commuted with a Hamiltonian. I came up with

o] (1 0
g
A= 71=lo -1 0
0 1
: o oo 1
o 0 1 0
B=|"" "l=11 o ol. (1.165)
0 1
: 0 0 1
0 0 0
H={0 0 0
0 0 1

This system has [A, H] = [B, H] = 0, and

0 2 0
[A,B]=|-2 0 o0]- (1.166)
0 O
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There is one shared eigenvector between all of A, B, H

0
13) = |o]. (1.167)
1

The other eigenvectors for A are

1 0
lai) = {0], laz) = 1], (1.168)
0 0

and for B

1

1
1 1
b1y =—11], by)y=—|-1]. 1.169)
1 ‘/Eo |b2) N (

This clearly has the degeneracy sought.
Looking to [1], it appears that it is possible to construct an even simpler
example. Let

4|01
,O 0,
.
p=|' " (1.170)
,O O,
n={" 9
,0 0,

Here [A, B] = —A, and [A,H] = [B,H] = 0, but the Hamiltonian isn’t
interesting at all physically.
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A less boring example builds on this. Let

b

Il
o o o
\H

(1.171)

oS O O O o o o o =
- O O

c o o o o =
IH o OIA

Here [A,B] # 0, and [A,H| = [B,H] = 0.1 don’t see a way for any
exception to be constructed.

Part c.  The concrete examples above give some intuition for solving
the more abstract problem. Suppose that we are working in a basis that
simultaneously diagonalizes operator A and the Hamiltonian H. To make
life easy consider the simplest case where this basis is also an eigenbasis

for the second operator B for all but two of that operators eigenvectors.

For such a system let’s write

HIl) = ¢ |1)

Hi2)=e&l2) (1.172)
All) =a;|[l)

Al2) =ay|2),

where |1), and |2) are not eigenkets of B. Because B also commutes with
H, we must have

HB[1) = H ) |n)¢n BI1)

n
= Z € In) By,
n

(1.173)
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and
BH |1) = Bep |1)
=€ ) In)(n|B|l)
Zn: (1.174)
=€ ). In) By
n
We can now compute the action of the commutators on 1), |2),
[B,H]ll):Z(el—en) |n) By1. (1.175)
n
Similarly
B, H]12) = > (&= &) In) Bo. (1.176)

n

However, for those kets |m) € {|3),[4), -} that are eigenkets of B, with
B|m) = b,, |m), we have

[B, H] lm) = Bey, Im) — Hby, [m)
= by€m Im) — €nby, Im) (1.177)
=0,
The sums in eq. (1.175) and eq. (1.176) reduce to

(€1 — €) In) By

:MN

(1.178)
= (61 - ) 2) B,
and
2
B, H]2) = Z_; (&= ) In) B (1.179)
= (& —€) 1) Bya.

Since the commutator is zero, the matrix elements of the commutator
must all be zero, in particular
(11[B,H]|1) = (&1 — &) B (112) = 0
2 [B,H]|1) = (e1 — &) Bar (1]1)
(11[B,H]12) = (&2~ €1) B12(1]2) = 0
2|[B,H]12) = (&2~ €1) B12(212) .

(1.180)

‘We must either have
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e By =B =0,0r
® € = 6.
If the first condition were true we would have

B|1) = |n)(n| B|1)
= |n) B (1.181)
=|1) B11,

and B|2) = By |2). This contradicts the requirement that |1),]2) not be
eigenkets of B, leaving only the second option. That second option means
there must be a degeneracy in the system.

Exercise 1.13 Uncertainty relation. ([15] pr. 1.20)

Find the ket that maximizes the uncertainty product
((85)°)((AS,)?), (1.182)

2
and compare to the uncertainty bound %|< Sy, S )]>’ .

Answer for Exercise 1.13

To parameterize the ket space, consider first the kets that where both
components are both not zero, where a single complex number can pa-
rameterize the ket

v id’
|@:F?lmlyl (1.183)
a,/ezé) aet@
The expectation values with respect to this ket are
h 110 1| 1
=1 e ® .
2 [ ] L O] [ae’ew

M e

i0

(Sx

(1.184)

i0 -
—ae” + ae
2

h
52@ cos @

= hacos0.
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et L

l ae

. e
ﬂ[1 ae‘ia][ Cie ‘ (1.185)

2

—iah
i 2isin @

ahsiné.

With Cy = cos 6, S = sin 8, the variances are

- 2
(85, = h|-2aCy 1
)=
21 1 =2aCy
.
:h_ —2Q’C9 1 —2(YC9 1 (1186)
41 1 2G| 1 —2aC
1 |402C2 41 —4aCy
4| —4aCy  422CE+1|
and
- i 2
(AS )2: E —2aSy —i
Vool i —2a8,
2 [ . .
:i —2aSy —i —2aSy —I (1.187)
41 i —2a84|| i 208
2 |4a2S2+1 daiS,
4| —daiSy  4a2S2+1|
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The uncertainty factors are

40’C5+1  —4aCy
—4aCy  4a*Ch +1

<(ASX)2> = h_2 1 ae‘ie] 11.9]

4

n? 40%C2 + 1 - 4a*Cye”
=—11 ae‘if’] 0 ) ‘ )
4 —4aCy + 4a/3C§e’9 + ae'?
n? , .
=T (4a2C§ +1-4a*Cge” — 40> Cpe™ + 4a*C3 + az)
i 22 2,2 42, 2
= 7(401 Cj +1-8a°C} +40*C + o)
W 22 42, 2
= T(—4a Cj+1+40*Cj + )
hZ
= (407C3 (o2 - 1) +a? +1),
(1.188)
and
n? 1140282 +1  4ai 1
<(ASy)2> =— [1 ae“g] @Sy i3 .
4 —4qaiSy  4a*S g +1||ae?
R 1 e 4a%S % + 1 +4a?iS ge
=— ae . .
4 —4qiS g + 4a7S ge’g + e

h2 . .
= (4a233 +1+40%iS ge™ — 40%iS g™ + 4a*S 7 + 012)

hZ
T (—40?S7 + 1 +4a*s§ +a?)
W 222 2
= T(4a Si(a*=1)+a”+1).
(1.189)

The uncertainty product can finally be calculated

2 2

((852)7)((a5,)°)

4
- (;) (40°C3 (0? = 1)+ @? +1)(4a’S5 (" = 1) +? + 1)

= (;)4 (4a4 sin® (26) (a/2 - 1) +4a? ((1/4 - 1) + (0‘2 + 1)2)
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(1.190)

The maximum occurs when f = sin” 26 is extremized. Those points are
_of

00

= 25in 26 cos 26 (1.191)
= 45sin46.

0

Those points are at 40 = nin, for integer n, or
V4
G:Zn,ne[0,7], (1.192)

Minimums will occur when

62
O<—f:800840, (1.193)
062

or

n=0,24,6. (1.194)
At these points sin” 26 takes the values

sin’ (2% {0,2, 4,6}) = sin® (7{0,1,2,3}) € {0}, (1.195)

so the maximization of the uncertainty product can be reduced to that of

4
((88.)%){(88,)) = (;) (4012 ('~ 1)+(o? + 1)2). (1.196)
We seek
0= % (4a2 ('~ 1)+ (o? + 1)2)
= (8&(014 - 1) +162° +4(a/2 + l)a/)
= 4o (20 -2+ 40" + 40’ +4)
=8a (30 +207 +1).

(1.197)

The only real root of this polynomial is @ = 0, so the ket where both |+)
and |-) are not zero that maximizes the uncertainty product is

Is) = H ~ 4. (1.198)
0
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The search for this maximizing value excluded those kets proportional to

T
0 . .
] = |-). Let’s see the values of this uncertainty product at both |+), and
1

compare to the uncertainty commutator. First |s) = |[+)

$o=1 0](1) (1)] (l)}zo. (1.199)
_ 0 —i|[1]
(sy) =11 0]_1 0_[0_ = 0. (1.200)
N 1] (n)?
((ns) )=(5) [1 o] B =(5) (1.201)
N 1] (n)?
((Asy) >=(5) [1 o o =(5) . (1.202)

For the commutator side of the uncertainty relation we have
1. 2
28 ) = gins

(& oy 2

so for the |+) state we have an equality condition for the uncertainty rela-

(1.203)

tion
((85.)°){(as,)?) = %]([Sx,sybf = (;)4 (1.204)

It’s reasonable to guess that the |—) state also matches the equality condi-
tion. Let’s check

<Sx)=[o 1](1) (1)] 0}:0 (1.205)

(sy)=1[o 1] >9 i H=Q (1.206)
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s0 ((AS4)%) = ((ASy)?) = (n/2)%.

For the commutator side of the uncertainty relation will be identical,
so the equality of eq. (1.204) is satisfied for both |+). Note that it wasn’t
explicitly verified that |-) maximized the uncertainty product, but I don’t
feel like working through that second set of algebraic mess.

We can see by example that equality does not mean that the equality
condition means that the product is maximized. For example, it is straight-
forward to show that |S ; +) also satisfy the equality condition of the un-
certainty relation. However, in that case the product is not maximized, but
is zero.

Exercise 1.14 Degenerate ket space example. ([15] pr. 1.23)

Consider operators with representation

a 0 O b 0 O
A=lo —a o, B=|0o 0 —i| (1.207)
0 0 -a 0 ib O

Show that these both have degeneracies, commute, and compute a simul-
taneous ket space for both operators.
Answer for Exercise 1.14

The eigenvalues and eigenvectors for A can be read off by inspection,
with values of a, —a, —a, and kets

1 0 0
lai) = (0], la2)=11], las)=|0|- (1.208)
0 0 1

Notice that the lower-right 2 x 2 submatrix of B is proportional to o, so
it’s eigenvalues can be formed by inspection

1 10 10
bi)=1ol, b2)=—1I1], |b3)=—1[1]. 1.209)
|b1) ’ |b2) ik |b3) i (
l —1l

Computing B|b;) shows that the eigenvalues are b, b, —b respectively.
Because of the two-fold degeneracy in the —a eigenvalues of A, any
linear combination of |ay), |az) will also be an eigenket. In particular,

laz) +ilaz) = |b2)

. (1.210)
laz) —ilaz) = 1b3),
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so the basis {|b;)} is a simultaneous eigenspace for both A and B. Be-
cause there is a simultaneous eigenspace, the matrices must commute.
This can be confirmed with direct computation

1 o ol[1 o o
AB=ab|) -1 i

0 0
(1.211)
=abl0 0 i,
- 0
and
1o ollt o o
BA=abl0 0 -i||l0 -1 ©
0 i 0]|1I0 0 -1
(1.212)
0 0
=abl0 0 il.
—i 0]

Exercise 1.15 Unitary transformation. ([ /5] pr. 1.26)

Construct the transformation matrix that maps between the S, diagonal
basis, to the S diagonal basis.

Answer for Exercise 1.15

Based on the definition
Ula®) = [p), (1.213)
the matrix elements can be computed

(a|U ") = (a“]p), (1.214)
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that is

a®|Ua®
a®|Ua®
Vb))
a®[p0)

o)

<a<1)’ U |a(2)>}

<a<2>' U |a<2>>
aD)| b(2>>
a®| b@)

|
P L R
N~~~ ~——

-1

\5-[0 1]H o 1][1}

-1

B L 1 1
Nz -1
As a similarity transformation, we have
<b(r)| S, 'b(s)> - <b(r)|a(t)> <a(1)| S, |a(u)> <a(u)|b(s)>
- <a(’)|U>T d® (a5 ) (a®| U |a), (1:210)
or

S.=U'S,U. (1.217)

Let’s check that the computed similarity transformation does it’s job.

0';=UT0'ZU

o1l ool 1
2{1 -1]{o -1f|1 -1

_hir -1t 1 (1.218)
201 1|1 =1

_o 2
212 0




The transformation matrix can also be computed more directly

U = Uld®)(a?]
= [} ()|

0 el o
e s

2
_ Lt 1
V2|1 -1

1.11 PROBLEMS.

(1.219)

Exercise 1.16 One dimensional translation operator. ([/5] pr. 1.28)

a. Evaluate the classical Poisson bracket

[X, F(p)]classical .

b. Evaluate the commutator

[x, Pl F’] .

c. Using the result in b, prove that
eipa/ h | )C/> ,
is an eigenstate of the coordinate operator x.

Answer for Exercise 1.16

Part a.

0x0F(p) 0xdF(p)
[x7 F(p)]classical = a op h % Ox

_0F(p)
=5

(1.220)

(1.221)

(1.222)

(1.223)

Part b.  Having worked backwards through these problems, the answer
for this one dimensional problem can be obtained from eq. (1.244) and is

[x eipa/h] — aeipa/h
R .

(1.224)
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Fart c.
xe'Pl T |x’) = ([x, ei””/h] eip“/hx+) |x’)
= (ae?'" + Py ) |x') (1.225)
= (a+x) |x’>.
This demonstrates that ¢/?*/" |x’) is an eigenstate of x with eigenvalue
a+x'.
Exercise 1.17 Polynomial commutators. ([15] pr. 1.29)

a. For power series F, G, verify

0G oF
(%, G(p)] = ihﬁ’ [Pk, F(x)] = —iha—xk- (1.226)

b. Evaluate [xz, p2], and compare to the classical Poisson bracket
2. p?

Answer for Exercise 1.17

classical®

Parta. Let
G®) = ) aump\pspy
kim
(1.227)
F(x) = Z bklmx'fxlzxg".
klm

It is simpler to work with a specific x, say x; = y. The validity of the
general result will still be clear doing so. Expanding the commutator gives

D, G®)] = > aum |y, Pphpy]
kim
= > aun (3P} PAPY = Piphri)
kim
= > awm (Phyphpi — phypapy)
kim

= Z aklmplf [y’ pIZ] p?_
klm

(1.228)
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From eq. (1.242), we have [y, plz] = lihp5!, so

0. G®)] = > awmpt [y, ] (1inph ) pY

kim (1.229)

It is straightforward to show that [p, xl] = —li hx!~!, allowing for a similar
computation of the momentum commutator

[Py, FOO) = D biam [y ¥ 5047 |

klm

k.1 k.l
= Z brim (pyxlxzx? - xlxzx’g’py)
kim

ko ol ko I
= Z biim (xlpyxzxg" - xlpyxzx?)
klm

= D bun} [Py 3b]

klm

= Z bk[mx]]{ (—ll hxlz_l) Xj3n

klm

= —ih

(1.230)

OF(x)
py

Part b.  Ttisn’t clear to me how the results above can be used directly to
compute [xz, pz]. However, when the first term of such a commutator is a
mononomial, it can be expanded in terms of an x commutator

[%.G(p)] = G - G

= x (xG) - Gx*
_ a2
=x([x,G] +Gx) - Gx (1231)
= x[x,G] + (xG) x — Gx*
= x [x,G] + ([x,G] +GF) x —GF*
= x[x,G] + [x,G] x.
Similarly,
[x3,G(p)] = % [x,G] + x[x,G] x + [x,G] x*. (1.232)
An induction hypothesis can be formed
k-1
[, G| = ¥ [x,G] o, (1.233)

J=0
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and demonstrated
[xk+l’G(p)] — K G - G
=x (ka) - Gx*!
=x ([xk, G] + ka) — G
= x[xk,G] + (xG) xF = Gx*!
= x[xk,G] + ([x, G] + Gx) x* — GA**!

= x[xk,G] +[x,G] ¥
k-1

= xek_l_j [x,G] x/ + [x,G] x*
7=0

(1.234)

=~
—_

M~ I

o

KD [ Gl + [x, G) A

D=0 1 G O

J=

That was a bit overkill for this problem, but may be useful later. Appli-
cation of this to the problem gives

[, 7] = [ p2] + 2]
_op* . dp?
= x;ha—]; + zha—l;x (1.235)
= x2ihp +2ihpx

=ih(2xp +2px).

The classical commutator is

N L
> Iclassical dx dp dp Ox
= 2x2p (1.236)

=2xp + 2px.

This demonstrates the expected relation between the classical and quan-
tum commutators

[xz,pz] =ih [xz, p2] (1.237)

classical
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Exercise 1.18 Translation op., position expectation. ([/5] pr. 1.30)

The translation operator for a finite spatial displacement is given by
T =exp(-ip-1/h), (1.238)

where p is the momentum operator.

a. Evaluate

[x, T )] . (1.239)

b. Demonstrate how the expectation value (x) changes under transla-
tion.

Answer for Exercise 1.18

Part a.  For clarity, let’s set x; = y. The general result will be clear
despite doing so.

3 1 (—i k
b, TM)] = kZ:(; ] (g)[y, (p-1]. (1.240)
The commutator expands as

(p-1)"

(Paly + pyly + pelz) (p- 1)

= (polsy +ypyly + pely) (p -

= (pudey + by (pyy + i) + ply) (p- )"
(

Dy (e-D"" +inl, (p-1)"

|y (-1 + =y
=y

= (p- 1)"‘1 y(p- D" D k= Djint, (p-1)*!

= (p- ) y+kint, (p-1)*"
(1.241)

In the above expansion, the commutation of y with p,, p, has been used.

This gives, for k # 0,

|y. (p- )| =kint, (p-1)*". (1.242)
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Note that this also holds for the k = 0 case, since y commutes with the
identity operator. Plugging back into the J commutator, we have

W TM] =) % (%i)kihly (p-D*!

k=1

1 —i _
= zyzm(%)(p.l)k ! (1.243)

k=1
= LI (D).
The same pattern clearly applies with the other x; values, providing the
desired relation.

3
X TW] = > enlnT @) =17 (D). (1.244)

m=1

Part b.  Suppose that the translated state is defined as |a;) = T (1) |@).
The expectation value with respect to this state is

x') =(alx|ar)
= (] TTOxT (1) |y
= (| T (xT W) |y
=TT (TWHx+1T D)) |a) (1.245)
= (T Tx+1T7T |a)
= {(a|x|a) +1{a|a)
=(x)+1

Exercise 1.19 Density matrix. (2015 psi.1)

Consider a spin-1/2 particle. The Hilbert space is two-dimensional, let
us label the two states as |T) and ||). Write down the 2 X 2 density matrix
which corresponds to the following pure states.

() 1M
(ii) \L@ (I +1LY)

(iit) % (IM+ill))
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(iv) Attime ¢ = 0, let us start with the state —= (|1) +i|])), and consider

V2

time-evolution under the Hamiltonian A = —BS , where S, is the z-
component of the spin operator. This leads to eigenstates |T) with en-
ergy —BH/2, and ||) with energy +B /2. The state % (1M +ilL))

is not an eigenstate of this Hamiltonian and it will evolve in time.
Find the state and the corresponding 2 X 2 density matrix of this

system at a later time ¢.

Answer for Exercise 1.19

(i) This state in matrix form is

ol

for which the density operator representation is

(1)][1 0]=L1) 8].

(i1) This state in matrix form is

el 1)l

for which the density operator representation is

i)

(iii) This state in matrix form is

o=l )l

for which the density operator representation is

]

o=

(1.246)

(1.247)

(1.248)

(1.249)

(1.250)

(1.251)

55



56 FUNDAMENTAL CONCEPTS.

(iv) The time evolution operator is

U(t) — e—iFIt/h
— oiBS:t/h

— eiBO'Zt/Z
= cos(Bt/2) + io, sin(Bt/2)
 sin(Bt/2
N isin(Bt/2) 0

_ cos(Bt/2) 0
0 —isin(Bt/2)

0 cos(Bt/2)
{ oiBI/2 0 }

0 o—iBI/2 ’
(1.252)

so the time evolved state is

lBt/2 1
(1) = f o

(1.253)
lBl/2
\/_ [le—th/Zl
The density operator matrix representation is
1| B2 . .
D = = —iBt/2  _: iBt/2
() 2 Le—im/z [e l ie! ]
_ (1.254)
N I A
2 je~ Bt 1

As a check observe that this has the right value for + = 0. This also
checks against the slightly messier computation p(¢) = Up(0)U™.

Exercise 1.20 Reduced density matrix. (2015 psl.2)

Consider two spin-1/2 particles, the Hilbert space is now 4-dimensional,
with states |TT), |T1), [LT), |{1). Let us consider the following pure states:

() 3 (T =1L =1L+ 1)
(ii) \/— (1T +1L)
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(iii) ;jg (1T +21L0))

In each case, obtain the reduced 2 x 2 density matrix which describes
the first spin, when we trace over the second spin. The von Neumann
entanglement entropy is defined via Syn = — tr(or In pr) where pg is the
reduced density matrix you have obtained above and the tr now refers to
tracing over the first spin. Using the reduced density matrices you have
obtained above, compute the corresponding S yn, and simply explain your
result in words. Consider the Renyi entropy S, = ﬁ In (tr(pﬁ)). Prove
that S, = SyN, and compute S -, for the above pR.

Answer for Exercise 1.20

reduced density operator matrix representation ~ Some notation is useful
to start. Let |a), represent a spin state for the first particle and |a), repre-
sent a spin state for the second particle. If the state under consideration
is ), the reduced density operator matrix representation, after summing
over all the second particle states, is

pr = D (@l (W) W) lay, (1.255)

a

Computing these ; {aly) brackets for each state will allow the each of
reduced density matrix to be expressed easily.

(1) For this state we have

1
KTl = 3 AU =110 =D + 1)
1
= 5 (|T>1 + |l>1) (1.256)
11
=5 i
and
KUy = UMDY =110 =D + 1)

(=11 =11) (1.257)

N— N=] =
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so the reduced density operator matrix representation is

pR=lH[1 1]+%[:ﬂ[—1 =1

4

1o
201 1|

(i1) For this state we have

1 1 1 |1
KTl = $2<TI T+ 1) = @ 1™ = @ u,
and
1 1 1 {0
»{W) = % LU+ L) = % I = @ H

so the reduced density operator matrix representation is

pR=%H[1 0]+%m[o 1

_1f1 o
200 1|

(iii) For this state we have

1 1 1
- 2 - -
U2 \/§2<TI (It +21L) \/§IT>1 NE
and
1 2 2
= — 2 - = - =
> NE LALITD +21L)) NE N2 V|

so the reduced density operator matrix representation is

pR=éH[1 o]+%L lo 1]

L

0
1

| —

p—
L

(1.258)

(1.259)

(1.260)

(1.261)

, (1.262)

, (1.263)

(1.264)
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von Neumann entropy. Here is the computation of the von Neumann
entropy for each of these states.

(1)

(i)

(iii)

For this case, the eigenvalues of the reduced density matrix are {0, 1},
so the von Neumann entropy is

S.w=-1In1-0In0=0, (1.265)

where the zero logarithm is interpreted in the limit lim,_,o —x1In x =
0.

Since this reduced density matrix is diagonal, the von Neumann en-
tropy can be calculated easily

1.1
Sy~ = 2(—5 In E) =1In2 ~ 0.69. (1.266)

This is also diagonal with von Neumann entropy of

S = 1ln1 4ln4
W=T3T 5755

= % (In5+41In(5/4)) (1.267)

~ 0.50.

In the diagonal representation the entropy of the reduced density op-
erator for case (i) shows that it is the most ordered system, with a
unit probability amplitude for one state of that representation, and
zero amplitude for the other. Case (iii) of the reduced system is
the next most ordered, with the more of the probability amplitude
weighting associated with the first particle in the spin down state.
This results in a greater than zero entropy. Case (ii) is the least or-
dered of the reduced systems with equal probability amplitudes for
each first particle spin state, and has the maximum von Neumann
entropy possible for a two dimensional Hilbert space.

Renyi entropy.  Here is the computation of the Renyi entropy for
n = 2 for each of these states. That is

Sn=a = —Intr(pf). (1.268)
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(i) For this case the reduced density matrix is idempotent

LIt 11 1y 11 1
2
PR = == . (1.269)
: 4{1 1”1 1} 2[1 1]
So the trace is the sum of the eigenvalues of pr, and the n = 2 Renyi
entropy is

Sn=2=-In(1+0)=0. (1.270)

(ii) For this case, the n = 2 Renyi entropy is

11
Sn_2=—1n(?+?)=ln2z0.69. (1.271)

(ii1) Finally, for this case, the n = 2 Renyi entropy is

1 16 17
Sn=p = —ln(g + g) =In % ~0.39. (1.272)

Limit of Renyi entropy  In a diagonal representation of the reduced den-
sity matrix, the n — 1 summation in the numerator of the Renyi entropy

In n
S, = lim M

1.273
n_)l l_n b ( 7 )

tends to unity, so that logarithm tends to zero. This results in division of
two nearly zero quantities, which can be evaluated using 1’Hopital’s rule.

That is
d
an 10 2k ka|n:1
Sy = Szl
-1
Sk pn|
= w (1.274)
— 2k pkk’n:l
d n
- % 4,
To evaluate the derivatives set a* = e”, or y = nlna. That gives
ian — ien Ina
dn dn (1.275)

=d"Ina,
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which gives

Spot=— Zka In ok
% e

= Z Pik In o,
%

1 (1.276)

which is precisely the von Neumann entropy.
Exercise 1.21 Ensembles for spin one half. ([ /5] pr. 3.10)

a. Sakurai leaves it to the reader to verify that knowledge of the three
ensemble averages [S_x], [S_yl],[S_z] is sufficient to reconstruct
the density operator for a spin one half system. Show this.

b. Show how the expectation values (S ), <S y> , (S x) fully determine
the spin orientation for a pure ensemble.

Answer for Exercise 1.21

Parta.  T’'ll do this in two parts, the first using a spin-up/down ensemble
to see what form this has, then the general case. The general case is a bit
messy algebraically. After first attempting it the hard way, I did the grunt
work portion of that calculation in Mathematica, but then realized it’s not
so bad to do it manually.

Consider first an ensemble with density operator

p=wilH) H+w_|=) (-, (1.277)

where these are the S - (+2) eigenstates. The traces are

1} )
0

= (H (W 1) CH A+ wo [ =) D =)+ (w4 G+ wo =) D 1)
= (Hw- =)+ (=ws |+)
= 0’

tr(poy) = (+|pox|+) + (| pox|-)

1 0
I+ +<(=lp
0 1

0
= (+lp
1

(1.278)
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tr(poy) = (+|poy [+) + (| poy |-)

0
=(+lp

_ 0 _’]|—>

i i 0

i (H (o [4) (H A+ wo =) =) =) (1.279)
— i (=] (wa ) (H 4 wo =) (1) [+)

= i (+Hwo |-y — i (~|wy |+)

=0,

_1 )+ (—1p
0

and

tr(po;) = (+|po; |+) + (~|po|-)
= (tlpl+) = {-lpl-)
= (H Wy ) (H+Hwo [ (=) ) = (= (e [ FH o =) D =)

= (Hwi [+) = (=w-|-)

=Wy —Ww_.
(1.280)
Since wy + w_ = 1, this gives
1+ tr(po,)
Wes———
1 - tr(poy) (1.281)
= > .

Attempting to do a similar set of trace expansions this way for a more
general spin basis turns out to be a really bad idea and horribly messy.
So much so that I resorted to spinOneHalfSymbolicManipulation.nb to
do this symbolic work. However, it’s not so bad if the trace is done com-
pletely in matrix form.

Using the basis

S fi+) = cos(8/2)
' sin(6/2)e? (1.282)
S < lsin<9/2>e—f¢] |

—cos(6/2)



the projector matrices are

|

=

IS -fi

;H)(S-

|S~ﬁ;—>(S-ﬁ;—|=[

|

cos(6/2)
sin(6/2)e®
cos?(6/2)
sin(6/2) cos(6/2)e'®

sin(6/2)e~

—cos(6/2)
sin*(6/2)

—cos(6/2) sin(6/2)e'?

cos(6/2) sin(6/2)e~

—cos(6/2) sin(6/2)e™¢

1.11 PROBLEMS.

][cos(e/z) sin(0/2)e |

|

(1.283)

sin?(0/2)

} |sin@/2)e¢ - cos(8/2)]

c0s2(6/2) } '

(1.284)

With C = cos(6/2),S = sin(f/2), a general density operator in this

basis has the form

C?  CSe™ §2  —CSe
P =Wy . +w_ )
SCe®  §? —-CSe C?
_ (1.285)
_ wiC?+w_S%  (wy—w_)CSe
Wy —w_)SCe®  w,S2+w_C?> |
The products with the Pauli matrices are
[ w2 w82 (wy—wo)cSe® |0 1
POx = .
Wy —w_)SCe®  w,S2+w_C* ||l 0
- _ - (1.286)
_|wy =wo)CS e w,C?+w_S?
| wiSZ+w_C? (wy —w_)SCe?
[ w2 wS2 (we—wo)CcSe @0 —i
Py = j 2 2 ||
Wy —w_)SCe' wiS°+w_C i 0
. : (1.287)

_ ;| Owe —w)CS e

w.S2 +w_C?

—w,C2—w_S?

—(wy —w_)SCe'?
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wiC?2+w_S?  (wy—w_)CSe ™™

POz = . ) )
Wy —w_)SCe?  w,S?+w_C

1 0
0 -1

(1.288)
wiC?2+w_S? —(wy—w_)CSe™

(wy —w_)SCe® —(wyS2%+w_C?)

The respective traces can be read right off the matrices
tr(ooy) = (wy —w_)sinf cos ¢
tr(poy) = (Wy —w_)sinésin ¢ (1.289)

tr(po;) = (Wwy —w_) cosé.

This gives
(wy —woi = (tr(poy), tr(poy), tr(po)) (1.290)
or
1+ \/trz(p(rx) + tr(pory) + tr2(po)
W, = 5 : (1.291)

So, as claimed, it’s possible to completely describe the ensemble weight
factors using the ensemble averages of [S,], [S,],[S;]. I used the Pauli
matrices instead, but the difference is just an %/2 scaling adjustment.

Alternate approach — Another easier and trig free way to look at this
problem is assume the density operator’s representation is given by a2 x 2
matrix with undetermined values

p:
c d

“ b} . (1.292)

For such a representation we have

o bllo 1] [b a
POx = =
c df|1 O d c
P | Dy P L (1.293)
c df]i O d -c
o bl[1 0] [a -b
po; = =
c d||0 -1 c —d
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The ensemble averages can be read by inspection

[ox]l=b+c
[oy] =i(b—c) (1.294)
[o.]=a-d.

Noting that tr (EAE‘I) =tr (AE‘IE) = tr (A), and that there must be a
diagonal basis for which (+|-) = 0 and

p=wi ) (H+w_|=) (-, (1.295)
we must have
tro=a+d=wy+w_=1. (1.296)

This provides one set of equations for each of b, c and a,d

[cx]l=b+c
. (1.297)
[oy] = i(b - o),
and
=a-d
loz]=a (1.298)
l=a+d.
These have solutions
_ [ox] = l[a—y]
b=—77—"
_ [ox] + l[o-y]
B 2
el (1.299)
)
_ 1- [o]
d=—=.
or
_ Ll 1+][o] [ox] —iloy] ‘ (1.300)
2|{lod+iloy] 1[0l ‘

The characteristic equation for this operator is

1 2 1 2 1 . .
0= ((5 - /l) + [LZ]) ((5 - /l) - [LZ])_ ) ([ox] + iloy]) ([oy] = iloy])
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(1.301)

or

L+ |l + [0y + [0
A= 2

(1.302)

as found above.

Part b.  Suppose that the system is in the state |S - fi; +) as defined in
eq. (1.282), then the expectation values of o, o, o, with respect to this

state are
110 1] cos(8/2)
5= . —i¢ ;
(@) = [cos(8/2) sin(8/2)e ]L 0} Lm(@/z)e’J
. l. (1.303)
] ' o sin(6/2)e®
[cos(6/2)  sin(@/2)e ]l cos(6/2)

= sindcos ¢,

(o)

110 —i|| cos(6/2)
_ . —i
[cos(6/2)  sin(0/2)e ]L OHSin(9/2)€A
A (1.304)
_ . -ig - sin(@/2)e?
i[cos(6/2) sin(0/2)e ][ cos(6/2)
= SiHQSin¢,
(02)
111 0] cos(/2)
_ . —i¢
|cos(@/2) sin(6/2)e ][o _1”sin(9/2)e""’]
(1.305)
] ‘ i cos(0/2)
[cos(6/2) sin(6/2)e ][_ sin(6/2)e’
= cos¥é.
So we have

i = (o). (o). (02)). (1.306)
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The spin direction is completely determined by this vector of expectation
values (or equivalently, the expectation values of §,, 5,5 ).






QUANTUM DYNAMICS.

2.1 CLASSICAL HARMONIC OSCILLATOR.

Recall the classical Harmonic oscillator equations in their Hamiltonian

form
dx p
—~_£ 2.1
dt m (2.12)
dp
— = —kx. 2.1b
7 x (2.1b)
With
x(t=0) =x9
p(t=0)=po (2.2)
k= mwz,
the solutions are ellipses in phase space
po .
x(1) = xg cos(wt) + — sin(wt) (2.3a)
mw
p(t) = po cos(wt) — mwxy sin(wt). (2.3b)

After a suitable scaling of the variables, these elliptical orbits can be
transformed into circular trajectories.

2.2 QUANTUM HARMONIC OSCILLATOR.

Starting with the Hamiltonian for the harmonic oscillator

R 1
A=+ ks (2.4)
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set

With this change of variables the commutators transform from
[%,p] = ih,

to
[%.P| =1,

and the Hamiltonian can be reexpressed in a factorized form

n=te
2

()Y

(2.5)

(2.6)

2.7)

(2.8)

Define ladder operators (raising and lowering operators respectively)

SO

We can show
a.a’] =1,
and
Niny=a'a=nln),

where n > 0 is an integer.
Recall that

aloy =0,

(2.9a)

(2.9b)

(2.10)

2.11)

(2.12)

(2.13)



and

(X|X +iP|0) = 0.
With

(xl0) = Fo(x),

we can show

L (X + i)‘I’O(X) =0.

V2 0X
Also recall that
alny = Vnln—1)

atimy = Vn+1n+1)

2.3 COHERENT STATES.

2.3 COHERENT STATES.

(2.14)

(2.15)

(2.16)

(2.17a)

(2.17b)

Coherent states for the quantum harmonic oscillator are the eigenkets for

the creation and annihilation operators

alz)y = zlz)

a2y =z,

where

[>9)

lz) = ch In),

n=0

and z is allowed to be a complex number.
Looking for such a state, we compute

Il
o
=
5
T
|
[u—
~

(2.18a)

(2.18b)

(2.19)

(2.20)
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Compare this to

o0
zlzy = ZZ cnln)
n=0

=icn\/ﬁln—1>
n=1

(o)
= > et Vn+ Ty,
n=0
SO
chri Nn+1 =zc,
This gives
ZCn
Cn+l =
Vn+1
C1 = CoZ
c ZC 2260
== —
V2 V2
or
Zl’l
Ccp = .
Vvn!

So the desired state is

n

o 2
lz) = ).
< C();mn

Also recall that

(@

n!

In) = 0},

which gives

(o]
2y =co )
n=0

= cpe® |0).

A\
e,

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)



2.4 COHERENT STATE TIME EVOLUTION.

The normalization is
co = e 2, (2.29)

While we have (ni|n2) = 6y, 4,, these |z) states are not orthonormal. Fig-
uring out that this overlap

(z1lz2) # 0, (2.30)

will be left for homework.

2.4  COHERENT STATE TIME EVOLUTION.

We don’t know much about these coherent states. For example does a
coherent state at time zero evolve to a coherent state?

2) > 12(1)). 2.31)

It turns out that these questions are best tackled in the Heisenberg picture,
considering

e iRy (2.32)
For example, what is the average of the position operator
<Z| elHl‘/ h)f‘\:e—lHt/h IZ) — Z <n| C;;elEnt/h (Cl + aT) _CnlelE"/l/h |n> .
n,n’' =0 mw

(2.33)

This is very messy to attempt. Instead if we know how the operator evolves
we can calculate

@ 2@ 1z), (2.34)
that is

(X (1) = (2l 2u(®) I2) , (2.35)
and for momentum

Py () = pu@® |z . (2.36)
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The question to ask is what are the expansions of

&H(t) — eth/ h&e—th/h.

A At/ hat —iHt/
ay( =e IhytemiH/h,

We want to understand how these operators act on the basis states

&H(t) |n> — eth/ h&e—th/h |n>

= o Mgemitan112) |y
_ pritw(n+1/2) ifit/ T Viln-1)
= e 1) giton=1/2) 1 _ 1y
_ \/;le_iwt |n _ 1>
= ¢ |n).
So we have found
an(1) = ae™"

AH([) =a ela)[
2.5 EXPECTATION WITH RESPECT TO COHERENT STATES.

A coherent state for the SHO H = (N + %) hw was given by
alz) = zlz),

where we showed that
l2) = coe™ 10).

In the Heisenberg picture we found

aH(t) — ez‘Ht/hae—th/h — ae—iwt

a]T-I(t) — eth/ haTe—th/h =gf et

(2.37a)

(2.37b)

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)

Recall that the position and momentum representation of the ladder oper-

ators was

D
)

(2.43)



2.5 EXPECTATION WITH RESPECT TO COHERENT STATES.

or equivalently

. h
X= a +d' T~
e (2.44)
ot mhw ha)
Given this we can compute expectation value of position operator
@2l = | (el (a+a') )
2mw
h
47 (2.45)
z) 2mw
h
=2R
. 2mw’
Similarly
. - [mhw
@pley =iy ——(a" - a)l)
(2.46)

7
- w/’"—2‘"2Imz.

How about the expectation of the Heisenberg position operator? That is

@ Xz = \/ <z| a+ad |z>
— ,m (Z + Z*ezwt)

h . . o
=\ ((z+2") cos(wt) —i (z - 7") sin(wt))
- w/i ((x(O)) 2 cos(wr) — i (p(0)) i+ 2me sin(wt)]
2mw /)
= (x(0)) cos(wr) + 227 <p © » sin(w?).

(2.47)

We find that the average of the Heisenberg position operator evolves in
time in exactly the same fashion as position in the classical Harmonic
oscillator. This phase space like trajectory is sketched in fig. 2.1.
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Figure 2.1: Phase space like trajectory.

In the text it is shown that we have the same structure for the Heisen-
berg operator itself, before taking expectations

Xu(t) = x(0) cos(wt) + & sin(wt). (2.48)
mw

Where the coherent states become useful is that we will see that the second
moments of position and momentum are not time dependent with respect
to the coherent states. Such states remain localized.

2.6 COHERENT STATE UNCERTAINTY.

First note that using the commutator relationship we have

(zlaa’ |2y = (el ([a.a'| + a"a) o)

2.49
=d(1+d'a)l). =



For the second moment we have

2.7 QUANTUM FIELD THEORY.

@) = 5= (l(a+a") (a+a") k)
= %(d(a +(aT) +ad’ +a' )Iz)
=5 (@ (a2 + (aT) +2a'a+ 1) |z) (2.50)
= 2—(1 +(Z) +27° 7+ l)lz)
= 2— (z+7" )
We find
2 ﬁ 2.51)
and
o= "Zﬂ (2.52)
SO
oo = %2, (2.53)
or
= (2.54)

This is the minimum uncertainty.

2.7  QUANTUM FIELD THEORY.

In Quantum Field theory the ideas of isolated oscillators is used to model
particle creation. The lowest energy state (a no particle, vacuum state) is
given the lowest energy level, with each additional quantum level model-
ing a new particle creation state as sketched in fig. 2.2.

We have to imagine many oscillators, each with a distinct vacuum en-
ergy ~ k? . The Harmonic oscillator can be used to model the creation of
particles with hw energy differences from that “vacuum energy”.
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Figure 2.2: QFT energy levels.

2.8 CHARGED PARTICLE IN A MAGNETIC FIELD.

In the classical case ( with ST units or ¢ = 1 ) we have
F = gE + gv xB. (2.55)

Alternately, we can look at the Hamiltonian view of the system, written
in terms of potentials

B =VxA, (2.56)

0A
E=-Vp——. 2.57
=5 (2.57)
Note that the curl form for the magnetic field implies one of the required
Maxwell’s equations V- B = 0.
Ignoring time dependence of the potentials, the Hamiltonian can be

expressed as

1
H= o (p—qA)* + go. (2.58)

In this Hamiltonian the vector p is called the canonical momentum, the
momentum conjugate to position in phase space.

It is left as an exercise to show that the Lorentz force equation results
from application of the Hamiltonian equations of motion, and that the
velocity is given by v = (p — gA)/m.



2.9 GAUGE INVARIANCE.

For quantum mechanics, we use the same Hamiltonian, but promote
our position, momentum and potentials to operators.

~ 1, L N2 .
H:T{prmﬁ+wmg (2.59)
m

2.9 GAUGE INVARIANCE.

Can we say anything about this before looking at the question of a particle
in a magnetic field?
Recall that the we can make a gauge transformation of the form

A— A+Vy, (2.60a)

p)
¢H¢_3? (2.60b)

Does this notion of gauge invariance also carry over to the Quantum
Hamiltonian. After gauge transformation we have

Ay _ 1 P 2 a/\/
H =3 (p—qA —qVy) +q( (’)t)' (2.61)

Now we are in a mess, since this function y can make the Hamiltonian
horribly complicated. We don’t see how gauge invariance can easily be
applied to the quantum problem. Next time we will introduce a transfor-
mation that resolves some of this mess.

FParticle with E,B fields We express our fields with vector and scalar
potentials

E.B > A, ¢ (2.62)

and apply a gauge transformed Hamiltonian

_ L2
H= - (p—gA)" +qp. (2.63)

Recall that in classical mechanics we have

P — gA = myv, (2.64)
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where p is not gauge invariant, but the classical momentum mv is.

If given a point in phase space we must also specify the gauge that
we are working with. For the quantum case, temporarily considering a
Hamiltonian without any scalar potential, but introducing a gauge trans-
formation

A= A+Vy, (2.65)

which takes the Hamiltonian from
1

H=— (p-gA)* 2.66
2m(p gA)”, (2.66)
to
1 2
H=2—(p—qA—qV)() ) (2.67)
m

We care that the position and momentum operators obey
(71, pj] = ih6y;. (2.68)

We can apply a transformation that keeps r the same, but changes the
momentum

¥ =1,
I (2.69)
P’ =p-qVx.
This maps the Hamiltonian to
L,
H= (0~ qA-qVx)" (2.70)
m

We want to check if the commutator relationships have the desired struc-
ture, that is

7)o

[pl. 5] =0.

This is confirmed in exercise 2.3.

Another thing of interest is how are the wave functions altered by this
change of variables? The wave functions must change in response to this
transformation if the energies of the Hamiltonian are to remain the same.
Consider a plane wave specified by

(2.71)

*r (2.72)
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where we alter the momentum by

k — k—eVy. (2.73)
This takes the plane wave to

e (k=aVx) T, (2.74)

We want to try to find a wave function for the new Hamiltonian

! l /
H = > (p' —qA - qvx)’, (2.75)
m
of the form
W (1) = Oy (r), (2.76)

where the new wave function differs from a wave function for the original
Hamiltonian by only a position dependent phase factor.
Let’s look at the action of the Hamiltonian on the new wave function

Hy/ (v). 2.77)
Looking at just the first action

(=ihV — gA — qVx) e Oy(r) = ¢ (=i hV — gA — qVx) Y(r) + (=i hiV8) ey(r)
= " (=i nV — gA — qVx + 1VO) y(r).

(2.78)
If we choose
6 = % (2.79)
then we are left with
(=i hV — gA — qVy) Py (r) = € (=i hV — gA) ¥ (x). (2.80)

Let M = —i AV — gA, and act again with (=i AV — gA — qVy)

(=i hV — gA — qVx) "My = € (=i hiVO — gA — qVy) "My + ¢ (=i iV ) My
=" (=ihV — gA + V (10— qx)) My
= M2y
(2.81)
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Restoring factors of m, we’ve shown that for a choice of %6 — gy, we have

1 ; o 1
5 (~ilV —gA - qVx)? ey = e“’% (—ihV —gA)y.  (2.82)
When ¢ is an energy eigenfunction, this means
H %y = eHy = ¢°Ey = E(e"y). (2.83)
We’ve found a transformation of the wave function that has the same en-
ergy eigenvalues as the corresponding wave functions for the original un-

transformed Hamiltonian.
In summary

1 2
H = — (p-qA —qVy)~.
o (P 4A = V) (2.84)

W' (r) = Dy (r), where 0(r) = gx(r)/ h.

Aharonov-Bohm effect  Consider a periodic motion in a fixed ring as
sketched in fig. 2.3. Here the displacement around the perimeter is s = R¢

/L/ 5‘*?*4

/N

Figure 2.3: Particle confined to a ring.

and the Hamiltonian
n & o
H=—-——=- —. (2.85)
2m ds? 2mR2 d¢?
Now assume that there is a magnetic field squeezed into the point at the
origin, by virtue of a flux at the origin

B = ®yo(r)2. (2.86)
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‘We know that

SEA -dl = ®y, (2.87)
so that
D -
A=—"4. (2.88)
2rr

The Hamiltonian for the new configuration is

) -\ 1 1o @\
H=-|-ilV-g—¢| =——|-ih—— —-g—] . 2.89
( : q27rr¢) 2m ( "R ¢ TonR (2.89)
Here the replacement »r — R makes use of the fact that this problem as
been posed with the particle forced to move around the ring at the fixed
radius R. For this transformed Hamiltonian, what are the wave functions?

9 .
w(g) =" (2.90)
1 1 @) \*
HYy = — —h_ — g —_ ing
V=3 (’R(’”) qan)
L(in @0\ (2.91)
= —|—=—-qg=—=] €.
2m\ R 2nR
E,

This is very unclassical, since the energy changes in a way that depends on
the flux, because particles are seeing magnetic fields that are not present
at the point of the particle, as sketched in fig. 2.4. We see that there are
multiple points that the energies hit the minimum levels.

problem set note.  In the problem set we’ll look at interference patterns
for two slit electron interference like that of fig. 2.5, where a magnetic
whisker that introduces flux is added to the configuration.

Aharonov-Bohm effect (cont.) Why do we have the zeros at integral
multiples of 7/q? Consider a particle in a circular trajectory as sketched
in fig. 2.6 In classical mechanics we have
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Figure 2.4: Energy variation with flux.

Figure 2.5: Two slit interference with magnetic whisker.

Figure 2.6: Circular trajectory.
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Sdeq. (2.92)

The integral zero points are related to such a loop, but the gA portion of
the momentum p — gA needs to be considered.

Superconductors  After cooling some materials sufficiently, supercon-
ductivity, a complete lack of resistance to electrical flow can be observed.
A resistivity vs temperature plot of such a material is sketched in fig. 2.7.
Just like He? can undergo Bose condensation, superconductivity can be

wt”
2y foartnt
P T
. |
i) ol S
by
TLW”fLm

Figure 2.7: Superconductivity with comparison to superfluidity.

explained by a hybrid Bosonic state where electrons are paired into one
state containing integral spin. The Little-Parks experiment puts a super-
conducting ring around a magnetic whisker as sketched in fig. 2.8. This

Figure 2.8: Little-Parks superconducting ring.

experiment shows that the effective charge of the circulating charge was
2e, validating the concept of Cooper-pairing, the Bosonic combination
(integral spin) of electrons in superconduction.

Motion around magnetic field For a constant uniform magnetic field,
we will be able to identify an intrinsic angular frequency

eB
—

(2.93)

We =
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To do so, we work with what is now called the Landau gauge
A =(0,Bx,0). (2.94)

The curl of such a vector potential yields a uniform constant magnetic
field
B=VxA
= (0xAy — 0yA\) 2 (2.95)
= Bi.
An alternate gauge choice, the symmetric gauge, is
By Bx
A = (__’_90)9 296
R (2.96)
that also has the same magnetic field

B =VA
= (0eAy — DyA,) 2
B [ By, (2.97)
-(3-(3))
= Ba.

We expect the physics for each to have the same results, although the wave
functions in one gauge may be more complicated than in the other.
Our Hamiltonian is

= —(p—eA)’
1 1 (2.98)
A2 ~ )2
=5 Pt o (py — eBR)
We can solve after noting that
[py. H] =0, (2.99)
implies
Y(x,y) = e“g(x). (2.100)

The eigensystem

Hy(x,y) = E¢(x,y), (2.101)
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becomes
! p2 + ! (hk BA)2 (x) = E¢(x) (2.102)
2mpx m vy —eBX)" | ¢p(x) = Ed(x). .
This reduced Hamiltonian can be rewritten as
1 1 k1 1 . 5
H, = %p)26+ ﬂesz (x— e—B) = %pi + 5mw2 (£=x0)", (2.103)
where
1 g lmwz, (2.104)
2m 2
or
B
w=2 = 0. (2.105)
m
and
/)
X0 = eB. (2.106)

y

But what is this xo? Because k, is not really specified in this problem,
we can consider that we have a zero point energy for every k,, but the
oscillator position is shifted for every such value of k,. For each set of
energy levels fig. 2.9 we can consider that there is a different zero point
energy for each possible k.

W {

1]

*ef
Figure 2.9: Energy levels, and Energy vs flux.

This is an infinitely degenerate system with an infinite number of states
for any given energy level. This tells us that there is a problem, and have
to reconsider the assumption that any k, is acceptable. To resolve this we
can introduce periodic boundary conditions, imagining that a square is
rotated in space forming a cylinder as sketched in fig. 2.10. Requiring
quantized momentum

kyLy = 27n, (2.107)
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|

Figure 2.10: Landau degeneracy region.

or

gives

h 2rn
xo(n) = EL_’
y

with xg < L,. The range is thus restricted to

h 2nnmax
eB L, x’
or
eB
Nmax = LxLy m
area
That is

cI>tota1 — cI>total
hje Dy

Nmax =

(2.108)

(2.109)

(2.110)

2.111)

(2.112)

Attempting to measure Hall-effect systems, it was found that the Hall

conductivity was quantized like

&2
Oxy = pz

(2.113)

This quantization is explained by these Landau levels, and this experi-
mental apparatus provides one of the more accurate ways to measure the

fine structure constant.
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2.10 DIAGONALIZATING THE QUANTUM HARMONIC OSCILLATOR.

Many authors pull the definitions of the raising and lowering (or ladder)
operators out of their butt with no attempt at motivation. This is pointed
out nicely in [7] by Eli along with one justification based on factoring the
Hamiltonian.

In [16] is a small exception to the usual presentation. In that text, these
operators are defined as usual with no motivation. However, after the util-
ity of these operators has been shown, the raising and lowering operators
show up in a context that does provide that missing motivation as a side
effect. It doesn’t look like the author was trying to provide a motivation,
but it can be interpreted that way.

When seeking the time evolution of Heisenberg-picture position and
momentum operators, we will see that those solutions can be trivially ex-
pressed using the raising and lowering operators. No special tools nor
black magic is required to find the structure of these operators. Unfortu-
nately, we must first switch to both the Heisenberg picture representation
of the position and momentum operators, and also employ the Heisenberg
equations of motion. Neither of these last two fit into standard narrative
of most introductory quantum mechanics treatments. We will also see that
these raising and lowering “operators” could also be introduced in classi-
cal mechanics, provided we were attempting to solve the SHO system
using the Hamiltonian equations of motion.

I’ll outline this route to finding the structure of the ladder operators
below. Because these are encountered trying to solve the time evolution
problem, I'll first show a simpler way to solve that problem. Because
that simpler method depends a bit on lucky observation and is somewhat
unstructured, I’ll then outline a more structured procedure that leads to the
ladder operators directly, also providing the solution to the time evolution
problem as a side effect.

The starting point is the Heisenberg equations of motion. For a time
independent Hamiltonian H, and a Heisenberg operator A?), those equa-
tions are

dA") 1

= — (A" H|. 2.114

a = mlA 1y

Here the Heisenberg operator A is related to the Schrodinger operator
AS) by

AW = yTASy, (2.115)

&9
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where U is the time evolution operator. For this discussion, we need only
know that U commutes with H, and do not need to know the specific
structure of that operator. In particular, the Heisenberg equations of mo-
tion take the form

L
- %[UTA(S U, H]
= % (UTA®UH - HUTA® V) (2.116)
= ih(UTA“ 'HU - U'HA®)U)
_ ! UT |a®), H|U.

The Hamiltoman for the harmonic oscillator, with Schrédinger-picture po-
sition and momentum operators x, p is

P2122

H—%+2mwx (2.117)
so the equations of motions are
dx™ 1
7 EU [x, H U
1 p?
=—=U"|x,—|U
in [x Zm]
1 op?
=3 'hUT(ihai)U (2.118)
mi p
1 .
=—=U'"pU
m
_ L
m b
and
dp™ 1
i =l PHU
= iUJf p lma)zx2 U
ih 2
2 2 2.119
= m(‘u Ut _ihai U ( )
2ih 0x
= -mw*UxU
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In the Heisenberg picture the equations of motion are precisely those of
classical Hamiltonian mechanics, except that we are dealing with opera-
tors instead of scalars

H
d];(t : ma)zx(H)
(2.120)
dx™ _1 (H)
dt m

In the text the ladder operators are used to simplify the solution of these
coupled equations, since they can decouple them. That’s not really re-
quired since we can solve them directly in matrix form with little work

(H) (H)

4
di

p
NG

p
()

(2.121)

10 —mw?
L0

or, with length scaled variables

p(H ) p(H )
—w mw
x<H> (H)

dt
P
= —iw mo (2.122)
i 0f[x#®
)
= —iwo
p®
Writing y = [ ”(’Z)}, the solution can then be written immediately as
X

y(1) = exp (—iwoyt) y(0)
(cos (wt) I —ioy sin (wt)) y(0)

_ [ cos (wt)  sin (wt)}y(o)’

(2.123)

—sin (wt) cos (wr)

or

(H) (H)
P cos (wt) r—0 + sin (wt) xH(0)

mew T 0 (2.124)
x (1) = —sin (wr) pm © +cos (wt) xH(0).
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This solution depends on being lucky enough to recognize that the matrix
has a Pauli matrix as a factor (which squares to unity, and allows the
exponential to be evaluated easily.)

If we hadn’t been that observant, then the first tool we’d have used
instead would have been to diagonalize the matrix. For such diagonaliza-
tion, it’s natural to work in completely dimensionless variables. Such a
non-dimensionalisation can be had by defining

I/
X0 = 4/ —, (2.125)
mw
and dividing the working (operator) variables through by those values. Let

z= % ¥, and T = wt so that the equations of motion are

dz

a |1 o

0 _l}z. (2.126)

This matrix can be diagonalized as

-1
A= 0
1 0
(2.127)
_ vl 0 vl
0 —i
where
1 {i —i
V= _— ) (2.128)
\/5[1 1]
The equations of motion can now be written
d i 0]/ 4
—(v z)=[0 y (v'z). (2.129)
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This final change of variables V~!'z decouples the system as desired. Ex-
panding that gives

RV PR |

X0

(H)
1 —zp— + xH)
= mw (2.130)
Voo | 22 4 xam
a b
where
o [ -P( ) (H)
a 77" +x
(2.131)

(H)
_ P (H)
a Zh( + X )

Lo and behold, we have the standard form of the raising and lowering
operators, and can write the system equations as

da" ¥

dr - (2.132)
J .13
d—;l = —iwa.

It is actually a bit fluky that this matched exactly, since we could have
chosen eigenvectors that differ by constant phase factors, like

e’ —ie
\/_ [1e’¢ i (2.133)
SO
P
BT 00 [ _jeiv it |[ L
V2 et e|| 22
X0
1 ie'?2— + 19
= (2.134)
‘/_xo{le”/’p 4 et

elat
eVa ‘
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To make the resulting pairs of operators Hermitian conjugates, we’d want
to constrain those constant phase factors by setting ¢ = —i. If we were
only interested in solving the time evolution problem no such additional
constraints are required. The raising and lowering operators are seen to
naturally occur when seeking the solution of the Heisenberg equations of
motion. We non-dimensionalize and seeking a change of basis that diag-
onalizes the system matrix. Because the Heisenberg equations of motion
are identical to the classical Hamiltonian equations of motion in this case,
what we call the raising and lowering operators in quantum mechanics
could also be utilized in the classical simple harmonic oscillator problem.
However, in a classical context we wouldn’t have a justification to call
this more than a change of basis.

2.11 CONSTANT MAGNETIC SOLENOID FIELD.

In [15] the following vector potential

Bp? .
A=—19, (2.135)
2p

is introduced in a discussion on the Aharonov-Bohm effect, for configura-
tions where the interior field of a solenoid is either a constant B or zero.

I wasn’t able to make sense of this since the field I was calculating was
zero forallp # 0

B=VxA

(pa + 70, + (9¢)

N & pa r
= (pap * —a¢) X ¢ (2.136)




2.11 CONSTANT MAGNETIC SOLENOID FIELD.

Note that the p partial requires that p # 0. To expand the cross product
in the second term let j = eje;, and expand using a geometric algebra
representation of the unit vector
¢ x 05 = e207” x (ezelezej¢)
= —eleze3<ezej¢(—el)€j¢>2

=17.

So, provided p # 0, B = 0.

The errata [14] provides the clarification, showing that a p > p, con-
straint is required for this potential to produce the desired results. Conti-
nuity at p = p, means that in the interior (or at least on the boundary) we
must have one of

Bou -
A:i¢

, 2.138
> ( )
or
Bp -
A= 7'0(,;_ (2.139)
The first doesn’t work, but the second does
B=VxA
¢ Bp ,
= (pap +20, + %p) x 7p¢
P (2.140)

B A qu3 A
=—pXPp+—=X%0
7P ¢ 2 5 ¢®

= BiZ.

So the vector potential that we want for a constant BZ field in the interior
p < pg of a cylindrical space, we need

L ifp>p.
A=t 28 (2.141)
X4 if p < pq.

An example of the magnitude of potential is graphed in fig. 2.11.
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0.14
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0.02f

Figure 2.11: Vector potential for constant field in cylindrical region.

2.12 LAGRANGIAN FOR MAGNETIC PORTION OF LORENTZ FORCE.

In [15] it is claimed in an Aharonov-Bohm discussion that a Lagrangian
modification to include electromagnetism is

Lo L+5v-A (2.142)
C

That can’t be the full Lagrangian since there is no ¢ term, so what exactly
do we get?

If you have somehow, like I did, forgot the exact form of the Euler-
Lagrange equations (i.e. where do the dots go), then the derivation of
those equations can come to your rescue. The starting point is the action

S =f£(x,5c,t)dt, (2.143)

where the end points of the integral are fixed, and we assume we have no
variation at the end points. The variational calculation is

oS = f oL (x, x, t)dt

- [ (%m%ax)dt

ox ox 2.144
(B 258 o
B Ox ox dt

oL d (0L oL
= f(g - E (a)) oxdrt + 5)65
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The boundary term is killed after evaluation at the end points where the
variation is zero. For the result to hold for all variations dx, we must have

= = 2.145
Ox dt\ ox ( )

oL d(a,[‘)'

Now lets apply this to the Lagrangian at hand. For the position derivative
we have

&[’_e (’)Aj

o e

For the canonical momentum term, assuming A = A(x) we have

i(u‘ d( +A)
dr % - ar "

L ¢dA (2.147)
= mx - .
"o odt

. edA; dxj
=mx; + —

caxj dr’

Assembling the results, we’ve got

dt@xl ox;
edA;dx; e O0A;

=i+ et S C, T
"cdx;dt ¢’ ax’

(2.148)

or

aAj e (9Al~

v
j@xl c Ox; J

% _0Ai (2.149)
(9)6,' BX]'

. e

mx; =

c

e

¢
B

= —V;Bi€ji.
o ViPKkEij

In vector form that is

m% = v xB. (2.150)
C

So, we get the magnetic term of the Lorentz force. Also note that this
shows the Lagrangian (and the end result), was not in SI units. The 1/c¢
term would have to be dropped for SI.
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2.13 PROBLEMS.

Exercise 2.1 Lorentz force, electrodynamic Hamiltonian.

Given the classical Hamiltonian

1
H:%(p—qA)2+q¢. (2.151)

apply the Hamiltonian equations of motion

dp _ _OH
dt  dq
d_q_c?_H (2.152)
dr — dp’

to show that this is the Hamiltonian that describes the Lorentz force
equation, and to find the velocity in terms of the canonical momentum
and vector potential.
Answer for Exercise 2.1

The particle velocity follows easily

dr
V= —
dt

O0H
= — 2.153
ap ( )
- Lp-ga)
= P—qgA).

For the Lorentz force we can proceed in the coordinate representation

dpe _ _OH
dr Oxy,
2 0 op
=— (pm—qAn) — (pm—qAn) — g— 2.154
5 (Pm—q )axk(P qAm) ™ (2.154)
g M 0
- o, oxy,
‘We also have
d d
% =7 (mxy + qAx)
(2.155)

d?xx . Ay dx,, . Ak
=m—- _— —
dr? qaxm dt 1 ot
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Putting these together we’ve got

P Ay 0 Ohsdry 0

iz T Ve T8k Yok, it Tor

0A 0A
= qvn m _ OAk gy (2.156)
ox;,  Oxy
= qVm€msBs + qEy,
or
d*x
moy = qexVm€imsBs + qEk 2.157)
=qvxXB+qE.
Exercise 2.2 Show gauge invariance of the magnetic and electric fields.

After the gauge transformation of eq. (2.60) show that the electric and
magnetic fields are unaltered.
Answer for Exercise 2.2

For the magnetic field the transformed field is
B’ ' =VXx(A+Vy)
=VxXA+Vx(Vy)

2.158
=VxA ( )
=B.
0A’
EI — _ V /

ot ¢
0 oy

=—— (A+Vy)-V/|p- =
FTAGRALY (¢ az) (2.159)
0A

=——-V
ot ¢

=E.

Exercise 2.3 Gauge transformation.

Show that after a transformation of position and momentum of the fol-
lowing form

P =t
P =p-qVx(),

all the commutators have the expected values.

(2.160)
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Answer for Exercise 2.3

The position commutators don’t need consideration. Of interest is the
momentum-position commutators

[Pl 2] = [P — q0kxs 3]
= [Pk &) — q [Okx> R (2.161)

= [Prs Xk] »

and the momentum commutators

|9 B)] = [Pr = adx. b — a0x]

o A A (2.162)
= [P Pj] — a ([Okx. Pj] + [Pr-0x]) -
That last sum of commutators is
0(0 ]X) 0(0ry) )
8 ,A-+A,5- =—l.h———.
00,93+ [P 02] = =i 252 - 25 .
=0.
We’ve shown that
ﬁ,’je/ = ﬁk’ ),ek
[ k k] [ ] (2.164)

|1 5] = [P0 ] -

All the other commutators clearly have the desired transformation proper-
ties.

Exercise 2.4 Heisenberg picture spin precession. ([/5] pr. 2.1)

For the spin Hamiltonian
B
H=-25.=ws,, (2.165)
mc

express and solve the Heisenberg equations of motion for S (1), S ,(¢), and
S (o).
Answer for Exercise 2.4
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The equations of motion are of the form

das®
| - H
dt  ih [Si ’H]
1.
= —[U's:U.H]
1
=— (U's,UH - HU'SU) (2.166)
1 T
=—U (S;H-HS;))U
w .
= i—hU' [Si,Sz] U.
These are
astt +
7 =-wU'S,U
dst
—d; = wU'S U (2.167)
dst
dt

To completely specify these equations, we need to expand U(¢), which is

U(t) — e—iHl/h
— e—inzt/h

_ e—in'Zt/Z

= cos (wt/2) —io, sin (wt/2)
o (2.168)
_ [COS (wt/2) —isin (wt/2) 0

0 cos (wt/2) +isin (wt/2)

B o—it]2 0
- 0 cwt/2 |’

The equations of motion can now be written out in full. To do so seems
a bit silly since we also know that S¥ = UTS .U, § yu TS .U. However, if
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that is temporarily forgotten, we can show that the Heisenberg equations

of motion can be solved for these too.

[ iwt)2 0
uis .U ==|°

al 0 pwt2| [ p-iwt/2 0
R P 0 w2
) [ 0 eiwt
- E e—iwt 0 ’

and

h 0 1ffe7™@> 0
2 0 e~w/2|[1 0 0 elwt/2

} (2.169)

UTS - ﬁ eiwt/Z 0 0 —i e—iwt/Z 0
ye o 2 0 e—iwt/Z i 0 0 eiwt/Z

ih 0 _ei(ut/Z e—ia)t/2
- ? e—iwt/2 0

iR 0 e
- 2 e—iwt 0 ’

The equations of motion are now fully specified

dst!  inw| 0 —e
e

dt 2 —iwt 0
s _hw| 0
it~ 2 |gmiet

dst

dr

Integration gives

h 1wt
sH = —[ 0 e
2 eiwt 0
h _ s lwt
sH = —[ 0 —e"lc
2 je—iwt 0
sth=c.

0
0 eiwt/2

} (2.170)

(2.171)

(2.172)
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The integration constants are fixed by the boundary condition S I.H(O) =S,

SO
SH _ ﬁ 0 eiwt
x 2 e—iwt 0

inf 0 —evt (2.173)
? e—ia)t 0

H _
st =

X

Observe that these integrated values S, § ;I match eq. (2.169), and eq. (2.170)

as expected.

Exercise 2.5 Dynamics of non-Hermitian Hamiltonian. (//5] pr. 2.2)

Revisiting an earlier Hamiltonian, but assuming it was entered incor-
rectly as

H = Hi 1)1+ H»[2) 2|+ Hi2 |1) (2]. (2.174)

What principle is now violated? Illustrate your point explicitly by attempt-
ing to solve the most general time-dependent problem using an illegal
Hamiltonian of this kind. You may assume that Hy; = Hj for simplicity.
Answer for Exercise 2.5

In matrix form this Hamiltonian is

o [<1|H|1> <1|H|2>}
QUHI @IHR)

(2.175)

_|Hu Hi

0 Hpxp
This is not a Hermitian operator. What is the physical implication of this
non-Hermicity? Consider the simpler case where Hy;; = H». Such a

Hamiltonian has the form
H=|" " (2.176)
0 a

This has only one unique eigenvector ( (1,0), but we can still solve the
time evolution equation

.. oU
1?15 =HU, (2.177)

103



104 QUANTUM DYNAMICS.

since for constant H, we have
U = iR (2.178)

To exponentiate, note that we have

[ 1" n n—1
a b _|a" na b ' (2.179)
10 af 0 a’

To prove the induction, the n = 2 case follows easily
. ] :
a blla b _|a ab ’ (2.180)
0 a||0 a 0 a

as does the general case
n n—1 n+1 n
at na" 'blla b _|a (n+1)ab_ 2.181)
0 al |10 a 0 a™t!
The exponential sum is thus

1 3!
0 97

bt 2abt? 3a?b73
e 0+ F + L+ 5+
Hr [ ot (2.182)

That sum simplifies to

bt abt® &bt
— + +
0! 1! 2!

ar (ar)2+_._) (2.183)
12!

= br(l +—+
= bre™.

The exponential is thus

He lear bTem]
e

0 ea‘r
(2.184)
_ ll bT] o
0 1
In particular
U = e—th/h

_i , (2.185)
_ 1 lbt/h e—zat/h'
0 1
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We can verify that this is a solution to eq. (2.177). The left hand side is

o 0 —ia/h

29U ih{%ﬂh —w/h+04M/m«auh1€4Wh
(2.186)
zrb—mwjfwa

0 a
and for the right hand side

HU = a b||l —lbt/h e—iat/h
0 all0 1
_ @ b—iabt/ h oiat/ T (2.187)
0 a
oUu
=ih—. O
! ot

While the Schrodinger is satisfied, we don’t have the unitary inver-

sion physical property that is desired for the time evolution operator U.
Namely

vvu=| b O an|t R i
ibt/h 1 0 1
(2.188)
1 —ibt/ h
bt/ (b1)?] R?

We required U'U = I for the time evolution operator, but don’t have that
property for this non-Hermitian Hamiltonian.
Exercise 2.6 Spin 1/2 evolution and dispersion. ([/5] pr. 2.3)

A spin 1/2 system S - fi, with fi = sin 8% + cos 52, is in state with eigen-
value 7/2, acted on by a magnetic field of strength B in the +z direction.

a. If S, is measured at time #, what is the probability of getting
+nh/2?

b. Evaluate the dispersion in S, as a function of t, that is,

((S:=(5:)%). (2.189)
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c. Check your answers for § — 0,7/2 to see if they make sense.

Answer for Exercise 2.6

Part a.  The spin operator in matrix form is

S -fi= = (0,cosB+0ysinp)

o e[t oo

hicosp  sinf
2 |sinf —cospB

2
L
2

The |S - fi; +) eigenstate is found from

(S -f—7/2) u =0,

or
0= (cosB—1)a+sinpb
= (~2sin’*(/2)) a + 2 sin(B/2) cos(B/2)b
= (—sin(B/2)) a + cos(B/2)b,
or

1S - +) = [Cosw/ 2)} .
sin(B3/2)

The Hamiltonian is

B Bh
H = _8 = —e—O'z,
mc 2mc

so the time evolution operator is

U — e—iHl/h

ieBt
= @22mc” %,

(2.190)

(2.191)

(2.192)

(2.193)

(2.194)

(2.195)
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Let w = eB/(2mc), so

U= eiO'z(,()t

cos(wt) + io; sin(wt)

1 0 1
= cos(wt) +1i
[O 1] 0

B eiwt 0
- 0 e—iwt ’

The time evolution of the initial state is

01] sin(wr) (2.196)

IS -0;+) (1) = UIS -11; +) (0)

et cos(B/2)

0 e @||sin(8/2) (2.197)
_ cos(B/2)e'"

sin(B/2)e~ |

The probability of finding the state in |S - X; +) at time 7 (i.e. measuring
S, and finding %/2) is

2 iwt
(S - %5 +1S - s 1| <>/ i
sin(B/2)e™"!
; . w2
= Eﬂcos(ﬂ/2)e’”t+sm(ﬂ/2)e | (2.198)
1
= (1+2cos sin cosQuwt
=5 1+2 /2) /2) cos(Qwr)
1
= (1 + sin(B) cos(Lwt
= 5 (1 +sin(8) cos2wn))..
Part b.  To calculate the dispersion first note that
2
) (h)2 [o 1}
Sx: 5
Io (2.199)

(3]
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so only the first order expectation is non-trivial to calculate. That is

0 1] lcos(ﬂ/z)eiwf]

h ) .
Sx _h —iwt . 1wt :
5= Fleosees smgre] 1]

h . . 1 —iwt
E [COS(ﬂ/Z)e_”‘” Sin(ﬂ/Z)e""’t] I:Sll’l(ﬁ/Z)e ]

cos(B/2)e! (2.200)
= ; sin(B/2) cos(B/2) (e™2" + &)
= ; sin B cos(2wi).
This gives
((As)?) = (;)2 (1 - sin? Beos?2wr)). (2.201)

Partc. ForB =0,h =2, and 8 = /2, i = X. For the first case, the state
is in an eigenstate of S ;, so must evolve as

IS -y +) (1) = |S -y +) (0)e'". (2.202)

The probability of finding it in state |S - X; +) is therefore

2
1 ei‘“t 1 iwt 2
— 11 = 5le
o] - e
1 (2.203)
2
1 .
=3 (1 + sin(0) cos(2wr)) .

This matches eq. (2.198) as expected.
For 8 = m/2 we have

1

S-X5+)()=—

IS - % +) (1) NG
(2.204)

L

V2



2.13 PROBLEMS.

The probability for the 7/2 S . measurement at time ¢ is

1 iwt
5 [1 1] [:—iwt}

2
— %|eiwt + e—iwt|2

(2.205)

cos’ (wt)

% (1 +sin(r/2) cosRwr)) .

Again, this matches the expected value. For the dispersions, at 8 = 0, the
dispersion is

h 2
(5) . (2.206)

This is the maximum dispersion, which makes sense since we are mea-
suring S, when the initial state is |S - Z; +). For 8 = n/2 the dispersion is

h 2
(E) sin?Qw). (2.207)

This starts off as zero dispersion (because the initial state is |S - X; +), but
then oscillates.

Exercise 2.7 Heisenberg picture position commutator. ([/5] pr. 2.5)
Evaluate
[x(®), x(0)], (2.208)

for a Heisenberg picture operator x(¢) for a free particle.
Answer for Exercise 2.7

The free particle Hamiltonian is

p2

H=—,
2m

(2.209)
so the time evolution operator is

U(t) = oiP’t/@mh) (2.210)
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The Heisenberg picture position operator is

=U'xU

-2 2
= P t/(2mh)xe ip°t/(2mh)
k
—ip?
xe P t/(2mh)

Il

e
|~
—_
[\®]
3|
oy

¢ 2% ]—lp t/2mh) (2.211)

)
e
Eo

Il

=

+
I
Eb—

Il
=
+

i thPZk 1) —ip®t/(2mh)

I
=
+

. k-1
113 .9
+-2ih ( ) 2(k=1) —ip*t/(2mh)
T hza(k—ly omn) P¢

= x+iL.
m

This has the structure of a classical free particle x(#) = x + vt, but in this
case x, p are operators.
The evolved position commutator is

[x(®), x(0)] = [x +tp/m. x]
t
— [p.A] (2.212)

t
= —ih—.
m

Compare this to the classical Poisson bracket

0 ox 0
[x(t)’ x(o)]c assical (x+pt/m) o 9. (x+pt/m)
1 1~ Bx op OJdp ox (2.213)

This has the expected relation [x(7), x(0)] = i 7 [x(7), x(0)] assical-
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Exercise 2.8 Virial theorem. (2015 ps2.2)

Consider a three-dimensional Hamiltonian

pz
H=—+V({X). (2.214)
2m

a. Calculate [x - p, H| and show that

2
4 (x-p) = <p—> —(x-VV). (2.215)
dt m

When the 1.h.s. vanishes, the result that the r.h.s. is zero is called
the quantum virial theorem.

b. Consider the 3D isotropic harmonic oscillator, and show explicitly
that its eigenstates obey the virial theorem.

c. Evaluate the r.h.s. for the superposition state |0,0,0) + |0,0,2)
where the notation stands for |n x> Ny, nz> occupation numbers.

d. Under what conditions does the left-hand side vanish?

Answer for Exercise 2.8

Part a.  'We’ll need various commutators to evaluate the Heisenberg
equation of motion.

x-p.H [X p.p?|+ [x-p. V(X))
1
o (errP -P xrpr) + (x,.p,V(X) = V(X)x,p,) (2.216)
1

= % [Xr, pz] Prt+ X [Pr, V(X)] >

Evaluating those commutators separately, gives

[xr, ] [x,, p,] (no sum)
=2ihpy,

(2.217)

and

oV (x)
ox, ~

[prV(X)] = —ih (2.218)
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SO
d 1
Z(xp)=—Ix-pH
2 X P) =77 [xp.H]
o aV(x)
= 2m2prpr Xy o, (2.219)
2
-P v,
m

Evaluating the expectation of this identity with respect to a stationary state
[¥) (i.e. a state independent of time), we have

d d
Wl Ex-plw = E(tﬁlx-plw
d
== x-p) (2.220)

2
= <p—> —(x-VV(X).
m

Because the expectation was with respect to a stationary state, the time
derivative could be moved outside of the expectation operation.

Part b.  When eq. (2.220) is zero, we have the quantum equivalent of
the virial theorem, relating the average kinetic energy to the potential

2{T) =(x-VV(x)). (2.221)

To evaluate these expectations operations with respect to the 3D SHO
eigenstates, let

—iwt

ax(t) = aye
ay(t) = aye™™" (2.222)
a,(f) = ae™™.

Note that

(x-VV) = mw? <x2(t)>
3

223 (@ +a{o) )

w

SN

3

k=

—

o\ (2.223)
W () +al ) v

S
S

Il
~|F
DM T )

Wl (ake iwt T lwt) Y,

>~
Il

1
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and

W (a(® = al(0) (af(t) - a®) v (2.224)

W (ake—iwt _ a;;eiwt) (azeiwt _ ake—iwt) ).

In both cases the pairs of raising and lowering operators have been fac-
tored into conjugate pairs so that only the action of the latter on |y) need
be considered. Considering the x component for example, we’ve got

(a;el“’t + axe_"“’) |nx, ny, nz>

_ (2.225)
@ \Jne +1 |nx +1, ny,nz> +e \/n_x‘nx - 1,ny, nz> .
This gives
p’ hw
x-VVy=(—)= 7((nx+1)+nx+(ny+1)+ny+(nz+1)+nz),
m
(2.226)
or
p’ 3
(x-VV) = <Z> = hw(nx+ny+nz+§). (2.227)

Neither expectation has any time dependence, and the virial theorem
has been confirmed.

Partc.  With [¢) =10,0,0) +10, 0, 2), the gradient portion of the RHS is

(x-VV) = mw? <X2(t)>

ZX(% : —iwt twt
= ma’=> Z W (are ) ) o)

Mm

ae™ + e ) 1)

_ hw
Zk:
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We require the following for each k
(axe™™" + @) (10,0,0) +10,0,2)) . (2.229)
For k = 1 this is
I1,0,0) +11,0,2), (2.230)

for k = 2 this is

0,1,0) +10,1,2), (2.231)
and for k = 3
e '210,0, 1) + ¢ (10,0, 1) + V30,0, 3)) o)
=10,0, 1) (7" V2 + ) + V3¢™'10,0,3) . -
This gives
(x-VV) = %(2+2+3+| '“’f«/§+e"wf|2)
- (2.233)
= T(2+2+3+ 1+2+2V2coswr)),
or
(x-VV) = hw (5 + V2cosw)). (2.234)
For the kinetic portion, we’ve got
p2 hw I ot iw —iwt
< > Z Wi(a ) (age™ - are ) ). (2.235)

The squared momentum operator has been factored into conjugate pairs,
so only the action on |i/) need be computed. For the x component of that
operation we have
(ale™ - aye ) (10,0,0) +10,0,2)) = ale (10,0,0) +10,0,2))
= e (]1,0,0) +1,0,2)).
(2.236)

The y component, by inspection, must be

(ale™ - aye™)(10,0,0) +10,0,2))

(2.237)
= ¢! (10,1,0) +10,1,2)) .
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The z component is slightly messier to compute

(ale™ = ae™") (10,0,0) +0,0,2))
= ot (|0, 0,1)+ V30,0, 3>) — e "v210,0,1) (2.238)
= (ei“’t p «/5) 0,0, 1) + €' V30,0, 3) .

Summation of all the component contributions gives

(o

h ) . 2
—2w (2 +2+3+ +‘e"‘” —e ' \5‘ )
(2.239)

i
Tw(4+3+1+2—2‘/§cos(2wt)),

or

2
<p—> = fiw (5~ V2 coswr)). (2.240)

m

This does not match eq. (2.234).

Part d.  To derive eq. (2.215) the expectation had to be calculated with
respect to stationary (non-time dependent) states. As an example, we con-
firmed this by showing the r.h.s was zero with respect to the energy eigen-
states. For the superposition state |0, 0, 0) + |0, 0, 2) this was observed to be
insufficient. It is clear that the perfect cancellation of the time dependence

that was required so that <%2> = (x - VV) will not, in general, be possible

for such superposition states. The virial theorem requires not only expec-
tations with respect to stationary states, but requires those stationary states
to also be energy eigenstates.

Exercise 2.9 A symmetric real Hamiltonian. ([/5] pr. 2.9)

Find the time evolution for the state |a’) for a Hamiltonian of the form

H=5(a)(a|+]a")(a"]). (2.241)

Answer for Exercise 2.9

This Hamiltonian has the matrix representation

H=[0 ﬂ, (2.242)
5§ 0
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which has a characteristic equation of
2-s2=0, (2.243)
so the energy eigenvalues are +0.
The diagonal basis states are respectively

£6) = [il}, (2.244)

The time evolution operator is
U = ¢~iHil/h

— e—i(sl‘/h |+5> <+6| + ei&t/h |_6> <—6|

e~idt/ T g0t/ -1
5 +—— -1 1] 1

[+ 1]

1

e—i5l‘/71 1 1 ei6t/h 1 -1
+
2 011 2 |11
cos(6t/h)  —isin(dt/ h)
—isin(dt/h)  cos(t/h) |

(2.245)

The desired time evolution in the original basis is
|a',t) = o iHt/T |a', 0)
_ | cos(ot/h) —isin(ot/ h)||1
—isin(6t/h)  cos(dt/h) ||0

_ cos(ot/ h)
—isin(6t/ h)

= cos(6t/ ) |a’, 0) — i sin(5t/ h) |a”’, 0) .

(2.246)

This evolution has the same structure as left circularly polarized light.
The probability of finding the system in state |¢’’) given an initial state
of |a’,0) is

P =", ) = sin® (5/ ). (2.247)
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Exercise 2.10 SHO translation operator expectation. ([/5] pr. 2.12)
Using the Heisenberg picture evaluate the expectation of the position
operator {x) with respect to the initial time state

|, 0) = e~ Poe/ T |0y, (2.248)

where pg is the initial time position operator, and a is a constant with
dimensions of position.
Answer for Exercise 2.10

Recall that the Heisenberg picture position operator expands to

xH(t) =U'xU
2.249
= xp cos(wt) + Po sin(wt), ( )
mw
so the expectation of the position operator is
(x) = (0] ePo/ (xo cos(wf) + L~ sin(a)t)) ¢miPel 1)
mew (2.250)

= (0| (e"l’oa/ o cos(wne P T cos(wr) + L2 sin(a)t)) 10).
maw

The exponential sandwich above can be expanded using the Baker-Campbell-

Hausdorff [18] formula

_ . . 1 /i 2
Pl Ty omivoal — o ] — (E) [P0, [P0y x0]] + - -
h 21\
j 1 (ia\? 2.251
= o+ 5 (<im) 5 (%) [po i)+ 2.25D
= Xp + a.

The position expectation with respect to this translated state is

(x) = (0| ((xo +a) cos(wr) + % Sin(“”)) 10) (2.252)

= a cos(wt).

The final simplification above follows from (n| x |n) = (n| p |n) = 0.

Exercise 2.11 SHO Hamiltonian, and virial theorem. ([/5] pr. 2.14)
a. For a 1D SHO, compute (m|x|ny, (m|x>|ny,(m| p|n), {m| p* n)
and (m| {x, p} In).
b. Verify the virial theorem is satisfied for energy eigenstates.

Answer for Exercise 2.11
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Part a.  Using

xzﬂ(a+aT)

V2
L
P
a(t) = a(0)e ™! (2.253)

a(0)|n) = Vnln—1)
a'(0)ny = Va+1jn+1)

h
2 —
o wm’
we have
X
(m) x|n) = 705 (m| (a+a")In)
= % (m| (e_i“” Viln=1)+e“ Vn+ 1|n+ 1)) (2.254)
= X0 (5m’n_1€_iwt \/ﬁ + 5m,n+1€iwt ‘/I’m) s
V2
2
2. _ %0 )2
(| |y = = ¢ml (a+a") " In)
2
:70(lwf\/_<m—1|+e-'wf«/_<m+1|)
(e W\l — 1)+ e Vn+ 1 |n + 1>)
X2 .
- 30(5,””,,,“ o+ D+ D) + 6t Vm + Dne 2"
 Gpetet N+ D+ Gy «/mn),
(2.255)
ih
(mlpln) = (m|(a’ - a)In)
\/EXQ ( )
" | |
=t (m| (e"‘” Va+1ln+1)—e ™ nn- 1>) (2.256)
\/EX()

ih _
=\/_T( mn+le "Vn + _6mn 1€ lwt‘/_)
X0



2.13 PROBLEMS.

2

(m| p*Iny = — Im) (a—a') (a" - a) In)

52
2x0
n? , ,
= — (—e ™ Nm+ 1 (m+ 1|+ € Vm (m - 1) X

2x(2)
(e"w’ Vi+1|n+1)—e @ \n|n— 1>)
1> .
= (Gt O+ DG D) + Gty Ao + D"

2
2x0

+ Om—1.n+1 Vm(n + et 4 Om—1.n-1 \/mn).

(2.257)
For the anticommutator {x, p}, we have
_ ih —iwt T iwt T iwt —iwt
{x,p}—?((ae +a'e )(ae —ae )
_ ( el _ g e—iwt) ( qei9 4 gt eiwt))
_ ﬂ(_aze—ziwt + (@22 1 aa" — ata (2.258)
2
+ale N — ("2 — gTa + aaT)

= ih(aa' —a'a),
SO

(ml{x, pYIn) = i7i(m| (aa” — a'a) n)

= in(m|( N+ 12 ) = Vr2 o) (2.259)
(v

=ih{m| (2n+1)n).

Part b.  For the SHO, the virial theorem requires <p2 /m> = <mwx2>.

That momentum expectation with respect to the eigenstate |n) is

2
(p*/m) = = (Vo + D+ 1) + vin)
0
W mw
_ (2.260)
. (2n+1)

1
h =|.
w(n+2)
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For the position expectation we’ve got

me 2

<ma)x2> = 2x0 (\/(n+ Dn+1)+ \/%)
- PO D + Vi)

7
%(2}14—1)

1
=wh|ln+=].
onfrs )
This shows that the virial theorem holds for the SHO Hamiltonian for
eigenstates.

(2.261)

Exercise 2.12 Momentum space Schrodinger eq. ([15] pr. 2.15)

Using
7| 1 ip’xX|h
*|p'y = =" (2.262)
Pl
show that
’ . 0 ’
(p |x|a> = lh@p’ (p |a). (2.263)

Use this to find the momentum space representation of the Schrodinger
equation for the one dimensional SHO and the energy eigenfunctions in
their momentum representation.

Answer for Exercise 2.12
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To expand the matrix element, introduce both momentum and position
space identity operators

- [ €|y "o
— fdxldp// <p/|x/>x/ <x/'p//> <p//|a,>

v

dx’ dp e lp’x’/h ’ tp x/h<p//|a>

7

r’

27rh
27Th dx’ dp"x’e’(P"—P’)X'/h (p"|a/>
d (—ini® =) [h (2.264)
dx'dp’ — == z
“2an ) dp(e )<p|a>

1 b 1 ’ 4
— " r W(p"=pHx'/h ”
-in fap (ﬁf" 1) 225 )
:ihfdp"é(p"— Iz (p"| )

’|a). O

Schrodinger’s equation for a time dependent state |a) = U(¢) |a, 0) is
0
ih—|a) = Hla), (2.265)
ot
with the momentum representation
. 6 ’ ’
i (P'lay =(p'|Hle). (2.266)

Expansion of the Hamiltonian matrix element for a strictly spatial depen-
dent potential V(x) gives

p2
(P'|Hlay = {p/| (— + V<x>) )

_ @
om

(2.267)
+{p'|V(®)la).

Assuming a Taylor representation of the potential V(x) = ¥ c;x¥, we want
to calculate

PV Iy = ]l (2.268)
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With |a) = |p”’) eq. (2.263) provides the k = 1 term

/|p//>

’ 2

P'|x|p”) =
(2.269)

where it is implied here that the derivative is operating on not just the
delta function, but on all else that follows.

Using this the higher powers of (p’| x*|a) can be found easily. For ex-
ample for k = 2 we have

(| x|y = f dp” (p'| x|y (p”| xla)

f dp”th 2707 - —pin- a7 Pl (2.270)
= (in)? -2 5 <p’|w>-
a(p’)
This means that the potential matrix element is
d \
<p'IV<x)|a>=ch(‘ y ) (Pl
p
p (2.271)
=Vl .
( dp’)
With
Yo(p') = (p'|e). (2.272)

the momentum space representation of Schrodinger’s equation for a posi-
tion dependent potential is

0 ()
lhETa(P)—(z

(ind/op’ ))‘I’(,(p'). (2.273)

For the SHO Hamiltonian the potential is V(x) = (1/2)mw?x?, so the
Schrodinger equation is

\2 2
) = (L0 L )
ot 2m 2 a(p')?
| i (2.274)
_ N2 2 242 ’
=5 ((p) m-w” h a(p,)z)‘fa(p)
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To determine the wave functions, let’s non-dimensionalize this and com-
pare to the position space Schrodinger equation. Let

PE = mwh, (2.275)

SO

9 2((p\ &
ih—=Y,(p) = Po [(p—) - —)‘I’a(p')

ot 2m\\p a(p’/ po)?
o arRer) (2.276)
_wh & (P') ¥ ()
2w per " \po) )T
Compare this to the position space equation with x% = mw/ h,
9 oo 1, ,
lha Y, (x) = (_%6( 7 + Ema) (x) )‘I’a(x)
72 > m2w?
) ﬁ(_«mz F ) o0
(2.277)

hzx 82 x 2 ,
= o ( a(x /x0)2 (_x()) )Ta(-x)
hw d? X\ ,
2 (_5()6’/)60)2 ’ (%) ]T"(x -

It’s clear that there is a straightforward duality relationship between the
respective wave functions. Since

(x'|n> = ! X —x d nex _HE ’ (2.278)
- /4 \/2nn!x8+1/2 0dx p 2 \xo ’ '

the momentum space wave functions are

P’y ! ( , o, d )"e l(p/)z (2.279)
ny= -Po ] exp|l—5(—] [ 2
P a4 N2 pptt 2 PPy ) P72\

Exercise 2.13 Correlation function. (2015 ps2.3)

Consider (x(0)x(r)) and {p(0)p(t)) where operators are in the Heisen-
berg representation. These are called correlation functions. Evaluate this
for the 1D harmonic oscillator in an energy eigenstate |n).
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Answer for Exercise 2.13

In the Heisenberg representation the position and momentum operators
evolve as

()

_ JASON
x(t) = x(0) cos(wt) + v sin(wt) (2.280)
p(t) = p(0) cos(wt) — mwx(0) sin(wt).

To evaluate the expectation operations, we’ll want the ladder operator rep-
resentations of the position and momentum operators

x(0) = x_\/o_ (a + aT)

2 t=0
. 2.281)
ih (

p(0) = a-a) .

X0 \5( ) =0
where

n

Xo = P (2.282)

The expectations of interest, with the raising and lowering operators eval-
uated at t = 0, are

(n| x(0)x(0) |n)
2
= % (n| (a + aT)2 )

X2 (2.283)
= ?O(\/n+l<n+1|+ W(n—1|)(\/n+1|n+1>+ «/E|n—1>)
= % 2n+1
= 3( n+1),
and
(n| x(0)p(0) |n)
i
= %(nl (a+aT) (cff —a) )
(2.284)

= S (Ve Tl 11+ Vi = 1) (Vo T+ 1) = Vil 1)
in
’
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) ,
(nl p(O)p(0) In) = 2—?’2 (nl(a" - a)(a" - a)n)
X0

_ 312
:_hz(\/n+l<n+l|— Vi (n=1))(Va+1in+ 1) = Valn— 1))
2x;

(—1?)

= 2x(2) (2n+1),
(2.285)
and finally
(nl p(0)x(0) In) = (nl ([p(0), x(0)] + x(0)p(0)) In)
. N

=-ih+ 17 (2.286)

_ih

=5

Now we are ready to compute the correlations. The position correlation is

(n| x(0)x(t) |n) = (n| x(0) (x(O) cos(wt) + %S)) sin(a)t)) |y

= cos(wr) {(n| x(0)x(0) |n) + i sin(wt) {n| x(0)p(0) |n)

2 .
X 1 h
= COS(Q)I)?O (21’1 + 1) + % sin(a)t)l?,

(2.287)

which is

2
(n| x(0)x(¢) |n) = % ((2n+ 1) cos(wr) + i sin(wr)) . (2.288)

The momentum correlation is
(n| p(0)p(1) Iny = (n| p(0) (p(0) cos(wt) — mwx(0) sin(wt)) |n)

(-1?) . in  (2.289)
5 — mw sin(wt) —.
X 2

0

= cos(wf) (2n + 1)

With p} = mw i, this is

2
(] p(O)p(t) |ny = —% ((2n+ 1) cos(wt) + isin(w) . | (2.290)
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Exercise 2.14 Superposition expectation max. ([/5] pr. 2.17)
For a 1D SHO

a. Construct a linear combination of |0), |1) that maximizes {x) with-
out using wave functions.

b. How does this state evolve with time?

c. Evaluate (x) using the Schrodinger picture.
d. Evaluate (x) using the Heisenberg picture.
e. Evaluate <(Ax)2>.

Answer for Exercise 2.14

Part a.  Forming

) = M, (2.291)

1+

the position expectation is

1
Trop (o) ﬁ(

Evaluating the action of the operators on the kets, we’ve got

Wl xly) = a'+a) (10)+o|1)) . (2.292)

(@' +a) (10)+ 1)) = 1) + V20 [2) + o' [0). (2.293)

The |2) term is killed by the bras, leaving
1 Xo.
1+l V2
‘/_xo Reo

1+|of?

(x) =

(c+07)
(2.294)

Any imaginary component in o will reduce the expectation, so we are
constrained to picking a real value.
The derivative of

o
Ho) =1 (2.295)

is
2

fo)= m (2.296)
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That has zeros at oo = +1. The second derivative is
203 -0?)
(14 02)3

That will be negative (maximum for the extreme value) at o = 1, so the

(o) = (2.297)

linear superposition of these first two energy eigenkets that maximizes the
position expectation is

1
y=—(>10)+1)). (2.298)
V2
That maximized position expectation is
X0
(x)=—. (2.299)
V2

Part b.  The time evolution is given by

[Y(t)) = e H/H— \5 (10) + 1)

(e—i(0+1/2)hwt/h |0) + e—i(1+1/2)ha)t/h |1>) (2.300)

H§||H

- (e—i(ut/z |O> + e—3iwt/2 |1>) .

S

Part . The position expectation in the Schrédinger representation is

(x(t)) = ( iwt/2 0] + e 3iwt/2 <1|) \/5 (aT + a) (e—iwt/Z 0) + e—3iwt/2 |1>)

_Xo
T 2V2

X
== cos(wt).

V2

( iwt/2 <0| +e3iwt/2<1|) (e—iwl‘/Z |1>+€_3iwt/2\/§|2>+€_3iwt/2 |0>)

(2.301)
Part d.
(o) = 5 (€01 + 1) (e ae ) (0)+11)
= E (Ol +(1]) (€ [1) + V2¢™ [2) + €7 0))  (2.302)

X0
= — cos(wt),
V2

matching the calculation using the Schrédinger picture.
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Part e.  Let’s use the Heisenberg picture for the uncertainty calculation.
Using the calculation above we have

(<)

1x2, . . . A A .
=55 (€7 11+ V2e™ (2] + € (0]) (€ 1) + V2e' 12) + &7 0))
% yae)
=—(1+2+
4
= 2.
(2.303)
The uncertainty is
(80?) = () - (v
2
X,
= x% - ?0 cosz(wt)
2 (2.304)
X
= 70 (2 - cos2(a)t))
x2
= 30 (1+sin*(wn)).

Exercise 2.15 Plane wave ground state expectation. ([ /5] pr. 2.18)
For a 1D SHO, show that

(01¢™*10) = exp (—k*¢0[ % 0) /2). (2.305)

Answer for Exercise 2.15

Despite the simple appearance of this problem, I found this quite in-
volved to show. To do so, start with a series expansion of the expectation

. = (ik)™
01e*10) = 3 0 (00 (2.306)

m=0

Let

X = (a + aT) , (2.307)



so that

/) X0
= 4/ —X =X
! 2wm V2
Consider the first few values of (0] X" |0)

(01X 10) = (Ol (a +a") [0)
= (oI
:0’

(01X210) = (0] (a+a") 10)
= (1
~1,

OIX*10) = (Ol (a+a")' 10y
= (11(V212) +10))
=0.
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(2.308)

(2.309)

(2.310)

(2.311)

Whenever the power n in X" is even, the braket can be split into a bra that
has only contributions from odd eigenstates and a ket with even eigen-

states. We conclude that (0| X" |0) = 0 when n is odd.
Noting that (0| X2 |0y = x% /2, this leaves

o (k)™

(0] |0y = (0] x*™ |0)

a2m [ 2\
-y W™ (%] (0] X" |0)

= Z —— (=k*(01 %2 10))" (0 X*"(0).

2m)!

This problem is now reduced to showing that

1 2m _
(2m)! 1 X0y = ml2m’

(2.312)

(2.313)

129



130

QUANTUM DYNAMICS.

or
wxo) = 2
m!2m

_ Cm)C2m—-1)(2m—2)---(2)(1)
- 2"m!
_ 27m)@m — Dm — D@m= 3)m—2) - Q)BD)
- 2"m!
=Q2m-D!!,

(2.314)

wheren!!=nn-2)(n—-4)---.
It looks like (0] X>™|0) can be expanded by inserting an identity opera-
tor and proceeding recursively, like

(01X>"|0) = (0] X* (Z ) <n|)x2'"—2 10)

n=0
= (01 X2 (10) O] + [2) ¢2]) X*"=2 |0)
= (0] X*"2|0) + (0] X*2) (2| X*™210) .

(2.315)

This has made use of the observation that (0] X2 |n) = 0 for all n # 0, 2.
The remaining term includes the factor
2
O1X*2) =0 (a+a') 2)
= ((01+ V2(2)) 12) (2.316)
= V2.

. 2 . . .
Since V2 2) = (aT) |0), the expectation of interest can be written
0] X*™10) = (0] X*"210) + (0] > X*"2 |0} . (2.317)
How do we expand the second term. Let’s look at how a and X commute

aX = [a,X] + Xa
:[a,a+aT]+Xa 5318
= [a,af] + Xa (2318
=1

+ Xa,
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a’X = a (aX)

a(l+Xa)

a+aXa (2.319)
=a+(1+Xa)a

= 2a + Xd’.

Proceeding to expand a>X" we find

a’X? = 6X + 6X%a+ X°a*
a*X* = 12X + 8X3a + X*a?

a’X® = 20X° + 10X%a + X a? (2320
a?X% = 30X* + 12X%a + X5a°.
It appears that we have
X", X"a*| = B, X" + 2nX""a, (2.321)
where
Bn = Bn-1 +2(n— 1), (2.322)

and B> = 2. Some goofing around shows that 8, = n(n — 1), so the induc-
tion hypothesis is

[aZX”, X”az] =n(n—DX"2+2mX" a. (2.323)

Let’s check the induction
AX" = 2x'x

= (n(n = DX"? +20X"'a + X"a®) X
=nn-DX"" +2nX"'aX + X"a*X
=n(n—DX""+2nX" (1 + Xa) + X" (Za + Xaz) (2.324)
=n(n— DX +2nX" 4 2nX"a + 2X"a + X" a?
= X" + 2+ 2m)X"a+ (2n+nn—-1)) X"
= X" 4 2(n+ DX"a + (n + HnX"!,

which concludes the induction, giving

0] @®X"™10Y = n(n—1)¢0| X"~20), (2.325)
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and

(0] X210y = (0] X*"~210) + (2m — 2)(2m — 3) (0] X*"~*]0) . (2.326)
Let

o =01 X"10), (2.327)
so that the recurrence relation, for 2n > 4 is

Oop = 0o + 2n—2)2n - 3)o24-4. (2.328)
We want to show that this simplifies to

o2, = (2n-1D!! (2.329)
The first values are

oo =0 X°10) =1 (2.330a)

oy = (0| X%10) = 1, (2.330b)
which gives us the right result for the first term in the induction

04 =O’2+2><1X0’0
=1+2 (2.331)
= 3!
For the general induction term, consider
Oom+2 = O +20(2n — 1)025-2
=Q2n-D!+2n2n - 1H(2n-3)!!

= Qn+DH2n—- 1!
=Qn+ D!,

(2.332)

which completes the final induction. That was also the last thing required
to complete the proof, so we are done!

Exercise 2.16 Relation of probability flux to momentum.



2.13 PROBLEMS.

Show that the probability flux

¥
i) = —;— (" Vg — gV, (2.333)
m

is related to the momentum expectation at a given time by the integral of
the flux over all space

f dxjx, 1) = @. (2.334)

m

Answer for Exercise 2.16

This can be seen by recasting the integral in bra-ket form. Let

Y(x, 1) = (xY(0)) (2.335)

and note that the momentum portions of the flux can be written as

—i WV (x, 1) = (x| p [y (1)) . (2.336)

The current is therefore

1 .
J06, 1) = 5 (7 (K PO + Y (x| p D))

1
= o (X)) (x| p (@) + X)) xIply(1))")  (2.337)
1
=5 (w@Ix) (x| p (D)) + WOl p 1x) X (1))) -

Integrating and noting that the spatial identity is 1 = f d?x |x) (x|, we have

f dxj(x,1) = YOI p (), (2.338)

This is just the expectation of p with respect to a specific time-instance
state, demonstrating the desired relationship.

Exercise 2.17 Hermite polynomial normalization. ([/5] pr. 2.21)
Derive the normalization constant ¢, for the Harmonic oscillator solu-

tion

Un(x) = cuH, (x m—;) e MR (2R, (2.339)
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by deriving the orthogonality relationship using generating functions

g(x,1) = e Z H (x)— (2.340)
n=0

Start by working out the integral

I= f N g(x, Dg(x, s)e ™ dx, (2.341)

[Se]

consider the integral twice with each side definition of the generating func-
tion.
Answer for Exercise 2.17

First using the exponential definition of the generating function

0 2 . 2 2
f g(x, Dg(x, s)e ™ dx = f o H2X pms R 2sx =X
—00 —00
—12—s2 foo —(x2—21x—2sx)
=e e dx
—00

= o (s’ foo o~ 1=97 g (2.342)

o0

° 2
= ez”f e "du
—00

= Vre*™,

With the Hermite polynomial definition of the generating function, this
integral is

00 0o M sl m
| stwngoeax= [ Y m@E Y Huw e
_ —o n! — m!

= Z ﬁ s_f H,(x)H,,(x)e” *d
n=0 n! m=0 m!
(2.343)
Let
Ay = f ” H,(x)H,,(x)e" dx, (2.344)

and equate the two expansions of this integral

o (251)" a1 o 5™
VI = ) D . (2.345)
24! ]

n!
n=0 m=0




or, after equating powers of "

(o)

Va@sy' =’ %am.

m=0 "
This requires ay,, to be zero for n # m, so

1

\/;Zn = ; Apns

and
f H, () H,,(x)e™ dx = Sy V720! .

The SHO normalization is fixed by

f u,%(x)dx=cﬁf H,zl(x/xo)e_(x/x")zdx

(o)

= cﬁxo \Vr2'n!,

or

h
Vr2'n! A —
mw

mw\ /4 1
— (= 2—n/2
( hﬂ')

ok
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(2.346)

(2.347)

(2.348)

(2.349)

(2.350)

Exercise 2.18 Dirac delta function potential. ([15] pr. 2.24,2.25)

Given a Dirac delta function potential

»?
H=——-Vyo(x),
2m

which vanishes after r = 0.
a. Solve for the bound state for ¢ < 0,
b. Solve for the time evolution after that.

Answer for Exercise 2.18

(2.351)
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Part a.  This problem can be solved directly by considering the |x| > 0
and x = 0 regions separately.
For [x] > 0 Schrédinger’s equation takes the form

W d*y
Ey = . 2.352
v 2m dx> ( )
With
V-2mE
k= = (2.353)
h
this has solutions
=™, (2.354)
For x > 0 we must have
¥ =ae™, (2.355)
and for x < 0
W = be*". (2.356)
requiring that  is continuous at x = 0 means a = b, or
¥ = y(0)e™ M. (2.357)

For the x = 0 region, consider an interval [—¢, €] region around the origin.
We must have

_ 12 2 €
fw(x)d h Z"gdx Vof O(xX)Y(x)dx. (2.358)

The RHS is zero

€ —k(€) _ 1 1-— K(—€)
Ef w(x)dx = ES _g-—¢
e —K K (2.359)

- 0.

That leaves

€ _ hZ € d2
Vo Ifé(x)a,l/(x)dx = %IE %dx

—1 dy|°
2m dx

(2.360)

—€

%w(O) (—Ke_K(E) - Ke"(_e)) .



In the € — 0 limit this gives

Wk
Vo= —.
m

Equating relations for xk we have

- mVy  N-2mE

=7 - —
or

_ l(mVO)2

S 2m\ n )’
with

Y(x,t <0) = Cexp (—iEt/h —klx]) .

The normalization requires

1 =2|C)? f e ¥ dx
0

—2kx |
= 2CRE

-2k 0
_|CP
==

SO

W(x,t < 0) = vVkexp (—iEt/h — «|x]) .

There is only one bound state for such a potential.

Part b.  After turning off the potential, any plane wave
l,b(x t) — eikx—iE(k)t/h

where

V2mE
h 9

is a solution. In particular, at t = 0, the wave packet

k=

2 J—c0

W(x,0) = \/L_ £ B e A(k)dk,

2.13 PROBLEMS.

(2.361)

(2.362)

(2.363)

(2.364)

(2.365)

(2.366)

(2.367)

(2.368)

(2.369)
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is a solution. To solve for A(k), we require

1 ol
i f A dk = ke ™M, (2.370)
JT J—0

Ak) = 1/ f —tkx =KX gy = \/j,<2+—k2 (2.371)

The initial time state established by the delta function potential evolves as

or

1 B oo
Y(x,t>0) = — f R 2m A oy i (2.372)
V2 J-

In terms of m, V; that is

(mVo)3/2 foo eikx—ihkzt/Zm

(x,t>0) = dk
v Th o Jeeo K2R +m2VE[ TP

(2.373)

This integral resists an attempt to evaluate with Mathematica.

Exercise 2.19 Free particle propagator. ([15] pr. 2.31)

Derive the free particle propagator in one and three dimensions.
Answer for Exercise 2.19

I found the description in the text confusing, so let’s start from scratch
with the definition of the propagator. This is the kernel of the spatial con-
volution integral that encodes time evolution, and can be expressed by
expanding a general time state with two sets of identity operators. Let the
position relative state at time ¢, relative to an initial time ¢y be given by
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(X|a, t; t9), and expand this in terms of a complete basis of energy eigen-
states |a’) and the time evolution operator

<X”

a, t;tg) = (x| Ula, 1)

— <X//| e—iH(t—to)/h |a,, t0>

_ (x”| o iH(=10)/ 1 (Z |a') (a'|] |, 1)
=
_ <X”| Z e—iE,,f(t—to)/fl ’a’> <a’|a’, l0>
=

— <X”| Z e—iEa/(t—tO)/h ’a/> <a/| (f d3x/ |X/> <XI|) |(I, t())
— fd3x/ ((X”’ Z e—iEar(t—to)/h |a/> <a/’xl>] <X,

= fd3x'K(x”,t;x’,to) x’

@, ty)

@, 1),

(2.374)
where

KX’ t;X,t9) = Z (x”|a’> <a’|X'> ¢ B t=10)/ Tt (2.375)
a’
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the propagator, is the kernel of the convolution integral that takes the state
la, to) to state |a, 1; fp). Evaluating this over the momentum states (where
integration and not plain summation is required), we have

K(X”,t; X,,to) — fd3p/ <X//|p/> <p/|xl>e—iEp/(t—t0)/h

201 —
- [ ol @rie (-5

:fd3 X"/ pmiX T Xp(_i(p')z(t—to))
(\/_)3 (\/_)3 2mh

1 o —x )0 (p)*(t— 1)
— d3 r i(x"=x")-p'/ _
Qrhy f pe R s

1 (Pt —10)
d i =)} /T LV 00
= aan ) AP T e | i e X
1 (p )2 (1 = 1)
d 1 iy =x)py [ T 2
2nh Py TR eRp T 2mh X
1 P )2 (t = o)
d i(xy=x3)p3/ h 3 .
2h P exp| 2mh
(2.376)
Witha = (t— to) /2m h, each of these three integral factors is of the form
1 .
Ik dpele”/ " exp (—zapz)
= 7 \/5 f due!S¥u!(Nah) exp (—iuz)
— dueiAxu/(ﬁh) x
2rhVa f

exp (—i(u - Ax/(2 Vah) +i(Ax/(2 Vah))?)

1 (i(Ax)szh) f“‘ iz
= exp 5 dze
2nhva At —1o)h? ) J-wo
B —im2mh o ( i(Ax)*m )
472 W2 (1 — 1) P 2(t—10) N

3 m i(Ax)*m
TN 2mint -1 P\ 20=1)n)

Note that the integral above has value V—iz which can be found by inte-
grating over the contour of fig. 2.12, letting R — oo.

(2.377)
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N4

Cy

3 2 851/?

Figure 2.12: Integration contour for f e

Multiplying out each of the spatial direction factors gives the propaga-
tor in its closed form

3 Yy "2
yo B m ix" —x")ym
KX",t;x, 1) _( ,27rih(t—t0)) exp( =10 ) (2.378)

In one or two dimensions the exponential power 3 need only be ad-
justed appropriately.

Exercise 2.20 Partition function, ground state energy. ([/5] pr. 2.32)

Define the partition function as
— 3 7 A
Z= fd X KX, 1;X ’0)|,6':iz/h’ (2.379)

Show that the ground state energy is given by

10Z

a5 B (2.380)

Answer for Exercise 2.20

The propagator evaluated at the same point is

KX, t;x,0) = ; (|} o'y X" exp (_ iErj,t)
- D ewnf e (-22) s

= Z (X | exp (~EuB) -
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The derivative is
aZ / ’ ’ 2
B —fd3x ;Ea/Kx |a)|" exp (~EuB) . (2.382)
In the 8 — oo this sum will be dominated by the term with the lowest
value of E, . Suppose that state is ¢’ = 0, then

10z [ XK1 exp (~Eof)

oo ZOB [ dxkxl0) exp (~Eoh) (2.383)
=E.

This stat mech like result seems very striking and profound, and makes
me want to go off and study the QM formulation of stat mech that I recall
seeing in [13], but not covered back in phy452.

Exercise 2.21 Momentum space free propagator. ([/5] pr. 2.33)

Derive the free particle propagator in momentum space.
Answer for Exercise 2.21

The momentum space propagator follows in the same fashion as the
spatial propagator

P |e.t:10) = (p”| Ul 1)
— <p//| e—iH(t—to)/Tl |CZ, lo)

_ <p//| e—iH(t—to)/h (Z |a'> (a’|) e, to)
Y
WS e
7

— <p//| Z e—iEa/(t—to)/FL |a/> <al| (f d3p/ |p/> <p/|) |C¥, tO)

- [ [<p"| > ittty <a'|p'>) »

— fd3p/K(p//, t; p/, IO) <p/

@, 1)

@, 1),

(2.384)

SO

K(p//’ t; p/’ tO) — Z <p//'a/> <ar|p/> efiEa/(tfto)/h' (2385)
a/
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For the free particle Hamiltonian, this can be evaluated over a momentum
space basis

K(p", t: p/’ tO) — fd3p/// <p//|p///> <p///|p/> e—iEpm(t—to)/h

_ 3y | rrr " _-(p”’)z(t_t())
—fdp P"p"")6(p p)exp( i )
_ A -(p,)z(t_tO)
=(p 'P ) exp (_lw),
(2.386)
or
N2(4
K(p”,t;p’,t0) = 5(p” — p’) exp (—i(p)zfn—thto)) : (2.387)

This is what we expect since the time evolution is given by just this expo-
nential factor

7\2
t— 1
(p’|ev. 193 1y = (p’| exp (—i%) lev, 1)
o (2.388)
e[ ®LC=0)
2mh 07
Exercise 2.22 Gauge transformation, free Hamiltonian. ([ /5] pr. 37(a))

Given a gauge transformation of the free particle Hamiltonian to
1
H=—II1I + e¢, (2.389)
2m

where

M=p- SA, (2.390)

calculate mdx/dt, [I1;,11;], and md*x/df*, where x is the Heisenberg
picture position operator, and the fields are functions only of position

¢ = ¢(x), A = A(x).

Answer for Exercise 2.22

The final results for these calculations are found in [15], but seem worth
deriving to exercise our commutator muscles.
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Heisenberg picture velocity operator — The first order of business is the

Heisenberg picture velocity operator, but first note
c c

2 ¢ e
=p —-(A-p+p-A)+ A"
c c

(2.391)

The time evolution of the Heisenberg picture position operator is therefore

dx 1

. __xH
dt ih[x’]
1 2

= T 1T

LI S A)+62A2
“inom |TP TG PP 2
_ ! ([X,pz]—f[XA-p+p-A]).
ih2m ¢’

For the p?> commutator we have

2
7] = i
= 2ihpy,
or
[x, p2] = 2i hp.

Computing the remaining commutator, we’ve got

(X P A+A-p] = x,pAs — psAsx,
+ X Asps = AspsXr
= ([xr, ps] + Psxr) Ay — PsAX,
+x:Asps = As ([Ps, %] + x,p5)
= [Xr, ps] Ay +M
+M+ A [xr, ps]

= 2iho,sAs
= 2ihA,,

SO

[X,p-A+A-p|]=2iRA.

(2.392)

(2.393)

(2.394)

(2.395)

(2.396)
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Assembling these results gives

dx 1 e 1
DL ta)ly
dt m (p c m

as asserted in the text.

Kinetic Momentum commutators

[I1,,11,] = [pr— €A,/c, ps — eAs/c]

= [prpif -2 ([pr,As] (A, py]) + —M

cfonitan)

_ eh 6A (')A
¢ ox, ﬁxs
ieh
= ——¢bB;,
c
or
ieh

[HV’HS] = —é€ub;.
C

Quantum Lorentz force  For the force equation we have

B
a2 dt
1
= IILH
— [IL H]

1 1
= |1 %] + — [Leg].

For the ¢ commutator consider one component

M) = e|p = 24,.]

=e [pr’ ¢]
=e(— lh)a—¢
O0x,
or

r [IL, ep] = —eV¢ = €E.

(2.397)

(2.398)

(2.399)

(2.400)

(2.401)

(2.402)
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For the IT> commutator I initially did this the hard way (it took four

notebook pages, plus two for a false start.) Realizing that I didn’t use

eq. (2.399) for that expansion was the clue to doing this more expediently.
Considering a single component

[n,, n2] = [I1,, T1,I1]
= I1I1,IT, — IT,IT,II,

= ([T1,. T0,] + I 1, - T, ([IT,, 1] + 1) 5407
= ihgem (BIL, +1IL,B,),
or
! [ILI2| = " eue, (BIL, +11,B,)
ih2m 21210 (2.404)
= 5 — (IIxB-BxII).

Putting all the pieces together we’ve got the quantum equivalent of the
Lorentz force equation

=eE+ —[—XxB-Bx—

d*x e (dx dax
i . 2.405
"ar 2c ( dt dt ) ( )

While this looks equivalent to the classical result, all the vectors here are
Heisenberg picture operators dependent on position.

Exercise 2.23 Gauge transformed current. ([15] pr. 2.37 (b))

a. For the gauge transformed Schrddinger equation

1 0
m II(x) - IIX)Y (X, 1) + edp(X)W(X, 1) = i h— (X, 1),
m ot

(2.406)
where
TI(x) = —i RV — SA(X), (2.407)
find the probability current defined by
i +V-.j. (2.408)

ot
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b. Once obtained, let use a ¥ = +Jpe’/" wavefunction representa-
tion, and find the corresponding form for the probability current.

c. Evaluate f &xj.

Answer for Exercise 2.23

Part a.  Equation eq. (2.400) and its conjugate are

_ i
—H Iy + edy = lh(?t

oy*
or’

| (2.409)
2—1Tk IT'y* +epy” = —ih—

which can be used immediately in a chain rule expansion of the probabil-
ity time derivative

5P W

!0
6 —lhw

0
+1h;b

=y ( IT- Hl//+€¢¢)
(2.410)

1
;b(—r[* ATy + e¢¢*)
2m
1 * * NS
= 5 (I Ty - I - Iy).
m
We have a difference of conjugates, so can get away with expanding just

the first term
LTy = y'y

=y (—ihV _ EA) - (—ihV - SA)w 2.411)

=y ( 12v2 4

Z’ (A-V+V-A)+ AQ)w.

Note that in the directional derivative terms, the gradient operates on ev-
erything to its right, including A. Also note that the last term has no imag-
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inary component, so it will not contribute to the difference of conjugates.
This gives

=y (— V2 + % (A-Vy+V- (A:,//)))
—y (— V2t — % (A-Vy* + V. (Aw*))) (2.412)

=2 (W*VZw . l!/VZt//*)
(WA VYV (AY) +YA VYT YV - (AY))
The first term is recognized as a divergence
V- (¥ VY —yVy)
=y'V-Vy+Vy-Vy* —yV . -Vy* —Vy* - Vy (2.413)
ARSI
The second term can also be factored into a divergence operation

WA VY + YV - (AY) + YA VY YV - (AYT)
= (VA - VY + UV - (AU)) + (WA - V" +y*V - (Ay)) (2.414)
=2V (Ayy").

Putting all the pieces back together we have

G _ 1
o~ 2mih
1

_ R 2 * _ * @ *
=V Zmih( ne (Y VY —yVyT) + . 2AW) (2.415)

= V‘(Z— (W' VY —uVy") + — A )
m mc
From eq. (2.408), the probability current must be

h
§= 5 VU= uVy) - Ay, (2.416)
m mc

or

j= L (0" V) — —Agy*. (2.417)
m mc
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Part b.  To find the ¢ = \/ﬁe’S/ " form of the current, note that
Vi = 5"V \Jp + \peS' "V (iS/ 1), (2.418)
)
UV = \pV+p+ iLhDVS. (2.419)
Discarding the real part of this product, we have
i= EpVS - Ap. (2.420)
m mc

or

j=L (VS = EA). (2.421)
m C

Part c.  Finally, note that

—ihVy = (x|ply). (2.422)

SO

h
j=—1Im (<‘f|x>(i)<x|p|¢>) — S A Ix) (xly). (2.423)
m h mc

Integrating over all space to eliminate the identity operators, this is

f d*xj

1
~Im (i (¥ p ) — A (Wl
m nmc

1
—wi(p-2A)w) (.424)
m C

1
—«II).
m

Exercise 2.24 Coherent States. (2015 ps2.1, and [15] pr. 2.19(c))

Consider the harmonic oscillator Hamiltonian H = p?/2m + mw?*x*/2.
Define the coherent state |z) as the eigenfunction of the annihilation oper-
ator, via a |z) = z|z), where a is the oscillator annihilation operator and z
is some complex number which characterizes the coherent state.

a. Expanding |z) in terms of oscillator energy eigenstates |n), show
that [z) = C e’ |0). Find the normalization constant C.
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b. Calculate the overlap (z|z’) for normalized coherent states |z).
c. Using the wavefunction |z), compute (x),{(p), <x2>, and <p2> by
defining x, p in terms of a,a’.

d. The time evolution of any observed quantity in quantum mechan-
ics can be described in two ways:

(a) Schrodinger: the wavefunction evolves as [y (£)) = e /7 |y(0))
and the operator A is time-independent, or

(b) Heisenberg: the wavefunction is fixed to its value at ¢t = 0,
say |¢) , and operators evolve as A(f) = ¢!/ Ae=H!/ T

Show that both prescriptions yield the same result for any matrix
elements or measured quantities.

e. Using the Heisenberg picture, compute the time evolution of
(0, (p®), (X)), (2.425)

and < pz(t)> in the coherent state |z). Comment on connections to
classical dynamics of the oscillator in phase space.

f. Show that |f (n)|? for a coherent state written as
)= ) fmny, (2.426)
n=0

has the form of a Poisson distribution, and find the most probable
value of n, and thus the most probable energy.

Answer for Exercise 2.24

Parta. Let

[

2y = > ealn), (2.427)

n=0



The defining identity for |z) becomes

(9]

al) = ) eaaln)

= cuzln) .
n=0

Equating like terms provides a recurrence relation for ¢,

Cn—12
n = ’
Vn
or
€02
] =—
Vi
caz oo
C=—=
V2 V2x1
c [6Y4 CoZ3
3= — = —F,
Vi V3l
or more generally
co"
Ch = .
Vn!

or

n

= Z
= n).
I2) CO; woid

A similar recurrence relation can be constructed for |n)

Iy = a’ In\—/ﬁ1>
= (ClT)z —ln _ 2>
V) (n-1)
— (a'}‘)n—l |I’l - (n - 1)>
V- 1)(n—2)...n — (n—2))
= (aT)n |O>

V!’

2.13 PROBLEMS.

(2.428)

(2.429)

(2.430)

(2.431)

(2.432)

(2.433)
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so that

2y =co ), (anf) 0), (2.434)
n=0

or

12) = coe® ?10). (2.435)

The normalization follows nicely from the eq. (2.432) representation

(Z )m n

| )

(2lz) = |co|2

n,m=0

2n
2 |z]
= ool § (nl = In)
n.
2
|2 z : |2]"

2
= leol i

=1.

(2.436)

Picking a real value for the constant provides a z-dependent normalization
for the state

co = e 2, (2.437)
or
l2y = e kP24 oy (2.438)
Part b.
IEPREEPRRS @)y @)"
(@) = RN o
| H;O Vm! Vn!
o/ Z< |(Z )" (Z )" ) (2.439)

=exp(—|zl 12-Z| /2+z*z').

This can be rewritten in terms of the absolute difference between the two
z values

{2’y = exp (—% (|z ~ 7 —2ilm (z’z*))) : (2.440)

however I’m not sure that’s any prettier.



Part c.

SO

First note that
(@da’ = (alz))’
= (zI2))"
= {77,

<m=f%@m+fm

X0 "
=—(Zz+7 2

2

V2

X0

V2

2
N mw 2

(z+2%)

hz+7

ih .

{(zla" —alz)
X()\/E

Zz-7"2)
XQ\/_
V2mha)Z;Z

l

X3

Nlom Nlom Nlckw Nlokm N

(

{z] (a2 + @) +aa’ + aTa) |z)

(7| (a2 + (aT)2 + [a, aT] + 2aTa) |2)

3@
3

o
3

d(a+a’) k)

24+ +1+27 z)

@+ +1)

Lw((z+z*)2 + 1),

2.13 PROBLEMS.

(2.441)

(2.442)

(2.443)

(2.444)
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and

12
P) = 22 i (a - a) oy
2x0
2
= ;7 | ((aT)2 +a*—aa - a%a) |2)
0
- 2 (@[] - 2a) ) (2:445)
X0
2
= ;? ((z*)2 +22-1- 2z*z)
o

= T(l—(Z—Z*)Z).

As a check against what was stated in class, observe that the minimum
uncertainty are satisfied

2
X
(@)= =P+ +1-+2))
; (2.446)
_ X
=2
and
2 2 h2 32 12
(7)== 5 (1-G+aV - ~-2)
0
2 (2.447)
2xg
so we have
h
AxAp = 5 (2.448)

Partd.  Suppose that {|i/)} is a basis for the observable A. In the Heisen-
berg picture the matrix element for that operator is

<¢|A(t) |wl> - (lM eiHl‘/flAe—th/h |¢l>

= 3wl ALy e g
v
(2.449)
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This product of three matrix elements has the structure of a similarity
transformation UYAU, where U is the matrix element of the time evolu-
tion operator and A is the matrix element of the observable A.

Compare this to the Schrodinger picture matrix element with respect to
time evolved states

WA @) = (@) A (e y))

= D Wl | Al e .
v
(2.450)

This has exactly the same structure as in the Heisenberg picture. Since av-
erage quantities are matrix elements with respect to the same pair of states,
this shows that measurements are independent of whether the Heisenberg
or Schrodinger picture is used to describe those measurements.

Part e.  With time evolution in the mix using the Heisenberg represen-
tation of the annihilation operator a(f) = ae™™, the x expectation is

(x(1)) = X0 {z (ae_i“” + aJ’e"“”) |z)
;5 ' . (2.451)
==L (ze_"‘” +7"e ) .

V2

It’s clear how to generalize the stationary state calculations in part c, and
can do so by inspection

(x) = % (Ze—iwt + Z*eiwt)
(xp) = % (Ze—iwt + Z*eiwt) (Ze—iwt _ Z*eiwl)

Imh . .
(p) = —i mzw (Ze—twt _ Z*em)t) (2.452)

() = ﬁ((ze—iwt_'_z*eiwt)Z_'_ 1) = (24—

2mw
<p2> — mThw (1 _ (Ze—iwt _Z*eiwt)Z) — <p>2 + m_;lw
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In class, symmetric and antisymmetric conjugate sums of z were identified
as position and momentum, with

/2hR | h (+*)
X0 = v/— Rez= | —
0 mw . mez .

(2.453)
h
po= V2mhwlmz = —i\/m—zw (z—2").
With that identification the expectation values above are
(x) = xo cos(w) + L sin(wr)
mw (2.454)

(p) = po cos(wt) — mwxy sin(wt).

These expectations are analogous to the phase space trajectories of classi-
cal particles.

Partf.  The Poisson distribution has the form

np—H
Py =22 (2.455)
n!
Here u is the mean of the distribution
()= ) nP(n)
n=0
:Z”
— n!
"= (2.456)

n—1

e M
S,
Zi{n-1)!

= ue Het

= U.
‘We found that the coherent state had the form

Z
m=m§ — |n), (2.457)
n=0 !

n
n.
so the probability coefficients for |n) are
"2

2 Iz
P(n) = ¢ P

(2.458)

_ el

=e _—.
n!
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This has the structure of the Poisson distribution with mean y = |z|2. The
most probable value of 7 is that for which | f(n)|? is the largest. This is, in
general, hard to compute, since we have a maximization problem in the
integer domain that falls outside the normal toolbox. If we assume that n
is large, so that Stirling’s approximation can be used to approximate the
factorial, and also seek a non-integer value that maximizes the distribu-
tion, the most probable value will be the closest integer to that, and this
can be computed. Let

gn) = f(m)P

e Hu"

n!
_ et (2.459)
T plnn!

~ e H Inn+n n

u

= M Inn+n+n lny.

This is maximized when

0=
"~ dn (2.460)
=(-Inn—1+1+Iny)g(n),

which is maximized at n = u. One of the integers n = |u] or n = [u]
that brackets this value u = |z]> is the most probable. So, if an energy
measurement is made of a coherent state |z), the most probable value will
be one of

E = h(|_|z|2J + %) (2.461)

or

E=h (|'|z|2'| + %) (2.462)

Exercise 2.25 Aharonov Bohm effect. (2015 ps3.1)

a. Consider Young’s double slit experiment with electrons, having
a monoenergetic source of electrons hitting a double slit with slit
spacing d, with the electrons then landing on a screen at a distance
D away from the double slit. For electrons with energy E, find
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the de Broglie wavelength A, and hence the spacing between the
fringes on the screen. You can ignore the drop in intensity as the
electron beam ‘spreads’ when it travels from the slits to the screen
(recall that the slits act as effective point sources), so just take
phase changes into account along the travel path.

b. Next, imagine a thin solenoidal flux ® being placed between the
two slits, so that electron paths which encircle the flux once will
pick up an Aharonov Bohm phase e®/ fic. Compute the resulting
shift in the interference pattern on the screen. Show that when the
flux @ is increased from 0 — hc/e, the interference pattern shifts
by exactly one fringe, so the new pattern appears the same as the
old. This is the same flux periodicity we saw in class for the energy
levels versus flux for a particle on a ring.

Answer for Exercise 2.25

Parta.  In general, the superposition of two equal amplitude wave pack-
ets with the same wavelength can be factored into a phase and amplitude

ei(wt—kL1) +ei(wl—kL1) — ei(wt—kL1/2—kL2/2) (e—ikLl [2+ikLy /2 +eikL|/2—ikL2/2)

= 2l (WI=kL1[2=kL2/2) (o (k(Ly - Lz)/2) .
(2.463)

Now consider the geometry of this screen configuration as sketched in
fig. 2.13. The upper and lower path lengths are

Figure 2.13: Double slit interference.
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LLQ = ﬂDz + (y¢d/2)2

i OO
R} D(l . EM) (2.464)
2 D?
=D+ L(y Fd/2)%.
2D
To first order the length difference is
Li~Ls = 50~ dJ2Y = 5y +d]2)
(2.465)
vd
=-5

The amplitude of the interference pattern, at height y on the screen is gated
by the cosine

kyd ,
-—. 2.466
cos ( °D ) ( )
This has peaks and zeros separated by
kAyd
= _ 2.467
D " ( )
or
2rxD
Ay = —. 2.468
Y= T ( )
The electron wave number ( k = 27/1 ) is
V2mE
k = Z‘ : (2.469)
so the peak separation is
Dh
Ay = . (2.470)
dVN2mE

Part b.  Suppose the upper electron path has a positive orientation with
respect to the vector potential direction, while the lower electron path has
a negative orientation. The sum of the wave packets will have the form

eia)t—kLl —e®/ hic iwt—kLy+ed/ hc

+e
— 2ei(wt—kL1 [2—kL,/2) (e—ikL1/2+ikL2/2—e<I>/ he + eikLl/Z—ikL2/2+ed>/ hc)

— 0 piwikLI [2-KL2/2) oo (k(L1 _L)2+ Q)
he
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(2.471)
As ® — ch/e the additional phase term approaches
h
7= 2n, (2.472)

so the entire interference pattern is shifted exactly one full cycle.

Exercise 2.26 Landau Levels - Symmetric gauge. (2015 ps3.2)

Consider a charged particle moving in two dimensions (xy-plane) in a
uniform magnetic field ByZ perpendicular to the plane. Let us work in a
different gauge from the Landau gauge we discussed in class, namely, let
us set

B
A= 70 (x§ = yR), (2.473)
where (x,y) denotes the particle position. This is called the ‘symmetric
gauge’.
In this gauge,
a. work out the energy spectrum, and the eigenfunctions, and

b. provide a crude counting of the number of states per energy level
(i.e., the degeneracy) for an electron on a disk of radius R.

Answer for Exercise 2.26

Part a.  Using the approach suggested by our practise problem [15]
pr. 2.39, the Hamiltonian for magnetic field driven motion constrained to
a plane, can be factored into raising and lowering style operators

H—i( —fA)2

T 2m c

= oo (12 1)’ (2.474)

((IT, —iIly) (IT, +I1,) — i (IT,IT, - T1,I1,)),

1
2m
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That commutator term is proportional to the magnetic field strength

ITIT, - IT,IT, = [I1,,IL,]
e e
o bRy
2
e e
= [pesrs = £ (A py] + Do A) + (2] [Acrs]
0A, 0HA
= —E(—ih) —_r_
c ox 0Oy
h
-i¢%p.
C
.ehBy
=1 s
c
(2.475)
o)
1 . . ehBy
H= . (TT, —illy) (TL, +iITy) + Cy (2.476)
Writing
w= @, (2.477)
mc
this appears to have the structure of the 1D Harmonic oscillator
1 . . hw
H= % (Hx - lHy) (Hx + lny) + 7 (2478)
Observe that
[IT, + 1y, IT, —iI1,] = i [IT,, T1,] — i [IT,, IT,]
= —2i [I1,, 11,
_ 2enBy (2479)
¢
= 2muw.
With
1
b= (IL, +iITy), (2.480)
2mwh

the Hamiltonian has the form

1
H = hw (bTb + 5), (2.481)
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where
[b.67] =1, (2.482)

just like the 1D SHO. The energy levels are therefore

1
E, = hw (n + 5) (2.483)
For the symmetric gauge where A, = —Boy/2,A, = Box/2, the lowering
operator has the form

1
V2mwh
—ih
V2mwh
—ih ( mw
— 8x+i6,+—(x+iy)).
2mwh Y2n

. e By .
b (Px tipy— o5y zx))

. eBy ..
(Bx +idy + %(ty + x)) (2.484)

With

mw  eBy
- _ % 24
CTon T 2ne (2.485)

The first state is defined by

0 = (x,y|£10)

2.486
o (0y + 10y + a(x + iy)) u(x, y). ( 2

For integer n, this has solutions of the form
un(x,y) = € (x+iy)" e @), (2.487)
which can be verified directly

(Ox + 10y + a(x + iy) ) un(x,y)

= (0y +i0y + a(x +iy))cy (x +iy)" (¥ 7)1

= cne_"(x2+y2)/2(n (x+iy)"™! (1 + i2) X (2.488)

—a (x+iy)" (2x+2yi) /2 +a (x+iy)")

=0.



The normalization is given by

1= f | (x, y)* doxdy
= |cn|2flx—i—iylz"e_“(xz”z)dxdy

00
2
= |cn|2f 2mrr?e™ " dr.
0

Let ar? = t, with 2rdr = dt/a, for

| = |cn|2ff (—) e ldt
a 0 (04

00
s 1 -
= |eul? : f (D=1~ gy
an+ 0

= |
|Cn| n+1n' ’
SO
a,n+1
Cn = )
n'm
and
CU’H'I )
uy(x,y) = ) (X-i—ly) e
n.mw

n —a(x? +y2)/2

2.13 PROBLEMS. 163

(2.489)

(2.490)

(2.491)

(2.492)

Part b.  The wave functions decay exponentially, and beyond a certain
threshold (dependent on n), not much of the wave function will contribute
to the probability density. To get a feel for this, the probability density
2rr|un(r)? is plotted for n = 2,4,6 with @ = 1 in fig. 2.14.
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2 2t
n!

0.8

0.6 -

02

Figure 2.14: Some representative probability density plots.

What is the value of r for which the probability density is maximized

for a given value of n? That is

0= % (27'rr|un(r)|2)

a,n+1 d n _—ar?
=21 g E (rr e )
n+1 2
=2n — ((Zn + D22l (—Za'r))e_“
an+l )
=2r ((Zn +1)- 2ar2) P
n!

which occurs at
, (2n+1)
r° =
2«

3 +1 2 he
-\ 2 €B()‘

(2.493)

(2.494)

If this is less than R?, and assuming 7 large with respect to 1/2, and 7> <

R2, this is

(2.495)



or
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- eByR?
n=<
2 he
2
eBorR (2.496)

he
ed

%.

The approximate number of ground states if the particle is confined to a
disk of radius R is proportional to the magnetic flux ® = f B - dS = BynR?
through that disk.

Exercise 2.27 Aharonov Bohm effect. ([15] pr. 2.28, 2015 ps3.3)

Consider an electron confined to the interior of a finite hollow cylinder

with its axis being Z. Let the inner and outer walls of the cylinder be at
radial coordinates p, and p, > p, respectively. Let the cylinder have its
top and bottom ends at z = 0, L.

a. Find the eigenstates for a particle confined to this cylinder (ignore

normalization), and show that its energies are given by

R, ()
Elmn:% ko + 7 (¢=1273,---;m=0,1,2,--+)
(2.497)

where k,,;, is the nth root of the equation

Jm(kmnpb)Nm(kmnpa) _Nm(kmnpb)Jm(kmnpa) =0. (2498)

. Repeat this problem with a uniform magnetic field BZ which is

confined to the region 0 < p < p, (i.e., only in the hollow part of
the cylinder).

. Show that there is a periodicity of the energy levels with the field,

with the period being such that 7p2B = 2xNTc/e.

Answer for Exercise 2.27

We can model this geometrical constraints of these two configurations

H=— (—ihV - fA) +V (2.499)
C
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where
1
V =p0,+ -0y + 120, (2.500)
Je,

and

. { 0  ifp€lpappl.zel0,L] (2.501)

) otherwise.

The effects of the potential require that a wavefunction ¥ solution of this
equation satisfies

Y(@l,=0,r =0, (2.502)
and

Y (©Op=p, pp = 0 (2.503)
leaving

1 ) e \?
H=— (—lhv -2A). (2.504)
2m c
in the interior region of the cylinder where the electron is free to move.

Part a.  Without a magnetic field, in the interior of the cylinder, the
Hamiltonian is
— 12
Hy = ——Vy
2m
_-w (1

1
= % ;8[, (papl//) + p—26¢¢l// + azzl//) .

(2.505)

Assuming a solution is possible using separation of variables, let

Y(p, §,2) = P(0)D(P)Z(2), (2.506)
so that
Hy = Ey
= Pz (2.507)
2

1 1
= % @Z;(?p (papP) + PZ;G(M,CI) + PCIDGZZZ) .
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or

-n* (1 1 1
E= 2w (Eﬁf’ (03pP) + g O0s®+ zé‘zzZ), (2.508)

Let E = E’ + E,, where

-n*1
E, =—-27". 2.509
=57 ( )

This has solution

Z = ek, (2.510)

where k; = /2mE;/ h. The z = 0, L boundary condition requires that

k.L = nl, leZ (2.511)
or
ml
k, = —. 2.512
=7 ( )

That means that the total energy is of the form

W (al\’
E=E+—|—]| . 2.513
2m ( L ) ( )
Now we consider the remaining subset of the eigenvalue equation
2

, -n(p 1
Ep* = S (;ap (P3pP) + G 000® | (2.514)

‘We are free to let

-’ 1

which has solution
P = ¢o?, (2.516)
where ks = /2mEy/ h. Geometry requires ky(27r) = 2nv,v € Z > 0, or

h22
Ey=—

. 2.517
2m (2317)
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This leaves

_th h2V2
E'p*=—24, (00,P) + — 2.518
or
2 2m _, 5 5
0=p 8ppP+p0pP+(?Ep —V)P. (2.519)

With p’ = %p, this is the standard form (eq. 10.2.1 [5]) for Bessel’s

equation as a function of p’, with solutions J.,(0"), N,(p’). In particular,
the linear combination

aJu(0') + BN, (p'), (2.520)

is a solution. The geometry requires this vanish at p,, pp. With

ImE’
k = ,/%, (2.521)

those boundary value constraints can be written as

0 {Jﬂacpa) N, (koy)| || 0.522)
Juy(kpp) Ny (kpp)
This is satisfied when the determinant is zero
0 = Juy(kpa)Ny (kpp) = J v (kpp)Ny(kpa). (2.523)
The total energy eigenvalue is
2
E = ﬁ(hk)z + % (”zl) . (2.524)

With minor differences in indexing notation, this completes the demon-
stration of eq. (2.497) and eq. (2.498).
The complete wavefunction associated with this energy eigenvalue is

¥ = (aJs,(kp) + bN,(kp)) e”? ™/ L, (2.525)
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Part b. A magnetic field that is isolated to the hole of the cavity is
described by the piecewise vector potential

A=) 20®  ipzp (2.526)
Lo ifp<pa

o

Checking this for p > p, we have

(2.527)

and for p < p,

VXA=

>
_an
+
SR RSN
>
Y
N—
X
e
A%
SN—

D N

] 2.528
)) ( )

—_———
>
X
>
+

I
o]
.N)

In the conduction zone of the cylinder the Hamiltonian is now
A2
) eB ,¢
=5— (—l hv — ;Epa—) (2.529)

Expanding the cross terms we have

A

p p p

RSl RS
o e

. @) (2.530)

R ¢ )
=|(pd =0 o|-
(p p:,l/+p o+ 0 -

1
= p_28¢¢,
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and
¢ ¢ ¢
SV =S Loy
P ”1 P (2.531)
_ ;aq&w
so we have
v.2.% v_25 (2.532)
p P p? !
The complete Hamiltonian is
Hy = Ey
- i heBp? 1 (eBp? >
= % (p (pc’ipt//) 6¢¢¢/ + 8ZZ¢) > 8¢z// + — m ( ch ) l!/
(2.533)

Proceeding the same way with separation of variables using ¢ = P®Z,
we have as before

Z — eiﬂ'l/L

E=E+—|—

2 (,,1)2 (2.534)
2m ’

and are left with

-1 (p 1 iheB ,1 1 eBp22
Ep*=—|L P)+ —0pp®@ |+ — - —p2—20,P + — | —2| .
P = om (Pa”(pap )+ o )+2mczp“c1> %9 +2m( 2¢

(2.535)
Now set
- lheBpa 1 (eBp? ?
D+ ¢| = E,. 2.536
@0 ®* S 0P 3\ 20 ¢ (2.536)
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With @ = ¢, that gives

2,2
Ey = _( i+ zheBpa( )+ 1 (eBpa)

2c

3 h2 > heBp? L 1 (eBpa)

2mc v 2m\ 2c
_ "’Bpa ! eBpa (2.537)
2m 2c
3 eBpa eBpa N 1 (eBp? 2
B 2hc 2hc 2m\ 2c
3 eBpa
- 2 he

We are left with

—h2
Ep* = ( P ) E
p” = 5B (P9pP) )+ Eg
2 (2.538)
_—h2( o, aP)) n*(  eBp?
-~ 2m p 2m\" " 2he |
or
2
2mkE’ eBp?
2 7" 2 a
P P —|v- P=0. 2.539
tp +(h P (V th)) ( )
With
eBp2
r— 2.540
ViEve oo ( )
and
’
g = V2mE , (2.541)
h
this is, once again, a Bessel equation with solution
P =aJ.,(kp)+ bN, (kp). (2.542)

The full solution is

¥ = (aJsy (kp) + BN, (kp)) e*?e™/L, (2.543)
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Partc.  With 6 = eBp2/2hic, and N = v, eq. (2.537) takes the form

o =(N-0)", (2.544)
which has zeros when N = 0, or
eBp?
= ) 2.545
2hc ( )
Shuffling terms, this is
2N h
e B, (2.546)
e
which is the desired result.
Exercise 2.28 Two spin time evolution. (midterm pr. 1.iii)
Compute the time evolution of a two particle state
1
y=—(T=-1N), (2.547)
V2
under the action of the Hamiltonian
hB
H= —BSZJ + ZBSX,Q = 7 (_O-z,l + 20—x,2) . (2548)

Answer for Exercise 2.28
‘We have to know the action of the Hamiltonian on all the states
Bh
HITT) = > =1y +211L)
Bh
HIT|) = 5 (=1t +21mM)

Bh
HITY = — (LT +21L))

Bh
HILL = == (L) +21L1)).

With respect to the basis {|TT),|Tl),[LT),|ll)}, the matrix of the Hamil-

(2.549)

tonian is
-1 2 00
B _
g B2 -1.00p (2.550)
210 0 1 2
0 0 21
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Utilizing the block diagonal form (and ignoring the 7B/2 factor for now),
the characteristic equation is

0= -1-2 2 |f1t-a 2
2 -1-2/] 2 1-2 (2.551)
=(@+*-4)(1-27-4).
This has solutions
1+4=4+2, (2.552)
or, with the /B/2 factors put back in
A==xhB/2,+31hB/2. (2.553)

I was thinking that we needed to compute the time evolution operator
U = e Hh, (2.554)

but we actually only need the eigenvectors, and the inverse relations. We
can find the eigenvectors by inspection in each case from

2 2 0 0
H—(l)E:@ 2 200
2 2 10 0 2
0 2 0
0 2 0 0
hB B
H—(—l)—=—2 000
2 210 0 2 2
0 0 2 2
) (2.555)
4 2 0
hB KB -
K (3)1B _ 1B 2 4 0
2 210 0 -2
o 0 2 -2
2 2 0 0
hB  hB|2 2
H-(-3)— = — 0o
2 210 0 4 2
0 0 2 1
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The eigenkets are

1
)= —
v V2
1
3= —
B V2

or

1) =

-3) =

V211 = 1) +11L)
V2I-1)y = 1) = ILL)

V213) = L1 + 1)
V21-3) = 1) - 11L).

‘We can invert these

(I +1-3))

(I =1-3))

(I3 +1-1))

(13 -1-1)).

1

S

&l -

(2.556)

(2.557)

(2.558)

The original state of interest can now be expressed in terms of the eigen-

1
ITT) = @
1
Tl = @
1
LTy = @
1
Ly = @
kets
1
V=3

(I =1=3y=13)-1-1).

(2.559)
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The time evolution of this ket is

(e—iBt/Z |1> _ e3iBl‘/2 |_3> _ e—3iBt/2 |3> _ eiBl‘/Z |_1>)

| =

w(n) =

1 ; .
= 275(513'/2 (T +110)) =2 (111 = 11L)

— e IBU2(111y 4+ 111)) — B2 (111 - |¢L>>)
_ 2_15 ((e_,-Bt/z — B 1) + (e 1 IB) 1)
(2 4 R ) o (2 ) )
= (R e Ry 4 R (R 2

_ B2 ( o212 eZiBt/Z) 1LT) + 1B/ ( 2iBI/2 _ e-zmz/z) 1 l))
- %(i sin(Br) (772 |11) — ¢P/2|11))

+cos(Bn) (¢#210) =PI ID)).
(2.560)

Note that this returns to the original state when ¢ = 2%”, n € Z.1think I've
got it right this time (although I got a slightly different answer on paper
before typing it up.)

Exercise 2.29 Particle in uniform fields. (2015 midterm p2)

Find the energy eigenvalues and states for a charged particle moving
the in the x, y plane in a uniform magnetic field Bz and a uniform electric
field EY.

Answer for Exercise 2.29

The Hamiltonian for such a problem has the form

(px— qAx/C)2 + (py - qu/C)2 +

H =
2m 2m

40, (2.561)

where A, ¢ are the potentials for the electromagnetic field. Since we don’t
want a time dependent electric potential, our only choice is

E§ = V¢ = —V(-Ey). (2.562)
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We have many choices for the magnetic field, but it will have to be of
the form A = B(-ay, bx, 0), for example a = b = 1/2. The Hamiltonian
becomes

_ (px+qBay/c)’  (py—qBbx/c)

H
2m 2m

qEy. (2.563)

We seek a wave function that makes this separable. If we try ¢ = ¢ ¢(x)
we get

Hy ((px + gBay/c)* . (k= qBbx/ )

etky 'm m —qu) #(x),  (2.564)

and if we try ¢ = ¢©'¢(x) we get

Hy  ((7ik+qBay/c)* L= qBbx/c)?
etkx 2m 2m

- qu) o). (2.565)

The latter is separable if we set b = 0, which requires a = 1, leaving an
eigenvalue equation for ¢(y)

_ (Bk+gBylc) Py

H’ —qE
2m 2m =y
2 2 2
Py 1 (gBy (hk)
= 5~ (B = WkgBime)y+ 5 (F2) 4 T
2 2 2 2
Dy 1 (qB) 2 (mc 5| (hk)
=—+—|—] |-——= E — hkgB
2m+2m c m\qB (g aB/me)y+ |+ 2m
2 2 2 2
py 1 (qB) 1 (mc
=—+-m|— -—\|— E — hkgB
2m+2m mc Y m\qB (g 9B/me)
2 2
1 (mc > (hk)
-—\— E — hkgB .
2m(qB) (g qB/me)” + ——
(2.566)
Let
qB
w=—
mc
1
Yo = — (qE - hkw) (2.567)
mew
nk? 1
E0=( ) ——mwzy%,

2m 2



leaving

_A

1
H = == + —mw’(y - y0)* + Eo.

2m 2

The energy eigenvalues are therefore
1
E=hwln+ 3 + Ey,

and the eigenfunctions are

¥ = ¢,y - yo)s

2.13 PROBLEMS.

(2.568)

(2.569)

(2.570)

where ¢,(y) is the n-th Harmonic oscillator wavefunction.
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DIRAC EQUATION IN 1D.

3.1 CONSTRUCTION OF THE DIRAC EQUATION.

Schrodinger Derivation — Recall that a “derivation” of the Schrodinger
equation can be associated with the following equivalences

0
E h | h—, 3.1
o hwe i E 3.1)

0
p e hk o —ih—

5 3.2
Ey (3.2)
so that the classical energy relationship
2
P
E="—, 3.3
o (3.3)
takes the form
9 n?
h— = ——. 34
o T " am B9

How do we do this in a relativistic context where the energy momentum
relationship is

2
E= (pR+mct ~m?+ 2 4. (3.5)
2m

where m is the rest mass and c is the speed of light?

Attempt [

2
E=mc+ ;L TG A (3.6)
m

First order in time, but infinite order in space d/dx. Useless.
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Attempt 11
E? = pzc2 +m?ct. 3.7
This gives
0? 0?
- hZ% = hzcza—;é’ +m*cty. (3.8)

This is the Klein-Gordon equation, which is second order in time.

Attempt III  Suppose that we have the matrix

[ 2
pc  mc ’ (3.9)
mc?  —pc
or
mc? ipc
) (3.10)
|—ipc —mc?

These both happen to have eigenvalues A, = + \/192_02 . For those familiar
with the Dirac matrices, this amounts to a choice for different representa-
tions of the gamma matrices.

Working with eq. (3.9), which has some nicer features than other pos-
sible representations, we seek a state

¢=[w1(x’t)], 3.11)
Ya(x, 1)
where we aim to write down an equation for this composite state.
o
i h— = Hy. 3.12
ih— ¥ (3.12)

Assuming the matrix is the Hamiltonian, multiplying that with the com-
posite state gives

s OU1
I:lhw
-3 O
l/"lw

mc?  —pc

pc mcz}

v (x, t)}
Yo (x, 1)
pegry +mc

mc*y — pey




3.2 PLANE WAVE SOLUTION.

What happens when we square this? We get

P 2

pc mc?|| pc mc?
. , . |Y (3.14)
mc=  —pc —pc
P2t +mPct 0
- 2 2 4 v,
0 p ¢t +mc
or
2 0 202 4
—h @.//:(pc +m*c*) 1. (3.15)

The operator squaring has decoupled the equation, leaving a pair of scalar
relationships

~h @(ﬁlz—(pc +m*c*) 5. (3.16)

We have recovered a Klein Gordon equation for each of the wave func-
tions ¥y, ¥s.

3.2 PLANE WAVE SOLUTION.

Instead of squaring the operators, lets try to solve the first order equation.
To do so we’ll want to diagonalize H.

Before doing that, let’s write out the Hamiltonian in an alternate but
useful form

0 1

1 0 (3.17)
= pcd, + mc*6y.

We have two types of operators in the mix here. We have matrix operators

that act on the wave function matrices, as well as derivative operators that

act on the components of those matrices.
The action of the Pauli matrices are

[ﬂ [lﬁl } (3.18)
1) /)
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182 DIRAC EQUATION IN 1D.

and

i

], (3.19)

Because the derivative actions of p and the matrix operators are indepen-
dent, we see that these operators commute. For example

ozp =

UZ)

= po;

Diagonalizing it

& _ihaa%
4

-2 0P
—lhw
- 5 O
lhﬁ

} (3.20)

9’/1]'
2]

Suppose the wave function matrix has the structure

v = lﬂ ok, (3.21)
/-
We’ll plug this into the Schrédinger equation and see what we get.
Where we left off
TR )
Lin2 0| 2 |Tea me (3.22)
ot | | mc? ihc%
With a potential this would be
1 [_i5.0 2
—ihﬁ /8 —ihcg + V(x) mc ' (3.23)
ot Y2 | mc? i hc% + V(%)

This means that the potential is raising the energy eigenvalue of the sys-

tem.

Free Particle

Ya(x, 1)

i, t)} _ [fl (t)‘

Assuming a form

(3.24)
(1)



3.3 DIRAC SEA AND PAIR CREATION.

and plugging back into the Dirac equation we have

aal [kne
—ih— = 3.25
Mo i fj [mc2 —hkcH ‘ G2

We can use a diagonalizing rotation
fi _ 7cos O —sinb||fr ' (3.26)
b |sin6, cosb || f-

Plugging this in reduces the system to the form

E. O
0 -Ex

fel _ Jr
e lf = f_} . (3.27)

Where the rotation angle is found to be given by

I’l’lC2

\V(hke)? + m2ct

hikc (3.28)
V(hkc)? + m2ct
E; = \(hkc)? + m2cs.

sin(26;) =

cos(26) =

3.3 DIRAC SEA AND PAIR CREATION.

See fig. 3.1 for a sketch of energy vs momentum. The asymptotes are the
limiting cases when mc? — 0. The + branch is what we usually associate
with particles. What about the other energy states. For Fermions Dirac
argued that the lower energy states could be thought of as “filled up”,
using the Pauli principle to leave only the positive energy states available.
This was called the “Dirac Sea”. This isn’t a good solution, and won’t
work for example for Bosons.

Another way to rationalize this is to employ ideas from solid state the-
ory. For example consider a semiconductor with a valence and conduction
band as sketched in fig. 3.2.

A photon can excite an electron from the valence band to the conduc-
tion band, leaving all the valence band states filled except for one (a hole).
For an electron we can use almost the same picture, as sketched in fig. 3.3.

A photon with energy Ej — (—Ey) can create a positron-electron pair
from the vacuum, where the energy of the electron and positron pair is E}.
At high enough energies, we can see this pair creation occur.
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Figure 3.1: Dirac equation solution space.

" o8 o

”

AV % hole

Figure 3.2: Solid state valence and conduction band transition.
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Figure 3.3: Pair creation.



3.4 ZITTERBEWEGUNG.

3.4 ZITTERBEWEGUNG.

If a particle is created at a non-eigenstate such as one on the asymptotes,
then oscillations between the positive and negative branches are possible
as sketched in fig. 3.4. Only “vertical" oscillations between the positive

A
N

Figure 3.4: Zitterbewegung oscillation.

and negative locations on these branches is possible since those are the
points that match the particle momentum. Examining this will be the aim
of one of the problem set problems.

3.5 PROBABILITY AND CURRENT DENSITY.

If we define a probability density

p(x, 1) = [ + gl (3.29)

does this satisfy a probability conservation relation

op Jj

L+ -, 3.30

ot Ox ( )
where j is the probability current. Plugging in the density, we have

dp _ 9 oy 0P O

- =0 A S—. 3.31

o = Tty ety 331
It turns out that the probability current has the form

Joe0) = c (Y —¢syn) . (3.32)

Here the speed of light c is the slope of the line in the plots above. We
can think of this current density as right movers minus the left movers.
Any state that is given can be thought of as a combination of right moving
and left moving states, neither of which are eigenstates of the free particle
Hamiltonian.
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3.6 POTENTIAL STEP.
The next logical thing to think about, as in non-relativistic quantum me-

chanics, is to think about what occurs when the particle hits a potential
step, as in fig. 3.5. The approach is the same. We write down the wave

@ \/ (=Vo
SR @

\ (x) =0

Figure 3.5: Reflection off a potential barrier.

functions for the V = 0 region (I), and the higher potential region (II).
The eigenstates are found on the solid lines above the asymptotes on the
right hand movers side as sketched in fig. 3.6. The right and left moving
designations are based on the phase velocity dE/0k (approaching +c on
the top-right and top-left quadrants respectively). For k > 0, an eigenstate

\
@ ©

Figure 3.6: Right movers and left movers.

for the incident wave is

%mvr“ﬂﬂﬁ (3.33)

sin G,

For the reflected wave function, we pick a function on the left moving
side of the positive energy branch.

? —ikx
Yrep(X) = e (3.34)



3.7 DIRAC SCATTERING OFF A POTENTIAL STEP.

We’ll go through this in more detail next time.

3.7 DIRAC SCATTERING OFF A POTENTIAL STEP.

For the non-relativistic case we have
E<Vy —= T=0,R=1
E>Vy —= T>0,R< 1.

(3.35)

What happens for a relativistic 1D particle? Referring to fig. 3.7. the re-

Ay 2L
X I
Ql =)

x=0
Figure 3.7: Potential step.

gion I Hamiltonian is
pc mcz_
(3.36)

mc*  —pel

H =

for which the solution is

® = b {Cf’sgl : (3.37)
sin 6 |
where
hick
cos 20y = dl
Eiy (3.38)
n26y = <
sin20; = —.
Ex,

To consider the k; < O case, note that
cos? 0, — sin® 0; = cos 26,

. . (3.39)

2sin @, cos 8, = sin 20y,

so after flipping the signs on all the k; terms we find for the reflected wave

@ = ot [Sm 991 } . (3.40)
cos 8
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FIXME: this reasoning doesn’t entirely make sense to me. Make sense of
this by trying this solution as was done for the form of the incident wave
solution.

The region I wave has the form

@) = Atx [C0°

3[9} B4

sin 0; cos 60

By the time we are done we want to have computed the reflection coeffi-

cient
- % (3.42)
The region I energy is
E = \/ me)* + (heky)?. (3.43)
We must have
E= \/ mc2)? + (hcky)* + Vo = \/(mc2)2 + (hck))?, (3.44)
SO
(heko)? = (E = Vo)? - (mc?)’
= [(E -Vo+ mcz) H (E -Vo- mcz)}. (3.45)

\ \
r rn

The r; and r, branches are sketched in fig. 3.8.

For low energies, we have a set of potentials for which we will have
propagation, despite having a potential barrier. For still higher values of
the potential barrier the product ryr, will be negative, so the solutions
will be decaying. Finally, for even higher energies, there will again be
propagation.

The non-relativistic case is sketched in fig. 3.9. For the relativistic case
we must consider three different cases, sketched in fig. 3.10, fig. 3.11,
and fig. 3.12 respectively. For the low potential energy, a particle with
positive group velocity (what we’ve called right moving) can be matched
to an equal energy portion of the potential shifted parabola in region II.



3.7 DIRAC SCATTERING OFF A POTENTIAL STEP.

e

i
G @

(&
@ 5,

B

2
é/mf |1 Z 4

Figure 3.8: Energy signs.

Non -rel

Vo

2 a

Figure 3.9: Effects of increasing potential for non-relativistic case.

This is a case where we have transmission, but no antiparticle creation.

There will be an energy region where the region II wave function has
only a dissipative term, since there is no region of either of the region II
parabolic branches available at the incident energy. When the potential
is shifted still higher so that Vo > E + mc?, a positive group velocity in
region I with a given energy can be matched to an antiparticle branch in
the region II parabolic energy curve.

ﬁ
Figure 3.10: Low potential energy.

Boundary value conditions ~ We want to ensure that the current across
the barrier is conserved (no particles are lost), as sketched in fig. 3.13.
Recall that given a wave function

Y= l‘”l} , (3.46)
%)
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Figure 3.11: High enough potential energy for no propagation.

Figure 3.12: High potential energy.

the density and currents are respectively

p =Y + Yoy

o N (3.47)
J =y =y,
Matching boundary value conditions requires

1. For both the relativistic and non-relativistic cases we must have

Y. =Yk, at x = 0. (3.48)

2. For the non-relativistic case we want
€ h2 aZ\P €
f —_—— = E-_Vx)¥Y(x) (3.49)
—e 2m 0x? ¢

n? (E)‘I’

“2m\ ax

_9Y
R Ox

=0. 3.50
L) (3.50)

For the relativistic case

EaIII €
_ihazf §+M:M’ (3.51)

~iheo (W(€) —y(~€)) = ~ifico; (Yr — Y1) (3.52)

SO
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L S
e~ [T

Figure 3.13: Transmitted, reflected and incident components.

so we must match

OYR = O YL (3.53)

It appears that things are simpler, because we only have to match the wave
function values at the boundary, and don’t have to match the derivatives
too. However, we have a two component wave function, so there are still
two tasks.

Solving the system  Let’s look for a solution for the E + mc> > Vj case
on the right branch, as sketched in fig. 3.14. While the right branch in this

A~

Figure 3.14: High potential region. Anti-particle transmission.

case is left going, this might work out since that is an antiparticle. We
could try both. First

¥, = Deltox | SI62] (3.54)
| cos b
This is justified by
+E |89 (3.55)
sin @

SO

_p | 7sinf) (3.56)
| cosd
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At x = 0 the exponentials vanish, so equating the waves at that point

means
cos 6 . Blsin6;| D
sin 6, A |cos 61 A
Solving this yields

B cos(6) —6,)

A sin(d) +6)°
This yields

_ 1+ COS(201 - 202)

~ 1-cos(20; —26»)°

As Vy — oo this simplifies to

E - \JE2— (mc?)?

E+ \JE2 - (mcz)z.

R =

Filling in the details for these results is left to problem set 4.

3.8 PROBLEMS.

Exercise 3.1 Calculate the right going diagonalization.

a. Prove eq. (3.28).

Answer for Exercise 3.1

Part a.  To determine the relations for 6; we have to solve

Exr O
0 -—E

= R 'HR.

(3.57)

(3.58)

(3.59)

(3.60)

(3.61)



3.8 PROBLEMS.

Working with 7 = ¢ = 1 temporarily, and C = cos 6y, S = sin 6, that is

Er O
0 -Ex

This gives

1
0

Ey

c slle mllc -s
—s c|lm =k|ls ¢
¢ sllkc+mS —ks +mcC
- C||mC-kS -mS -kC

[ kC2 +mSC +mCS —kS?  —kSC +mC? - mS? — kCS
|—kCS —mS? +mC*—kSC  kS? —mCS —mSC - kC?

[k cos(26,) + msin(26,)  m cos(26;) — k sin(26;)

mcos(20;) — ksin(26;) —k cos(26;) — m sin(26y)

Adding back in the %’s and c¢’s this is

(3.62)
k cos(20;) + m sin(26;)
m cos(20;) — k sin(26;) (3.63)
k  m||cos(26;)
m —k||sin6) |
cos(26;)| _ E; —hke —mc?||1
sin(26;) —(hke)? = (mc?)? | e Tike ||0
(3.64)
_ i hikc
Ei |me?|

Exercise 3.2

Verify the plane wave eigenstate.

a. Verify eq. (3.33).

b. Find the form of the reflected wave.

Answer for Exercise 3.2
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Part a.  With
2
H, = hkc mc
mer  — ke
(3.65)
_gr|Fe O g
0 -E;
, We wish to show that
Hy | €O Ok gitr = |08 Ok | gikr, (3.66)
sin 6 sin 6
The LHS side expands to
C -S||Ex O c S Ce,-kx_C -S||Ex 0 [|C?+5S?
S C|l0 -=E|-S C||S S C|l0 =E(| O
— C _S Ek eikx
S C1]0
— Ek C ikx ]
S
(3.67)
Part b.  For the reflected wave, let’s assume that the reflected wave has
the form

¥ _ l sin 6,

ikx
—Cos O

(3.68)



3.8 PROBLEMS.

Let’s verify this

Cc -S||Ex o |lc s||s ik
s cl|lo =El-s cl||-c
_|c -S||Ex o ||cs-SC ik
S Cl|0 =Eil|-s2-c?
- 0 .
_|¢ S e kx (3.69)
S C||E
:Ek _S —ikx
C
:_Ek S —ikx‘
-C

However, note that we have a different rotation angle 6 for the forward
going and reverse going waves.
For the incident wave, k > 0, we have

hkc

tan 26, = —
mc

(3.70)

and for the reflected wave, k < 0, we have

— hk
tan 26, = ——. (3.71)
mc
The rotation angle for both cases can therefore be expressed as
1 hk
O = = atan( — ) (3.72)
2 mc
Exercise 3.3 Verify the Dirac current relationship.
Prove eq. (3.32).
Answer for Exercise 3.3
The components of the Schrodinger equation are
0 0
—ihﬂ = —ihcﬂ +mc*y,
ot Ox
oy o (3.73)
_ih(?_tz = mczt//l + ihca—xz,
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The conjugates of these are
o oy
ih% = ihc% +mc2w;
o,

aws 2 gk .
E = mc lﬁl —thE.

(3.74)
ih

This gives

zha = (zhca +mcy, | Y
+y] (i hc% - mcza,lfg)
(3.75)
a *
+ (mczr,b’f - ihc&) 1z
0x
+y5 (—chwl - ihc%ﬂ) .

X

All the non-derivative terms cancel leaving

1dp _ 9% Oy 0%, "
co T T T T

_ a * *
- Ec (‘/’1'701 —lﬁz'ﬁz)-

2
dx (3.76)

Exercise 3.4 Zitterbewegung in one dimension. (2015 ps4 p1)

Consider the Dirac Hamiltonian H = cpo-, + mc*o . Using the Heisen-
berg equations of motion, derive a second order equation of motion (eom)
for the velocity operator ¥ = dx/dt. For a state

Y = H ek, (3.77)

with k = 0, average this eom in state ¥ to get a homogeneous second order
differential equation for (¥). Using this equation of motion and the initial
conditions on the velocity and its time-derivative, obtain (V) (t) and {(x(¢)).
Show that these oscillate with a rapid frequency 2mc?/h, with the oscil-
lation of the position having an amplitude 7/mc which is the Compton
wavelength. This ‘trembling’ motion is called zitterbewegung.
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Answer for Exercise 3.4

Using the hint from class that zitterbewegung is associated with oscilla-
tion of the particle between ordinary-particle and anti-particle states, let’s
look for a combination of such k£ > 0 states to represent the state of this
problem

U ik _ | 4080 jikamiryn | | = SINO| ikcrizesn (3.78)
0 sin cos =0
Observe that | sin¢ and | <% o are orthogonal, so
cosf sin 6
a=[1 o €080\ _ os0. (3.79)
| sin 6
[ sin 8 .
b=[1 o = —siné. (3.80)
| cosd
With
la) = cos 6 ikx—iEt/ T
sin 6
(3.81)
|b> — | sin ¢ eikx+iEt/h'
cosf
The wave function of eq. (3.77) can be represented as
Y =cosOla) —sind|b) . (3.82)
The action of the Hamiltonian on this wave function is
E E
Hy = ih(—i—C ay—i—S|b )
v h @) h 15 (3.83)

=E(Clay+S b)),

Writing € = +/(mc?)? + (Tikc)?, and noting that |a), and |b) are positive and
negative eigenstates respectively, the spatial action of the Hamiltonian on
this wave function is

HY
= (+€)C|a) — (—€)S |b) (3.84)
=€e(Clay+S1|by).
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This provides a relationship between the energy E and the eigenvalues

E = € = \(mc?)? + (hkc)?. (3.85)

In particular, when k = 0, this is E = mc?. Using the Heisenberg equations
of motion, the velocity operator is

o dx
= —
dt

= i xl, pco +m020']
inlm o rE g
1

== (Rpco, — pea,i + dme*o, — me*o %) (3.86)
1 o A

= —co [%, P

ih

= co;.

As we’ve seen with the Harmonic oscillator, an expectation with respect to
a state that is not a single eigenstate, will have non-zero time dependence.
With C = cos 8, S = sin 6 that expectation value with respect to the state
as expressed in eq. (3.82) is

) = XI[Y)
=c(Cal-S (bl) o (Clay-S |b))

=c(C{al-S (D) Loc kx—iEt/h _ ¢ =S otkx+iEL] T
0 -1|\{|S C
= c(C [C S] omikeHEL T _ g [—S C] e—ikx—iEt/h) N
C ¢ ekx—iE T ¢ S pikx+iEL] T
-S C

=c (C 2 c08(20) — S? cos(20) + S C sin(20)e 2 ET 1§ C sin(26) eZiEt/h)
= ¢ (cos*(26) + sin®(26) cos(2Et/ 1)
=c (mcz)z + (hkc)2 (m62)2 n (hkc)z cos| 2 7
C
" (mc?)? + (hke)?

(( hck)2 + (mcz)2 cos (27r27Et)) .
(3.87)
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For k = 0, this is

2
) = ccos (27r2$t). (3.88)

The frequency of this oscillation is 2mc?/h as the problem states. For the
position expectation with respect to this state, we have

2
@ = (2 ©0) + " sin(zmc z)

2mc? h
’ZC 2mc? (3.89)
:(x)(0)+%sm( a3 t).
The amplitude of this oscillation is
h h
X % = %, (3.90)

as expected.

Exercise 3.5 Jackiw-Rebbi problem. (2015 ps4 p2)

Recall that the energy of a relativistic particle is E(p) = +/p2c? + m2c?,
which is independent of the sign of m. Thus m > 0 and m < 0 lead to
the same dispersion relation. Set aside for now, the physical meaning of
m < 0. Assume V(x) = 0 but let us assume the mass m is a function of
position m(x). This leads to

o 2
H=| @ moe) (3.91)
m(x)c*  —cp
Let m(x) be such that m(—x) = —m(x), i.e., an odd function of position

which changes sign at x = 0.

a. Show that the operator @@Dim = O'y@@ commutes with the
Hamiltonian, where

oy = lo _’} , (3.92)

is the y-Pauli matrix, and PP is the parity operator which sends
X — —x.
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b. Consider the wavefunction

(3.93)

@(x)zl /e ]

—if(x)

where f(—x) = f(x) is an even function. Show ®(x) is an eigen-
state of P Ppjrac With eigenvalue —1.

c. Next, assuming m(x > 0) = mg and m(x < 0) = —mg , where
mg > 0, find f(x) such that ®(x) is an eigenstate of H with zero
energy.

d. Normalize the wavefunction ®(x).

Answer for Exercise 3.5

Parta.  Let m represent a parity operator that acts on a scalar (operator),
so the Dirac parity operator P Ppjrac takes the form

0 —-ir
im0

P Pbicac = [ (3.94)

The commutator with the Hamiltonian is

[H’ *@@Dirac] = H‘@@Dirac - g)@DiracH

| cp m(x)2[|0 —in B 0 —in cp m(x)c?

»m(x)cz —cp |lin O i 0 |[|m(x)c* —cp
B »iczm(x)n —icpm 3 —ictnm(x) icmp

| —icpn —ic’m(x)m icmp ic*tm(x)
_icdtmeony —ictp.n)

| —iclp.nt  —ic*{m(x). 7|

(3.95)

Now consider the matrix element of this commutator with respect to a
position basis wavefunction (x| [H, @@Dim] |'Y). To compute this we must
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first understand the behavior of the anticommutators of scalar operators
m, p with . That is

xH{m(x), 7wy ) = {m(x), Thr(x)
= m()mp(x) + x(m(x)y(x))

= m(O)Y(=x) + m(=x)p(-x) (3.96)
=m0 (=x) = mQp(=x)
= 0,

and

0
xH{p, ) = {—iha—,n}w(x)
X

L0 .0
= —lhaﬂ'lﬂ(x) + ﬂ(_lhaw(-x))

_ .00 (3.97)
= iR ) + (i) 5 ()

P 0

LAl v

=0.

=ih Y(=x)

This shows that (x| [H, @@Dirac] ['¥) = 0. Since this is true for any |Y),
we’ve shown that the Hamiltonian commutes with the Dirac parity opera-

tor

H‘@@Dirac = '@@DiracH- (3.98)

Part b.  This follows with direct substitution
P Frieac®() = | ‘”ﬂ 7&) ]
iz 0 |[|-if(x)
_|-rfo
| inf(x)
_ ’—f<—x>‘
| if (=)

_ _{ e } |
~if ()

(3.99)
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Part c.  The eigenvalue equation has the form

AD = HO
| ep mne f]
m(x)c*  —cp ||-if
_|eps - imeoer
m(x)cf +icpf|

or
c(—ih)a—f —im(x)Af = Af
ox

ic(—ih)% +m(x)f = —idf.

(3.100)

(3.101)

This special selection of @ leads to two identical equations, which should
simplify things nicely. For the zero energy eigenstate, we must solve

of 1 2
o chm(x)c /s

which integrates to

Inf =1n f(0) - f ' im(x)czdx,
0 Ch

or

f(x) = f(0)exp (— f ' Em(x)dx).
o h
For x > 0 this is

£(x) = f(0)exp (— f %modx)
0

= f©)exp(-

mocx)
b

and for x < O this is

£(x) = f(0)exp ( f fhmodx)
0

= foyexp (™).
These can be combined as
moc|x|
() = fO)exp| = .

(3.102)

(3.103)

(3.104)

(3.105)

(3.106)

(3.107)
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Partd.  The normalization is given by

1= f T Pdx
= f 21f2dx

=21%(0) f e 2mock/ g

s (3.108)
— 4f2(0) f e—2mocx/ hdx
—2m()Lx/ h
=4
FOZ G
2h
= _f (0)’
mopc
or
moc
0)=,/—. 3.109
S0) 7 ( )
The fully normalized wave function is therefore
q)(x) _ m()C —m()c|x|/h l ] (31 10)
Exercise 3.6 Scattering off a potential step. (2015 ps4 p3)
Consider the 1D Dirac Hamiltonian as
A 2
H= cp+ V(x) mc , 3.111)
mc? —cp+ V(x)
where the operator p = —ihd/dx is the rest mass, and c is the speed of
light, and with 2-component wavefunctions
Y(x, 1) = {‘”1(’“ tﬂ, (3.112)
Yo(x, 1)

such that ihoY(x,1)/0t = HY(x,t). Assuming a potential step, where
V(x < 0) =0and V(x > 0) = Vp, with Vy > 0 as in class, complete the
details of the scattering onto the step which was done in class. Discuss
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the incident current, reflected current, and transmitted current for the case
where the incident energy is such that E > 0 and V) > 2mc? , and E > 0
and V < 2mc?. Draw pictures to illustrate the parabola and the location
in momentum of the incident and reflected particles.

Answer for Exercise 3.6

Mostly background. ~ We talked about diagonalization of the Dirac Hamil-
tonian by introducing a rotation, and then figuring out the rotation angle
required.

To understand the form of the eigenkets for particles and antiparticles
in both forward and backwards moving configurations, lets do this diago-
nalization explicitly for both forwards and backwards solutions.

For the forward solution, given ¥ = ¥oe/®*~E"/?  the Dirac equation
is

s . 2
in(—iE) ny¥ = | TR+ Vo met (3.113)
mc? i h(ik)
or
o o g
E=Vo 0 gy _| Bk me)y (3.114)
0 E-Vp] |mc* - nk|

Similarly, for the backwards moving wave ¥ = ¢/"**E1/M) ' we have

- . 3 X
E=Vo 0y _ ik met)y (3.115)
0 E-Vp |mc® k|

Working with # = ¢ = 1 temporarily, we want to compute the eigensolu-
tions for the matrix

Ho =[5 ™. (3.116)
m Tk
The eigenvalues € of both are the same
0=|Hsw — €
= (xk — )(Fk — €) —m?
( X ) (3.117)

= (Fk + €)(zk + €) — m?
22

or

€=+ VkZ+m2. (3.118)



3.8 PROBLEMS.

Eigenkets for H, ~ For the positive(negative) energy eigenvalues, we have

oz{k¢€ m H“] (3.119)
m —kFellb

for some a, b. That is
(k¥ e)a+mb =0, (3.120)

or

Hx{_ml. (3.121)
b k¥e

For the normalization note that

m? + (kT €)* =m? + k> + € 7 2ke
2€* ¥ 2ke (3.122)
=2e(eFk),

so the normalized kets are

1 +m
k;te) = ———— . 3.123
fxe) V2e(e ¥ k) L F k] ( )

Eigenkets for H_;  This time, for the positive(negative) energy eigenval-
ues, we have

0:{_]‘$€ mHa] (3.124)
m kxellb

for some a, b. That is
(kFe)a+mb=0, (3.125)

or

(3.126)

205



206

DIRAC EQUATION IN 1p.

For the normalization note that

m*+ (k€)= m? + k> + € + 2ke
= 2> + 2ke (3.127)
=2e(e x k),

so the normalized kets are

1 +m
|-k; +€) = —— ) (3.128)
‘ V2e(e F k) Li k]

Simplification of the rotation matrices  The eigenvalue equations have
the form

4 9] = |—>]LE) _OJ (3.129)

With R = [|+> |_>], this has the form HR = RQ), or H = ROR™!. The
rotation matrices have been found to be

m —m

1

Ry=——|Ve—k Ve+k|, (3.130)
\/2_'5>Ve—k Ve +k|
and
R_k:L Ve+k Ve-k|. (3.131)

V2e | Ve+k Ve—k]|

These don’t look very much like rotation matrices as is, but not all the
terms are independent. Writing

a= ——

m

V2e(e — k)
po_m
+

\2e(e + k)
B [e
‘= 2€
B =/ e

(3.132)

=

m
=
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the rotation matrices are

Ru=|% 7. (3.133)
B «a]
and
R.=|? 9. (3.134)
@ B ]
Note that
a b
a B
. m
2 — k2 (3.135)
_ m
w/mZ
=1
So
Ra=|* 7 (3.136)
b a
and
re=|" 7. (3.137)
_a b_

These are expected to have a unit determinant, which is verified easily
2
2 o m 1 1
+b" = — +
. 2e (6 +k €- k)

m*  2e (3.138)
2€ € — k2

=1.

We see that both sets of matrices invert by transposition, so we are free to
make a trigonometric identification

a=cosf= —1 (3.139)

V2e(e — k)
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m

b=sinf = ———. (3.140)
V2e(e + k)
Using the double angle formulation used in class these are
2 2
m m
260) = -
oS0 = e B 2ee+ b
_m? ( 1 1 )
2e \e—k €+k (3.141)
_ 2km?
T 2e(e2 - k2)
_k
==
and
21
sin(20) = 2— ——
2¢ Je g2 (3.142)
_m
=—

Putting back in the 7, and ¢ factors, the diagonalizing transformation is
now fully specified

[ 2
Ha = +hkc mc — RLORT
2 +k
| mc~  Fhkc
7cos 60 —sin@
Ry = _ :[|+k;+e) |+k;—6)]
|sinf  cos 6
7sin0 —cos 0
Ry = =||-k;+e) |—k;—€
cosO  sind ] [—ki+e) I-ki-e)] (3.143)
mc
tan(26) = i
q-le 0
0 —€

€ = \(hkc)? + (mc?)2.
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The functions ¥ = |+k; +€) e***~/El/ 7 are eigenfunctions of the Hamilto-
nian. For example, for a non-antiparticle forward moving state

(E = Vo) k; +€) = Hy |k; +€)

0 |[ck: +¢
= |- . k;
ki +e) Ik Gﬂ_o _G_Kk;_€|| €)
=[|k;+e> Ik;—e>] e O (k;+e|k;e>}

0 —€|l|<k;—€lk; €)
) . (3.144)

e o[
“lkvo we-all _J

[l +e) k-] j
=€lk;+e€).

Back to the core problem.  The total energy for this particle is

E = Vo + \J(hke)? + (mc2)2. (3.145)

This can be plotted nicely, as £ vs. ZX if non-dimensionalized as
mc mc

E Vo (hk)?
—_—=— 1 . 3.146
mc?2  mc? " " (mc)? ( )

For the step potential we have

E hk, 2
—2: 1+%
mc
(3.147)
hiky? V.
=41+ —2 + —02,
mc mc
or
b 1/2
ik k> V.
_ﬁz{i1+_i__%]—1 . (3.148)
mc mc mc

When this is real valued, there is transmission in the barrier region. There
are a few cases of interest, the Vj < 2mc? cases are plotted in fig. 3.15
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showing the transmission (Vy = 0.7mc?) and decaying cases (Vy = 1.4mc?)
respectively. Three Vy > 2mc? cases are plotted in fig. 3.16, showing
the anti-particle transmission, decaying solution, and ordinary-particle
transmission ((Vo/mc?, kh/mc) = (3.4,1.7),(2.6,1.9), (2.7,6.3)). At low
enough momentum there is antiparticle transmission, then reflection as
momentum is increased, and finally at high enough momentum ordinary
particle transmission.

Figure 3.16: V) > 2mc?.

We want to find the wave incident, reflected, and transmitted wave func-
tion. From the diagonalization above, these are

v, - [C?S 9k1] oitkiv=Ei/ 1) (3.149)
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ol
A e P (3.150)
cos b,

The currents j = c(y 1 — Y542) for these wave functions are

Jine = c(cos2 Ok, — sin® Ok,) = ccos(26y,), (3.151)
and

Jref = (sin® B, — cos? B,) = —c cos(26y,). (3.152)

When there is a transmitted particle (anti-particle) in region II, the trans-
mitted wave function are respectively

oo |

Yirans = C?S & el(kzx_E[/h)’ (3.153)
| sin 6,
o |

Fians = | 2 | gilharEil ) (3.154)
| cos O,

The currents for these are respectively

J = c(cos b, —sin® 6, ) = ¢ cos(26y,), (3.155)
and

j = c(sin” 6, — cos” 6, ) = —c cos(26,). (3.156)

To determine the weighting of the wave functions, we require matching at
the boundary. There are a few cases to consider

(i) Total reflection. Are there any special values of momentum that al-
low for total reflection? If so, at the boundary both components must
be zero

cos Hk,
sin le

sin 0, ] [ ] (3.157)

cos b,

This is possible if —B/A = cot 6, = tan 6, , which requires

=2(+m), nez (3.158)

Hkl 4 (
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(i)

However, we must also have

mc

tall29 = = 3159
SO
! 2 atan hk ’ o

Simultaneous solutions of eq. (3.158), eq. (3.160) only occur at
k = %0, where tan((1 + 2n)/2) = *oco. Since a particle at rest is
not at interest in a reflection scenario, this shows that a decaying so-
lution in region II must be introduced to match the boundary value
constraints.

Ordinary matter transmission. For this case at x = 0, we have
A cos b, +B sin 6, _D cos 6, ' (3.161)
sin 6, cos bk, sin 6,

Witha = B/Aand b = D/A, S5 = sinf,,,C12 = cos b, ,, this is

C] _ —Sl Cz a (’3162)
M EA
or
al 1 Sy, —Cof|Cy
b -S51S2,+C1Cy Ci -Si|IS;
) (3.163)
B 1 CiS,-851C,
COS(@kI +0k2) C% —S%
which is
_ cos(bk, — 6k,)
cos(O, + 6k,) (3.164)

3 cos(26k,)
 cos(6k, +60k,)’

>0 | w
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Let’s verify that the currents in both regions match. With A = 1, the
region I current sum is

Jine + Jref = € c08(26k,) — B*c cos(26y,)
cos2(6y, + Ok,)
cos2(6, + 6r,) — sin* (G, — 6,) (3-169)
cos?(Ok, + Ok,)
c0S(26k, ) cos(26k, ) cos(26k,)
= c .
cos2(6y, + Ok,)

= ccos(20k,) (1 -

= ccos(26,)

Whereas, the transmitted (region II) current is

jtrans = CD2 COS(ZQ]Q)
cos(26;,) (3.166)

=ccos(20,) ————,
( kz)COSZ(Hk1 + ka)

SO W€ S€€ Jinc + Jref = Jirans, aS expected.

(iii) Anti-matter transmission.

For this case at x = 0, we have

sin 6, _D —sin 6, ' (3.167)
COs 6y, | cos 6

cos b,

A +B

sin le

With the same substitutions as above, this is

Cij | =51 =S2{|a (3.168)
151 -C1 G, ||b]
or
al 1 C, =S2||Cy
b —(51C2+52C1) Ci =S1|1S
) (3.169)
_ 1 CiCr+5152
— sin(6, + 6,) C% _ S%
which is
B cos(6k, — O,)
A sin(6, + 6k,)
D cos(26y,) (3.170)
A sin(G, +6)
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For the anti-particle transmission, the region I current is

Jinc + Jref = € C0OS(26f,) — B’c cos(26k,)
cosz(Hk1 — 6k,)
sin®(0k, + Ok,)
sin?(6y, + Ok,) — cos(6x, — 6k,) (3.171)
cos?(Ok, + 6,)
c0s(26k, ) cos(26, ) cos(26k,)
c .

sin®(6x, + O,

= ccos(29kl)(1 -

= ccos(26,)

Whereas, the transmitted (region II) current is

Jtrans = _CD2 COS(29k2)
cos?(26y,) (3.172)

= —ccos(26y,)————— 1
*sin® (6, + 6k,

and again we see Jinc + Jjref = Jurans» aS €xpected.

(iv) Decaying transmission. In units where # = ¢ = 1, the eigenkets
found for the Dirac Hamiltonian, before normalization, were found
to be

+) ocl o }eiikx_iEt/ n, (3.173)
€ * k

where 612 = m? + k?. Letting k — ik, this provides the form of the
non-oscillatory wavefunctions in region II when there is no ordinary
nor anti-particle transmission.

|i> o ¢m.k} e$kX7lEl‘/h’ (3 174)
€ *1
where
& =m>— k% (3.175)

Observe that the ¢, component of this wave function sits on a circle
in the complex plane

le, £ ik|” = € + k°
=m? - k> +k* (3.176)

= mz.



3.8 PROBLEMS.

Putting back in the factors of 7, c, this allows the identification
& + ilke = mc*e™. (3.177)

So, like the trigonometric representation of the oscillatory wave func-
tion, the normalized wave functions for exponential decay(increase)
can be written

1 [+ £i¢/2( ,
|+) = —l iwz eHRikl R (3.178)
e

where the respective eigenvalues are € = + +/(mc?)? — (Tikc)?, and

Tikc < mc2.

Observe that the currents for the exponential wave functions are
both light-like

i, = C(|ieii¢/2'2 _ |e¢i¢/2|2) -0, (3.179)

which makes some sense since the particle is not able to propagate
freely in the barrier region.

At the interface, we wish to solve

D ip/2
Al Bl = “ . (3.180)
S Ci| V2l|e 2
Witha = A/D, and b = B/ D, this has solution
~1 )
al_ L|C Si| |72
b ‘/5 S Ci e~i/2
_ i¢/2
L ja Sl (3.181)
V2cos(26;,) |-S1  Cy ||e /2
1

€\t i }

V2cos(26y,) |-S 1672 + Cei2
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The reflection coefficient is unity

B2
R=1=2

A
B/D|?

|37
|- 1672 1 €912
|C1ei912 - S emi012 (3.182)
C?+8%-25CRee™™

~ C?2+52-25,CiReef
1 —sin(26,) cos ¢

B 1 — sin(26,) cos ¢

=1.

Exercise 3.7 Dirac equation representations. (2015 midterm pr. 2)

Given an alternate representation of the Dirac equation

me + Vy cp

H= , (3.183)

cp -mc? + Vj
calculate
a. the constant momentum plane wave solutions,
b. the constant momentum hyperbolic solutions,
c. the Heisenberg velocity operator ¥, and
d. find the form of the probability density current.

Answer for Exercise 3.7

Part a.  The action of the Hamiltonian on

'70 — eikx—iEt/h l:wle , (3184)
¥

is
mc*+ Vo c(—ih)ik

Hy= >
c(—ih)ik —-mc”+Vy

s
lﬁ }eth iEt/ h

w2 (3.185)

me? + 'V, chk

chk —mc? + V

v




Writing
mc? + Vo chk
Hk = )
chk —mc? + 'V,
the characteristic equation is

0 = (mc? + Vo — D)(—=mc? + Vo — ) — (c hk)?
= (A= Vo) = (m*)?) = (c k)?,

SO
A=Vyte,
where
€ = (mc?)? + (chk)>.
We’ve got
mc? — e chk
H - (V() + 6) =
chk —-mc* —¢€
2
H—(Vo—e) = mc-+ € chk ’
chk —-mc* + €
so the eigenkets are
—chk
|V() + 6) oC ¢
mcc — €
—chk
[Vo — €) ¢ .
me* + €

Up to an arbitrary phase for each, these are

1 hk
|V0+€>=—{ ‘ 2},

V2e(e — mc?) | € —mc

1 _
Voo o —{ chkz}.

V2e(e + mc?) | € + mc

3.8 PROBLEMS.

(3.186)

(3.187)

(3.188)

(3.189)

(3.190)

(3.191)

(3.192)
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218 DIRAC EQUATION IN 1D.

We can now write

mo=g|te 9 |g (3.193)
0 Vo—¢€
where
1 chk _ chk
E=— \/e—mc2 \/e+mc2 , k>0
V2e Ve—me?2  Ve+me?
3§ (3.194)
1 _ chk _ chk
E=— \/e—mc2 \/E+mc2 , k <O.
V2e 7—\/e—mc2 \/e+m02

Here the signs have been adjusted to ensure the transformation matrix has
a unit determinant.

Observe that there’s redundancy in this matrix since c filk|/ Ve — mc? =
Ve +mc?, and c hlk|/ Ve + mc2 = Ve — mc2, which allows the transforma-
tion matrix to be written in the form of a rotation matrix

chk _ chk
E= 1 \/e—mc2 \/6+mc2 k>0
e chik chk ’
2 2
:\/e+mc \/e mc (3.195)
_ chk _ chk
E= 1 \/os—mc2 \/6+mc2 k<0
\V2e chk _ chk ’ )
| Ve +me? Ve —me?
With
c hlk| Ve + mc?
cosf = =
V2e(e — mc?) V2e
(3.196)
“ing = chk _ sgn(k) Ve —mc?
V2e(e + mc?) V2e ’
the transformation matrix (and eigenkets) is
cos —siné
E=Vo+e) Vo-e)|=] . . (3.197)
sinf cosd




3.8 PROBLEMS.

Observe that eq. (3.196) can be simplified by using double angle formulas

(E + mcz) (6 - mCZ)

cos(26) = e - e
1
= i(e%—mcz—e—kmcz) (3.198)
_ m02
=—

and
1
sin(26) = 22— sgn(k) Ve — (mc?)?
€

ke

(3.199)

This allows all the 8 dependence on 7ikc and mc? to be expressed as a ratio
of momenta

tan(26) = Ik (3.200)
mc

Part b.  For a wave function of the form

Y = ik [lﬂl} ’ (3.201)
Y2

some of the work above can be recycled if we substitute k — —ik, which

yields unnormalized eigenfunctions

|%+@xlwwl
me’ — ¢ (3.202)
Vo —€) o ichk ’
mcz + €
where
€ = (mc?)? — (c k)%, (3.203)

The squared magnitude of these wavefunctions are
(chk)* + (mc® F €)% = (¢ k) + (mc?)* + € F 2mc’e
= (chk)* + (mc*)* + (mc*)* F (c hk)* — 2mc’e
= 2(mc*)? ¥ 2mc’e

= 2mcz(mc2 Fe),
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220 DIRAC EQUATION IN 1D.

(3.204)
S0, up to a constant phase for each, the normalized kets are
1 .
Vot o) = ichk
V2me2(mc? - €) |mc? — €
(3.205)
1 ichk
[Vo—¢€) = 5 .
V2mc2(mc? + €) [mc” + €

After the k — —ik substitution, H; is not Hermitian, so these kets aren’t
expected to be orthonormal, which is readily verified

1 1
Mo+elVo—e) = ,
V2me2(mc? - €) \2me2(mc? + €)
ic hk
[—ic hk  mc?* - E] )
me+ € (3.206)
_ 2(chk)*
2mc? +/(hkc)?
hk
= sgn(k)—.
me
Part c.
1
L P
b= A
= i[fc mcto, + Vi +cpo ]
inl” <o x (3.207)
= = [%.7)
in P
= coy.

Partd.  Acting against a completely general wavefunction the Hamilto-
nian action Hy is

44

iha— = mcza'zw + Vo + cpo iy
g " (3.208)
= mctop + Vi — i heo—.
0x
Conversely, the conjugate (Hy)' is
oyt oyt
il o+ vow't + e (3.209)

ot ox



3.8 PROBLEMS.

These give
ihwa—lﬁ = mcy oy + Vou'y - iha/ﬁaxa—w
ot 0x
(3.210)
oyt 2% iy im0V
—ih——¢ = mc“Y' o + Vo' + i hc—— o .
ot 0x
Taking differences
oy oy o oyt
ihad PR Pt Sk
Vg o + Y W ey O-x(')x c ox o, (3.211)
or
0 0
— i T
0= E(w y)+ a(ap o). (3.212)

The probability current still has the usual form p = ¢y = Y + oy,
but the probability current with this representation of the Dirac Hamilto-
nian is

j=cblow=cly; u m = c (v +viun). (3.213)
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SYMMETRIES IN QUANTUM MECHANICS.

4.1 SYMMETRY IN CLASSICAL MECHANICS.

In a classical context considering a Hamiltonian

H(Cli,Pi)a (41)

a symmetry means that certain ¢; don’t appear. In that case the rate of
change of one of the generalized momenta is zero
d OH
dpe _ _OH _ 4.2)
dt 0qi
SO py is a constant of motion. This simplifies the problem by reducing the
number of degrees of freedom. Another aspect of such a symmetry is that
it relates trajectories. For example, assuming a rotational symmetry as in
fig. 4.1. the trajectory of a particle after rotation is related by rotation to

Figure 4.1: Trajectory under rotational symmetry.

the trajectory of the unrotated particle.

4.2  SYMMETRY IN QUANTUM MECHANICS.

Suppose that we have a symmetry operation that takes states from

[y — |Uy) 4.3)
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6y — [Ug), (4.4)
we expect that
Klp)* = KUpU@)I. (4.5)

This won’t hold true for a general operator. Two cases where this does
hold true is when

o (Ylp) = (Uy|Ug¢). Here U is unitary, and the equivalence follows
from

(UglU$) = W UTU = (Wl 1¢ = (Ylg) . (4.6)
o (Y|p) = (Uy|Ug)*. Here U is anti-unitary.

Unitary case  1f an “observable” is not changed by a unitary operation
representing a symmetry we must have

WA l) — (UylA|UY) = Wl UTAU ), (4.7)

50
UTAU = A, (4.8)

or
AU = UA. (4.9)

An observable that is unchanged by a unitary symmetry commutes [A, U ]
with the operator U for that transformation.

Symmetries of the Hamiltonian ~ Given
[H,U] =0, (4.10)
H is invariant. Given

Hlpn) = € |dn), 4.11)
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UH |¢n) = HU |¢n)

(4.12)
= U|py).

Such a state

W) = Uldn) (4.13)

is also an eigenstate with the same energy. Suppose this process is re-
peated, finding other states

U|‘70n> = an> (4.14)

Ulxn) = lan) (4.15)

Because such a transformation only generates states with the initial en-
ergy, this process cannot continue forever. At some point this process will
enumerate a fixed size set of states. These states can be orthonormalized.

We can say that symmetry operations are generators of a group. For a
set of symmetry operations we can

e form products that lie in a closed set

U,U, = Us, (4.16)

e and can define an inverse operation

Uo UL 4.17)

o Such operators obey associative rules for multiplication

Ui(UrU3) = (U1 Ux)Us. (4.18)

o and have an identity operation.

When H has a symmetry, then degenerate eigenstates form irreducible
representations (which cannot be further block diagonalized).

Parity symmetry
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—[Example 4.1: Inversion.]

Consider a state and a parity operation I'T, with the transformation
)y — TTy). (4.19)

In one dimension, the parity operation is just inversion. In two di-
mensions, this is a set of flipping operations on two axes fig. 4.2.

PR TP ——

e——+ —-~

Figure 4.2: 2D parity operation.

The operational effects of this operator are

o>

— —X
(4.20)
H

>
"_B)

Acting again with the parity operator produces the original value, so
it is its own inverse, and IT" = I'T = IT-'. In an expectation value

(] 2 |(1y) = ~ i) (4.21)
This means that

TT7411 = -%, (4.22)
or

A1 = —TI%, (4.23)
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T |x0) = ~T1% |xo)

= —ITxp |x0) 4.24)
= —xol T|x0),
SO
IT}x0) = |-x0) . (4.25)

Acting on a wave function

(x| TTIy) = (~xlp)

(4.26)
= Y(-x).

What does this mean for eigenfunctions. Eigenfunctions are sup-
posed to form irreducible representations of the group. The group
has just two elements

{1, ﬂ}, (4.27)

where I'T? = 1.
Suppose we have a Hamiltonian

+ V(%), (4.28)

where V(%) is even, or [V()?), f[] = 0. The squared momentum com-
mutes with the parity operator

[ﬁ27 fl] — p\Zﬁ _ flﬁz

= p*TI-(T1p)p
= pHI1— (-pID)p (4.29)
*IT+ p(-pIT)
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Only two functions are possible in the symmetry set {‘I’(x), fI‘I’(x)},
since
IT*¥(x) = [T¥(-x)

4.30
= Y(x). ( )

This symmetry severely restricts the possible solutions, making it
so there can be only one dimensional forms of this problem with
solutions that are either even or odd respectively

Pe(x) = Y(x) + Y(=x)

(4.31)
Po(xX) = Y(x) = Y(=x).

Farity (review) The action of the parity operators on the position and
momentum operators are

IT#I1 = -4, (4.32)
and

TIpIT = —p. (4.33)
These are polar vectors, in contrast to an axial vector such as L = r X p.

T2 = 1, (4.34)

Y(x) - ¥(—x). (4.35)
If [fI, H ] = 0 then all the eigenstates are either

e cven: 11 eigenvalue is +1,

e odd: IT eigenvalue is —1.

Note on parity in multiple dimensions A Hamiltonian can be constructed
with parity symmetries in one or more directions. For example, given a
potential

V(ix,y) =ax+ bx* + cyz. (4.36)



4.3 TRANSLATIONS.

We don’t have parity symmetry for x = (x, y), but do have parity symmetry
in the y direction. Assuming a separated variables form for the wave func-
tion, say ¥(x,y) = X(x)Y(y), we can’t say much about X on the grounds
of symmetry considerations only, but know that Y has to be either an even
or odd function.

4.3 TRANSLATIONS.

Define a (continuous) translation operator
Tlx)=|x+¢€). (4.37)
The action of this operator is sketched in fig. 4.3. This is a unitary operator

—’-’

AYAN

Figure 4.3: Translation operation.

A

T =T =T". (4.38)

In a position basis, the action of this operator is

(x| Tely) = (x—€ly) = y(x—€) (4.39)

Yx—€)~¥(x)- eﬁ (4.40)
ox

(x| Te[¥) = («¥) - % (xlip IY) (4.41)

. €,

T, ~ (1 - zzp). (4.42)

A non-infinitesimal translation can be composed of many small transla-
tions, as sketched in fig. 4.4. For ¢ - 0,N — oo,Ne = a, the total
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£
\llﬁ (W P 1L r
L LI N N | | L

Figure 4.4: Composition of small translations.

translation operator is

P, = TN
li &) 4.43
B e—>O,Ngg,Ne=a( B ﬁp) ( ' )
_ piap/ T

The momentum p is called a “Generator” of translations. If a Hamiltonian
H is translationally invariant, then

[fa, H] =0, Va. (4.44)
This means that momentum will be a good quantum number

[p,H] = 0. (4.45)

4.4 ROTATIONS.

Rotations form a non-Abelian group , since the order of rotations R R, #
R>R,. Given a rotation acting on a ket

RIr) = |Rr), (4.46)

observe that the action of the rotation operator on a wave function is in-
verted

(| R¥) = (R™'r| )

(4.47)
= ¥R 'r).



4.4 ROTATIONS.

—[Example 4.2: Z axis normal rotation}

Consider an infinitesimal rotation about the z-axis as sketched in
fig. 4.5.

Ib Yy
Dy
(a) (b)
Figure 4.5: Rotation about z-axis.
X' =x—ey
Y =y+ey (4.48)
7=z

The rotated wave function is

Y(x, v,2) = Y(x+€y,y— €x,2)

k4 0¥
=¥ (xy.2) + ey - 6- (4.49)

ipx/h ipy/h
The state must then transform as

3 L€ L€ ..
|‘I’> = (1 + 1%ypx - zzxpy) ['¥). (4.50)

Observe that the combination Xp, — $p, is the L. component of angu-
lar momentum L. = # x P, so the infinitesimal rotation can be written

R(e)|¥) = (1 - i%ﬁz) ¥y . 4.51)
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For a finite rotation € — 0, N — o0, ¢ = €N, the total rotation is

R.(¢) = (1 — i—;iz)N, (4.52)

or

67
n

Rz(‘p) =e’!

3 (4.53)

Note that [ﬁx, I:y] # 0.

By construction using Euler angles or any other method, a general rotation
will include contributions from components of all the angular momentum
operator, and will have the structure

Ra(e) = =17 (LA), (4.54)

Rotationally invariant H. ~ Given a rotationally invariant Hamiltonian

[Ra(¢).A]=0  vi,g, (4.55)
then every

[L ‘R, H] =0, (4.56)
or

.. A] =0, (4.57)

Non-Abelian implies degeneracies in the spectrum.

4.5 TIME-REVERSAL.

Imagine that we have something moving along a curve at time ¢ = 0, and
ending up at the final position at time ¢ = 7y, as sketched in fig. 4.6. Now
imagine that we flip the direction of motion (i.e. flipping the velocity) and
run time backwards so the final-time state becomes the initial state. If the
time reversal operator is designated O, with operation

oY) = [¥), (4.58)
so that

Ol I M ¥ (1)) = [F(0)), (4.59)



4.5 TIME-REVERSAL.

Figure 4.6: Time reversal trajectory.

or
Ol IS ¥ (0)) = [¥(~1)) .

Time reversal (cont.)  Given a time reversed state
[¥(0) = O¥(0),

which can alternately be written

©~! [¥(n) = [¥(-0) = ¢/ [¥(0)).

(4.60)

(4.61)

(4.62)

The left hand side can be expanded as the evolution of the state as found

at time —¢
O [¥(n) = @ /T ¥ (~p)
= @' M@ [¥(0)) .
To first order for a small time increment 6¢, we have
(1 + igét) [¥(0)) =0 (1 - i%dt)@ [¥(0)).
or

i%ét [¥(0)) = ®—1(—i)%5z® [F(0)).

(4.63)

(4.64)

(4.65)

Since this holds for any state ['¥(0)), the time reversal operator satisfies

iH =0 '(-)HO.

(4.66)

Note that the factors of i have not been cancelled on purpose, since we are
allowing for the time reversal operator to not necessarily commute with

imaginary numbers.
There are two possible solutions
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e If @ is unitary where ©i = i©, then
A =-0"A6,
or
OH = -HO.
Consider the implications of this on energy eigenstates

HIY,) = E, ¥,

©HY,) = E,0¥,),
but

-HOY,) = E,O¥,),
or

A (O[Y,) =-E, (O¥,)).

(4.67)

(4.68)

(4.69)

(4.70)

4.71)

4.72)

This would mean that (®[¥,,)) is an eigenket of A, but with a neg-

ative energy eigenvalue.

e © is antiunitary, where @i = —iO.

This time

ifl = i@ 'A0O,
o)

OH = HO.

Acting on an energy eigenket, we’ve got
OHIY,) = E, (OY.),

and
(AO)IY,) = A (O¥,)),

so ©|¥,) is an eigenstate with energy E,,.

(4.73)

4.74)

(4.75)

(4.76)



4.5 TIME-REVERSAL.

What properties do we expect from ®@?  We expect

X—Xx
p—-p 4.77)
L —-L

2

where we have a sign flip in the time dependent momentum operator (and
therefore angular momentum), but not for position. If we have

030 = %, (4.78)

then how about the momentum operator in the position basis

0 'pe=0"! (—ihﬁ)(a
0x
=@ (-in) @(% = ih®‘1®% *75)

=—p.
How about the x, p commutator? For that we have
0% p|®@=0""(in)O
=-in®'® (4.80)
=~ [%.5].
For the angular momentum operators
Li = jfipr (4.81)
the time reversal operator should flip the sign due to its action on py.
Time reversal acting on spin 1/2 (Fermions). Attempt 1. Consider two
spin states |T),|l). What should the action of the time reversal operator

on such a state be? Let’s (incorrectly) start by supposing that the time
reversal operator effects are

O = 1)
Oy = 11).

Given a general state so that if

(4.82)

) =alt)+bll), (4.83)
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the action of the time reversal operator would be

OYy=da"|l)+b"|T). (4.84)
That action is:
a— b,

. (4.85)
b—-a.

Let’s consider whether or not such an action a spin operator with proper-
ties

[51,8] = i€, (4.86)
will produce the desired inversion of sign

0780 =-3,. (4.87)

The expectations of the spin operators (without any application of time
reversal) are

A h
F1S5: 1) =5 (@ (+b" ) ox (alt) +bIL))

h

=5 (a* (11 + b7 () (all)y +211)) (4.88)

h
=5 (a"b+b*a),

A h
F1S5, %) =7 (a* M+ 0" l) oy (alt)y +b11))

i h

= 5 (@ (1+5" Ul) (aly = bID) (4.89)
h * *

=% (a*b-Db"a),

A h
FIS: 1) =7 (@ (M+5" ) o= (alTy = b))

pt (4.90)
= 5 (lal* = 1.
The time reversed actions are
. h
(¥107'5,01¥) = ) (@ (I +b" (1) ox (all) +bIT))
h
= — (a" |+ b)) (@I +DIL)) (4.91)

= —(a'b+b"a),

SIS
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a h
(F107'8,0%) = B} (a” U+b" (1) oy (all) +b1T))
| h
= 17 (a* (L + 5T (=alt) + bIL)) (4.92)

h
=5 (—a"b+b"a),

. h
(Y107'S.0¥) = 5 (a* (Ll +b* (7)o (all) + bIT))
ho
=5 (@ U+b" (1) (-all) +511)) (4.93)
h
= 5 (~lal + I6).

We see that this is not right, because the sign for the x component has not
been flipped.

Spin 1/2 (Fermions). Attempt II.  Again assuming

) =all)+0I), (4.94)
now try the action

O)=a"ll)-b"11). (4.95)

This is the action:

a— —b",
" (4.96)
b—-a.
The correct action of time reversal on the basis states (up to a phase
choice) is

Q1) =
1T =1 4.97)
O)y=-11
Note that acting the time reversal operator twice has the effects
@M =0y =-11. (4.98)

O’y =0T =-IN. (4.99)
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We end up with the same state we started with, but with the opposite sign.
This means that as an operator

Q% =-1. (4.100)

This is try for half integer particles (Fermions) S = 1/2,3/2,5/2,---, but
for Bosons with integer spin S.

@.101)

Kramer’s degeneracy for Spin 1/2 (Fermions)  Suppose we imagine there
is state for which the action of the time reversal operator produces the
same state, just different in phase. Let

oY = @ly) = e yr). (4.102)
For a Fermion we have
@ y) = — ), (4.103)

but if such the time reversal action posited above is possible we also have

@ y) = @e” |y
= e O y)
= ¢ 0610 |y

Wy # =)

(4.104)

This is a contradiction, so we must have at least a two-fold degeneracy.
This is called Kramer’s degeneracy. In the homework we will show that
this is not the case for integer spin particles.

Time reversal implications for wave functions  For spin and angular mo-
mentum states, the implications of time reversal on the states is worked
out above. If a spinless Hamiltonian has time reversal symmetry then the
implication is really just the fact that the wave functions can be real val-
ued.

4.6 PROBLEMS.
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Exercise 4.1 No Kramers theorem for spin-1. (2015 ps5 pl)

Consider a spin-1 particle. Even with time-reversal invariance, there is no
Kramers theorem, so each eigenvalue of a generic spin-1 Hamiltonian
will be non-degenerate. Systematically construct a Hamiltonian which
is time-reversal invariant and obviously also Hermitian to illustrate this
point, making clear the logic of your construction (i.e., why you are in-
cluding terms which you are including).

Answer for Exercise 4.1

One representation of the spin-one J, operator is

1 0 0
J.=nl0 0 0] (4.105)
0 0 -1

This operator changes sign under time reversal. The L, operator also changes

sign under time reversal, and can be written

0
L, =—ih—. 4.106
z a0 ( )
A product of these will be time reversal invariant, but not Hermitian. To
make it Hermitian we can scale with an imaginary constant

i

H:_W‘]ZLZ
o 10 0
__icibn) o o
C 2mp? ¢
00 -1 (4.107)
2 |0 000
= o2 |0 0 0
0 0 —d,

A 1/2mp? factor has been included to ensure the dimensions of this spin-
one time-reversal invariant Hamiltonian also has the dimensions of en-
ergy.

This Hamiltonian can be solved directly using the trial function ¢ =
e *E1/ T which provides an eigenvalue equation

EJ = H, (4.108)
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leading to solutions that have a hyperbolic form

Ce=2m0°Ed/ n?
R 0 e BN, (4.109)
C’ 2mEp| 1
Consistent with the no-Kramer’s theorem result for a spin-one Hamilto-

nian, there is a continuum of energy solutions for this Hamiltonian, with
nothing to constrain them.

Exercise 4.2 Boosts. (2015 ps5 p2)

The momentum operator p was shown, in class, to act as the generator
of space translations. Show by following the exact same steps that the
position operator X acts as the generator of momentum boosts (i.e., X is a
generator of ‘momentum translation’).

Answer for Exercise 4.2

Borrowing the same notation as in class, for an infinitesimal change in
momentum 6p, define a momentum translation operator with the action
on a momentum space state of

Tsp|p) = p+6p). (4.110)

A wave function matrix element for this momentum translation is

(Pl Tsp )y = (p — 5ply)

_ _0y,(p) (4.111)
= Up(p = 6p) ~ ¥p(p) = Sp———.
P
Since the momentum space representation of the position operator is
xZin, (4.112)
op
we have
N X opix
PATsp ) = up(p) = 6pvp(p) = (14 25w ). 4113)

Given a finite change of momentum p = N¢§p, the matrix element has the
limiting form

1+ 22

L

Ty = lim (

—00,0p—0

= Py (),

(4.114)
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showing that x is the generator of the momentum translation operator

N

5= ePHh, 4.115)

Exercise 4.3 Simultaneous eigenstates. (2015 ps5 p3)

A quantum state [¥) is a simultaneous eigenstate of two anticommuting
Hermitian operators A, B, with AB + BA = 0. What can you say about the
eigenvalues of A, B for the state [¥)? Illustrate your point using the parity
operator and the momentum operator.

Answer for Exercise 4.3

For the eigenvalues of the respective states, let
AlY) =al¥), (4.116)
and
B|IY)=b|Y). (4.117)

The action of the anticommutator on this state is

(AB+ BA) [¥) = (ab + ba) [¥)

4.118
_o. ( )

This means the product 2ab, is zero, and that at least one of a or b must
be zero.

The concrete example of the parity operator IT and the momentum op-
erator p demonstrates this. Because the eigenvalues of the parity operator
can only be %1, if such a simultaneous eigenstate exists in the momentum
basis, it must have a p = 0 eigenvalue. To see this explicitly, assume there
is some value p for which |p) is a simultaneous eigenstate of IT and p.
First consider

I1p|p) = pIl|p)

(4.119)
=-plp).

Since these operators anticommute

I1p = —pIT, (4.120)
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we must also have
[1p1p) = -pI1Ip)
=plp) (4.121)
=plp).
The only way this can be satisfied is when the eigenvalue of this state is
p=0.
Exercise 4.4 Angular momentum. (2015 ps5 p4)
a. What is the time-reversed version of D(R) |j, m)?
b. Prove that time-reversal implies @ |j, m) = (=1)" |}, —m).

Answer for Exercise 4.4

Part a.  Assuming the rotation is around the normal fi = (n, np, n3) by
¢ radians, the action of the time reversal operator on the rotated state can
be expanded in series

@D (R) |j,my = @™/ 1| j py)

(4.122)

For any J;, we know that @J; = —J;0, so

®(Jmnm)k == rnr®(‘lmnm)k_1
(=) > O )2

(4.123)

= (=J.n)O.
This effectively flips the sign of the rotation angle, so we have

OD(R)|j,m) = DR HO|j,m). (4.124)

Part b.  For general total angular momentum states J + L + S, we can
utilize the postulated properties of the time reversal operator. In particular

QJ; = -J0. (4.125)
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Considering each of J, and J in turn, we first have

OJ,|j,m) = m® |j, m)

. (4.126)
= _‘]ZG) |J’ m> 5

or
J.(Olj,m)) = -mh (O|j,m)), (4.127)

This means that © | j, m) is an eigenket of J, with eigenvalue —m T, so that
we must have

Oljm) =culj,—m). (4.128)

The interplay of the ladder and time-reversal operators can be used to
determine the factor c¢,,. Note that

0,07 =0/, +i/,) 0!
=-J,—i®J,0!
=—J, +iJy (4.129)
== (Jx—idy)
=-J_,
and
@J0"'=0,-i),)0!
=-J,+i®J,07!
=~ —iJ, (4.130)
=—(Jy+iJy)
=-Js,
or

J-@ = _®J+

(4.131)
J + @ = _®J —.
Acting with the raising operator on a time reversed state we have

Ji@j,my = JyCp |j, —m)
= nJ(G = (=m)(j + (=m) + Dy |j, —m + 1) .

(4.132)
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But we must also have
J+®|J’m> =-0J- |.]am>
:—®h\/(j+m)(j—m+1)|j,m—1) (4.133)
= —h\G+m)(—m+ Dept |j,—m+1).

This provides a recurrence relation for the undetermined c,, factors
Cm = —Cme1 = (=Dfcpi. (4.134)
In particular for m — k = —j, this is
em = (1" (4.135)
Acting twice with the time reversal operator
©? |j.m) = O(=1)"c_;|j, ~m)
= (=1)""et e jom) (4.136)
= (=1¥]e_if 1j;m).

The c_; factor can be absorbed into the definition of the time reversal
operator, so that, up to a phase factor, we have

| ®limy=(D"lim), | (4.137)

and

O = (-1)%. (4.138)

Exercise 4.5 Non-interacting particles in a box. ([15] pr. 4.1)

Calculate the three lowest energy levels and their degeneracies for equal
mass distinguishable spin half particles in a box of length L.
Consider

a. Two particles.
b. Three particles.

c. Four particles.

Answer for Exercise 4.5
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Part a.  The problem statement doesn’t include the dimensionality of
the box. The simplest case is the one dimensional box, for which the wave
function of one particle is

2 . (nmnx
Y(x) = \/;sm(T), (4.139)

and the energy of that particle is

1 ( hr)? 5
=—|—= ) 4.140
Zm(L)n ( )

If the box is two dimensional the energy is

1 (nr)?
= ﬁ(?) (nf +n3). (4.141)

and if it’s a 3D box, we have

2

E= ﬁ (%) (nf +n3 +n3). (4.142)
Suppose we are considering the 3D box. In statistical mechanics when we
are considering particles Fermions, they are indistinguishable, and thus
not allowed to share the same spin state at a given energy level. How-
ever, for distinguishable particles, that restriction doesn’t exist, and we
can have two (or more) such particles in the lowest order energy state.
The lowest such energy is

2
Eiiii = 1 (E) (6 X 12)

2m\ L
) (4.143)
_ 6 (hn
“2m\ L)
The particle spin states can be any of |[++), |[+—),|—+),|——), so there is a
four way degeneracy in the ground state.
the next lowest energy level is
1 (hr\* 2 2
Er12111 = o (T) (5 x1°+2 )
(4.144)

_ 9 (Y
“2m\ L)
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where there are (?) = 6 ways to pick such a state for each variation of spin,
for a total 6 x 4 = 24 way degeneracy. Finally, since 2% + 2% < 32 + 12,
the next lowest energy level is

1 {7\
_ L fnr 2 2
Eipo.111 = Zm( L) (4><1 +2><2)

12 (hx)’
S 2m\ L)’

with a (g) x 4 = 15 x 4 = 60 way degeneracy for this energy level.

(4.145)

Part b.  For three particles (the two particle case wasn’t actually in the
problem statement, but seemed an easier starting place), the lowest energy
state for a 3D box is

1 (hr\
E:%(Tﬂ) (9% 1?)

) (4.146)
9 (hn
“2m\ L)
There are now 23 = 8 variations of spin [+ ++),|++—),---, so the
ground state is 8-way degenerate. Next up is
2
1 (hr 2 A2
=—|—] (8%x1°+2
) 657 2)
(4.147)

12 (hx)’

" 2m\ L)’
where there is a (?) x 8 = 9 x 8 = 72 way degeneracy in this energy level.
Finally, the next lowest energy level is

“om\ L

2
15 (hn
“o2m\ L)’

with a (g) x 8 = 36 X 8 = 288 way degeneracy for this energy level.

2
! (@) (7>< 12+2><22)
(4.148)
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Part c.  For four particles the lowest energy state for a 3D box is

1 (hr\?
E= %(Tﬂ) (12x1%)

5 (4.149)
12 (hn
“o2m\ L)
There are now 2* = 16 variations of spin [+ + ++),|[+++—-), -+, so the
ground state is 16-way degenerate. For the second level
2
1 (hn
= —[—] (11x1%+2?
2m( L ) ( )
(4.150)

15 (hx)?

" 2m\ L)’
where there is a (112) X 16 = 12 x 16 = 192 way degeneracy in this energy
level. Finally, the next lowest energy level is

:2m L
15 (hn)’
“o2m\ L)

with a (122) X 16 = 66 x 16 = 1056 way degeneracy for this energy level.

2
L(E) (7><12+2><22)
4.151)

Exercise 4.6 Commutators for some symmetry operators. ([15] pr. 4.2)
If 93, D (A, ¢), and 7 denote the translation, rotation, and parity opera-
tors respectively. Which of the following commute and why
a. Jg and Ty, translations in different directions.
b. D, ¢) and D(R’, ¢"), rotations in different directions.
c. Jg and .
d. D, ¢) and 7.

Answer for Exercise 4.6

Part a.  Consider

TaTa 1x) = Ta |[x +d’)

(4.152)
= |X+d’ +d),
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and the reverse application of the translation operators

JaTq1x) = Tg X+ d)

=[x+d+d) (4.153)
= |x +d +d).
so we see that
[Ta. Tar] 1x) = 0, (4.154)

for any position state |x), and therefore in general they commute.

Part b.  That rotations do not commute when they are in different direc-
tions (like any two orthogonal directions) need not be belaboured.

Part c. 'We have

Jar |x) = Tg|-x) 4.155)
=|-x+d),
yet
g |X) = m|x +d) 4.156)
= I—X—d> * |—X+d>.
s, in general [Tg, 7] # 0.
Partd.  We have
D@, ¢) |X) = 7D (R, $)7' 7 |X)
= D@, p)r' 7 |x)
[e] s . A k
ShE ]"*”
(- z(anT) (mirt))k (4.157)
= Z %)

k
Z( iJ-n) %)

=D, P)r[x),

o) [@(ﬁ, ?), n] |x) = 0, for any position state |x), and therefore these oper-
ators commute in general.
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Exercise 4.7 Plane wave and spinor under time reversal. ([ /5] pr. 4.7)

a. Find the time reversed form of a spinless plane wave state in three
dimensions.

b. For the eigenspinor of o - fi expressed in terms of polar and az-
imuthal angles 8 and vy, show that —io,x* () has the reversed spin
direction.

Answer for Exercise 4.7

Part a.  The Hamiltonian for a plane wave is

2
p .0
=X ;= 4.158
2m l(?t ( )
Under time reversal the momentum side transforms as
-1 -1
p* ., (epe”!) (6p07')
O—0O " =
2m 2m
_ -p)-(=p) (4.159)
2m
_p
2m’

The time derivative side of the equation is also time reversal invariant

®i2®_1 = @i@*@ﬁe)—l

ot 5 (4.160)
=iz = o
Solutions to this equation are linear combinations of
W(x, 1) = eXXEUT (4.161)

where 7°k%/2m = E, the energy of the particle. Under time reversal we
have

W(x, 1) — e ®XHECD/T ( eik-xfiE(—t)/h)*

=y (x, —1).

(4.162)
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Part b.  The text uses a requirement for time reversal of spin states to
show that the Pauli matrix form of the time reversal operator is

O = —ioynK, (4.163)

where K is a complex conjugating operator, and 7 is a phase factor with
[nI> = 1. The form of the spin up state used in that demonstration was
IA; +) = e IS BN ,=iS yy/ T [+)

— o iTBI2 pmicyy[2 l+)

cos(B/2) — io; sin(B/2)) (cos(y/2) — iory sin(y/2)) |+)

| .
= |cosB/2) - i sin(ﬁ/Z)](cos(y/Z)—i 0 = sin(y/2)]|+)
0 - i 0
e 20 J{cosyr2) —singy/2)|[1
| 0 €P2][sin(y/2) cos(y/2) ||O
B -2 ] cos(y/2)
| 0 €P?]|sin(y/2)
B »cos(y/Z)e“ﬁ/z
| sin(y/2)e/? |
(4.164)
The state orthogonal to this one is claimed to be
|ﬁ, _> — e—iszﬁ/he—iSy(yM)/h |+>
, , (4.165)
— e_la-‘"ﬁ/2€_la-“(7+ﬂ)/2 |+> )
‘We have
cos((y + m)/2) = Re V12
= Reie”'? (4.166)

= —sin(y/2),
and

sin((y + )/2) = Im ¢'0+/2
= Imie"/? (4.167)
= cos(y/2),
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so we should have

e _iB2
Iﬁ;—>=[ sin(y/2)e } (4.168)

cos(y/2)eP?

This looks right, but we can sanity check orthogonality

i —[f; +) = | si i8/2 ] [COSCr/ Ve
(f; —|fi; +) [ sin(y/2)e cos(y/2)e ][sin(y/Z)ei'B/z (4.169)
=0,

as expected.

The task at hand appears to be the operation on the column representa-
tion of [fi; +) using the Pauli representation of the time reversal operator.
With the phase factor = 1 the time reversal action on the spin up state is

© I +) = —io, K le_w cos(y/ 2)}
’ - y

P2 sin(y/2)
. {0 —z] [eiﬁ/z cos(y/Z)]
0 ||e B2 sin(y/2)
[ } [ B12 cos(y/2) } (4.170)

e P2 sin(y/2)

—e P2 5in(y/2)
P2 COS(V/ 2)
= |fy; ]

Observe that we need n = i to have this match eq. (4.79) in the text
where @ = 2|, —m).

Exercise 4.8 Totally asymmetric potential. ([15] pr. 4.11)

a. Given a time reversal invariant Hamiltonian, show that for any
energy eigenket

Ly =0. (4.171)
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b. If the wave function of such a state is expanded as

D FinYin6,9), (4.172)
Lm

what are the phase restrictions on F,?

Answer for Exercise 4.8

Part a.  For a time reversal invariant Hamiltonian H we have
HO = OH. (4.173)
If ) is an energy eigenstate with eigenvalue E, we have

HO|y) = OH |y)

4.174
=A0y), ( )

so O |) is also an eigenvalue of H, so can only differ from |y) by a phase

factor. That is

') = @)

. (4.175)
= e |y).

Now consider the expectation of L. with respect to a time reversed state

WL = WO 'LO |y

(4.176)
=Wl W),
however, we also have
’ L A —id L i
WLy = (wle )L (e p)) )

= WIL),

so we have (¢| L |yr) = — (| L [) which is only possible if (L) = (4| L |y) =
0.

Part b.  Consider the expansion of the wave function of a time reversed
energy eigenstate

(x| Oy = (x| €” |y

) (4.178)
=" (xly),
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and then consider the same state expanded in the position basis
x0W) = x0 [ & () (x|)0)
= (x|©® f &X' ((X|w)) [x')
= (x] f &% (X y)) O x)
= (x f &x (X [w)) %) (4.179)
= f &x ((x|9)) (x[x")
= f X’ (Y[x') 6(x — X)

= (Yx).

This demonstrates a relationship between the wave function and its com-
plex conjugate

(Xly) = e (Ylx). (4.180)
Now expand the wave function in the spherical harmonic basis

Xly) = fdQ (xi) (Rjyr)
D Fin()Yin(6,9)
Im

e—uS

D Fin(r)Yim (0, ¢)]
Im (4.181)

e (Fin(r)" Yp (6, 9)

Im

=3 (Fin() <1V (6, )
Im

= N (Fin()" (1" Yi(0. ).
Im

so the F, functions are constrained by

Fin(r) = € (Fi_m(r))" (=1)™. (4.182)
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Exercise 4.9 Time reversal, crystal spin Hamiltonian. ([15] pr. 4.12)

Solve the spin 1 Hamiltonian
H=AS?+B(S:-5)). (4.183)

Is this Hamiltonian invariant under time reversal? How do the eigenkets
change under time reversal?

Answer for Exercise 4.9

In spinMatrices.nb the matrix representation of the Hamiltonian is found
to be

A O B
H=10 0 ol (4.184)
B 0 A

The eigenvalues are

and the respective eigenvalues (unnormalized) are

0] |-11 |1
1.1 0|, . (4.186)
0] [1 1

Under time reversal, the Hamiltonian is
H — A(=S.)* + B(=S»)* = (=S,)*) = H, (4.187)

so we expect the eigenkets for this Hamiltonian to vary by at most a phase
factor. To check this, first recall that the time reversal action on a spin one
state is

O|l,my=(=1"|1,-m), (4.188)

or

O|1,1)=—]1,-1)
OI1,0) = [1,0) (4.189)
O,-1y=—]|1,1).
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Let’s write the eigenkets respectively as
10 =11,0)
[A-B)=—[1,-1)+]|1,1) (4.190)
[A+B)=1|1,-1)+]1,1).
Under the reversal operation, we should have
©10) — 1,0
OA-B)=+]|1,-1)-|1,1) (4.191)
OIA+B)=-]1,-1)-|1,1).

Up to a sign, the time reversed states match the unreversed states, which
makes sense given the Hamiltonian invariance.






THEORY OF ANGULAR MOMENTUM.

5.1 ANGULAR MOMENTUM.

In classical mechanics the (orbital) angular momentum is
L=rxp. (5.1)

Here “orbital” is to distinguish from spin angular momentum.
In quantum mechanics, the mapping to operators, in component form,
is
Li = fijk?jﬁk~ (52)
These operators do not commute

LiL;
[£:. L) X (5.3)
= ihe,-jkLk.
which means that we can’t simultaneously determine L; for all i.
Aside: In quantum mechanics, we define an operator V to be a vector
operator if

[l:i, ‘7]] = ihe,-jka. (5'4)

The commutator of the squared angular momentum operator with any L,
say L, is zero

= B[y L] = [Ba B By + e [ ] = [ 2] £
= in(-LyL. — LDy + L6y + L,L.)
=0.

(5.5)
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Suppose we have a state [¥) with a well defined L. eigenvalue and well
defined L? eigenvalue, written as

['Y) = la,b), (5.6)

where the label « is used for the eigenvalue of L% and b labels the eigen-
value of L. Then

1.2 |a,b) = Wala, b)

R (5.7)
L.la,by = hbla,b).

Things aren’t so nice when we act with other angular momentum opera-
tors, producing a scrambled mess

Lela,by =" AL, 0 ld 0,

ab’
R ~ (5.8)
Lylaby= Y A, 0 la ).
a b’
With this representation, we have
Ldla,by = LetPa ) AL, 0y |dsb'), (5.9)
a’ b
L2 la,by =12 ) d ALy |a ). (5.10)
a' b’
Since I.2, I, commute, we must have
ﬂ;’,b,a’,b’ = 6“*“"%5';}),}),’ (5.1 1)
and similarly
y - y
ﬂa,b,a’,b’ - 6a,a/ﬂa/;b,b/- (512)
Simplifying things we can write the action of L,, I:y on the state as
Lela,by =) A%, |a b,
Y (5.13)

Lylaby =Y A2, lab).
b/
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Let’s define

L,

Ly+ily, L. =L,-ilL, (5.14)
Because these are sums of L, ﬁy they must also commute with 12
[L2.L.] =0. (5.15)

The commutators with L, are non-zero

e L] = L

(5.16)

R (5.17)

Now we are set to compute actions of these (assumed) raising and lower-
ing operators on the eigenstate of I., [.?

L.Li\a,b) = hly|a,b) + L.L.|a,b)
hl.|a,by+ hbL. |a,b) (5.18)
h(b+1)Lsla,b).

There must be a proportionality of the form

ﬁi>xla,bil>, (5.19)

The products of the raising and lowering operators are

(5.20)
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and

(5.21)

So we must have

0 <(a,b|L_Lyla,b) = (a,b|(L* - L2 - hL.)la,b) = WPa— W*b* - 1*b,
(5.22)

and

0 <(a,b|L,L_la,b) = (a,b|(L* - L2 + hL;)la,b) = WPa— W*b*+ I*b.

Z

(5.23)
This puts constraints on a, b, roughly of the form
1.
a-bb+1) =0, (5.24)
with byax > 0, bnax ~ Va.
2.
a-bb-1)=>0, (5.25)

with bpin < 0, byin = — \/5

Assuming that the by and by, values are satisfied at the equality ex-
tremes we have

bmax (bmax + 1) =a,

5.26
bmin (bmin - 1) =a. ( )

Equating these pair of equations and rearranging, we have

1\ 1 1\ 1
bm X = - = = bmin - = - -, 5.27
(o +3) == o3 @2
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which has solutions at

1 1
Dmax + 5 == (bmin - 5) . (5.28)

One of the solutions is
—bmin = bmax, (5.29)

as desired. The other solution 1S byax = bmin — 1, which we discard.
The final constraint is therefore

| —bmax < b < buax, (5.30)

and

i4+ |a, bmax) = 0,

. 5.31
L_la,byin) = 0. ( :

If we had the sequence, which must terminate at by, or else it will go on
forever

L L L
la, bmax) = |a@, bmax — 1) = |a, bypax —2) -+ = |a, bmin) , (5.32)

then we know that by,x — bmin € Z, Or

bmax =1 = bmin = —bmax (5.33)
or
n
bmax = E’ (5~34)

this is either an integer or a 1/2 odd integer, depending on whether » is
even or odd. These are called “orbital” or “spin” respectively.

The convention is to write m for the L, eigenvalue (the magnetic quan-
tum number), and j, the azimuthal quantum number, to describe the j(j +
1) eigenvalue of the L.? operator.

bmax:j (5%5)
a=j(j+1).
soforme—j,—j+1,---,+j
I? j, m = Wi+ 1 i, m
|J. ) J({ ) s m) (5.36)
L,|j,m)y = hm|j,m).
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5.2 SCHWINGER’S SHO ANGULAR MOMENTUM OPERATORS.

In [17] a powerful method for describing angular momentum with har-
monic oscillators was introduced, which will be outlined here. The ques-
tion is whether we can construct a set of harmonic oscillators that allows
a mapping from

L, oa? (5.37)

Picture two harmonic oscillators, one with states counted from one zero
towards oo and another with states counted from a different zero towards
—oo, as pictured in fig. 5.1. Is it possible that such an overlapping set of

!

Figure 5.1: Overlapping SHO domains.

harmonic oscillators can provide the properties of the angular momentum
operators? Let’s relabel the counting so that we have two sets of positive
counted SHO systems, each counted in a positive direction as sketched in
fig. 5.2. It turns out that given a constraint there the number of ways to

L

s
5

Figure 5.2: Relabeling the counting for overlapping SHO systems.

distribute particles between a pair of SHO systems, the process that can
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be viewed as reproducing the angular momentum action is a transfer of

particles from one harmonic oscillator to the other. For L, = +;

N1 = Nmax

ny, =0,
and for [, = —j

ny = 0

ny = Nmax-

‘We can make the identifications

[AJZ = (”1 _n2) §>
and

.1

J= Enmax,
or

ny + ny = fixed = nyax.

(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

Changes that keep n; + n fixed are those that change ni, np by +1 or —1

respectively, as sketched in fig. 5.3.

Figure 5.3: Number conservation constraint.

Can we make an identification that takes
I
[ni,n2) — [ny—1,np+1)7?

What operator in the SHO problem has this effect? Let’s try

i_:ha;m
I:+=ha1a2

N h
L,=—(n—-ny).
= 5 (m—m)

(5.44)
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Is this correct? Do we need to make any scalar adjustments? We want

I:izz, t‘i] ==+ hzi.
First check this with the L. commutator
Lol =12 i
L. L] = 3 |1 =, alas]
1 ¥
= 3 n? [alal — a;az, aiag]

= %hz ([a{m,a%az] - [a;az, aiaz])

_ % 1 (a2 |alar,af| - a} |d}az, a2).

But
['a,a"] = a'aa’ - a'a'a
=a' (1 + aTa) —d'd'a
=d',
and
[aTa, a] =d'aa—aa'a
=d'aa - (1 +a'a)a
= —q,
SO

[I:Z,f,+] = hzazaJlr = hl,,
as desired. Similarly

[I:Z,ﬁ_] = %hz [nl - nz,a;al]

1 "
=3 > [aial - a;az, a;al]

- 3P lefaa] e )
= % 1 (a;(—al) - ala;)
= —hza;al

=—hil_.

(5.45)

(5.46)

(5.47)

(5.48)

(5.49)

(5.50)



5.3 REPRESENTATIONS.

With
ny+np
=77
o (5.51)
m= ,
2
we can make the identification
|n1’n2> = |.]+m’]_m> (552)
Another way — With
Lyljmy=dj, |jm+1), (5.53)
or
halay|j+m, j—m)y=dl, |j+m+1,j—m-1), (5.54)
we can seek this factor d;fm by operating with L.,
Lyj,my = hajazlni,no)
= hajaz|j+m, j—m) .
= hVn+1ym|j+m+1,j—m—1) 659
= iy m+1) (G=m)[j+m+ 1 j—m—1).
That gives
dfy = hJ(j=m) (j+m+ 1),
(5.56)

A= hAJ(j+m) (j=m+1).

This equivalence can be used to model spin interaction in crystals as har-
monic oscillators. This equivalence of lattice vibrations and spin oscilla-
tions is called “spin waves”.

5.3 REPRESENTATIONS.

It’s possible to compute matrix representations of the rotation operators

Ra(g) = e/Lo/ 1, (5.57)
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g f [0

2| ¥

Figure 5.4: Block diagonal form for angular momentum matrix representation.

With respect to a ket it’s possible to find

AR fmy =Y dl BBy (5.58)

This has a block diagonal form that’s sketched in fig. 5.4.

We can view di v (0, @) as a matrix, representing the rotation. The prob-
lem of determining these matrices can be reduced to that of determining
the matrix for L, because once we have that we can exponentiate that.

A[Example 5.1: Spin half}

From the eigenvalue relationships, with basis states
1
IT) = [ }
0
(5.59)
0
1) = [ ]
1
we find
|
p=n 1 0
210 -1
. n
Li=— 01 (5.60)
210 0
_—l
L_=— 00 .
201 0




5.4 SPHERICAL HARMONICS.

Rearranging we find the Pauli matrices

a 1
Ly = 57’;0’,-. (5.61)

Noting that (o--#)* = 1, and (- A)’ = o - f, the rotation matrix is

io1/2

%,m> = (cos(¢/2) + io - fisin(¢/2)) ’%,m> (5.62)

The steps taken in the example above, which apply to all values of j
were

1. Enumerate the states.

1
J1 = 3 < 2 states (dimension of irreducible representation = 2)

(5.63)

2. Construct the I, matrices.

3. Construct d’ ,(Q, @).

mm
5.4 SPHERICAL HARMONICS.

For L = 1 it turns out that the rotation matrices turn out to be the 3D
rotation matrices. In the space representation

L=rxp, (5.64)

the coordinates of the operator are

R 0
Ly = i€mntm (—ih—). (5.65)
ory,
We see that scaling r — ar does not change this operator, allowing for an
angular representation L(0, ¢) that have the form
R 0

LZ = —lha—¢

. 0 . 0
L, = h(ia—e +lCOt9%).

(5.66)
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Figure 5.5: Spherical coordinate convention.

Here 6 and ¢ are the polar and azimuthal angles respectively as illustrated
in fig. 5.5. Introducing the spherical harmonics Y}, the equivalent wave
function representation of the problem is

LY},(6, ¢) = B 11+ 1)Y1,(6, §),

“ (5.67)
L Y1(0, ) = hmY (6, ¢).

One can find these functions
Yin(6, ¢) = Ppm(cos 6)e™, (5.68)

where Pj,,(cos 6) are called the associated Legendre polynomials. This
can be applied whenever we have

[H.L] = 0. (5.69)
where all the eigenfunctions will have the form

Y (7, 6,9) = R(r)Yim(6, ¢). (5.70)

5.5 ADDITION OF ANGULAR MOMENTUM.

Since I is a vector we expect to be able to add angular momentum in some
way similar to the addition of classical vectors as illustrated in fig. 5.6.
When we have a potential that depends only on the difference in position
V(r; —ry) then we know from classical problems it is effective to work in
center of mass coordinates

A f‘l +f‘2
Rem = ——2,

o 2 (5.71)
P = f’l + f)Z,
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Figure 5.6: Classical vector addition.

where

|R:. )| = in5y;. (5.72)
Given

L +1L, =L, (5.73)
do we have

|Liovis Luovj| = i h€ijicLaori? (5.74)
That is

|Lvi+ Ly jo Lo + Lo | = ihegj (Bas + L) (5.75)

FIXME: Right at the end of the lecture, there was a mention of something
about whether or not IZ% and L, were sharply defined, but I missed it.
Ask about this if not covered in the next lecture.

5.6 ADDITION OF ANGULAR MOMENTA (CONT.)

e For orbital angular momentum

Ly =% xpi, (5.76)
L =1 xp .

We can show that it is true that
[L1i+L2i,L1j+L2j] = ihe,-jk (L]k-i-LZk) , (5.77)

because the angular momentum of the independent particles com-
mute. Given this is it fair to consider that the sum

| S S (5.78)

is also angular momentum.
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e Given |l1,m) and |, my), if a measurement is made of I, + 1L,
what do we get? Specifically, what do we get for

(L1 +L2), (5.79)
and for
(Liz+ L2:)? (5.80)

For the latter, we get
(Liz + Loz) llmys looma) = (hmy + hmg) [l mys b, ma) . (5.81)
Given
Ly + L, =LY, (5.82)

we find

(5.83)

(5.84)
but for

[(I:l + i42)2’ I:IZ] = [2,\% + i‘% + Zf‘l ) IAQ’ ﬁlz] (585)

Classically if we have measured L; and L, then we know the total angular
momentum as sketched in fig. 5.7. In QM where we don’t know all the
components of the angular momentum simultaneously, things get fuzzier.
For example, if the L, and £,. components have been measured, we have
the angular momentum defined within a conical region as sketched in
fig. 5.8. Suppose we know L' precisely, but have imprecise information
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Figure 5.7: Classical addition of angular momenta.

A > -
g 4 Ll‘* L

N

4

Figure 5.8: Addition of angular momenta given measured L.

L\
about (L“") . Can we determine bounds for this? Let |y) = |l1, mo; [, ma),
SO

WA(L1+ L) W) = WIE2 W) + WIER W) + 2 WIL; - Lo )
=L (L+1) R +h(L+1)r+ 2L - Ly y).
(5.86)

Using the Cauchy-Schwartz inequality

K> < Kl I, (5.87)

which is the equivalent of the classical relationship
(A-B)* < A’B. (5.88)
Applying this to the last term, we have

(WL Lo p)) < WLy L) @ila-Laly) = 50 (1 +1) b (1 +2).
(5.89)

Thus for the max we have

(Wl (Ly + 122)2 Wy < 720 (I + 1)+ B2 (L + 1) +2 72 \/11 (h+1) 1 (b +2),
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(5.90)
and for the min
A A \2
WAL+ L) Wy > 720 (L + 1) + WPl (L + 1)

(5.91)
“2R2 1 (I + 1) 1 (1 +2).

To try to pretty up these estimate, starting with the max, note that if we
replace a portion of the RHS with something bigger, we are left with a
strict less than relationship. That is

12
11(l1+1)<(11+§) s

2 (5.92)
lz(lz+1) <(lz+§) .

That is

i (L +1:2)2 ) < R (11 (h+ 1) +h(L+1)+ 2(11 + %)(12 + %))

1
= h2(1%+z§+11+12+21112+11+12+5)

1 3\ 1
Pllh+b+= i +bL+2)-=
(et )(reee3)-3)

(5.93)
or
1 3
liot (Lot + 1) < (11 +1 + 5) (11 +b+ 5), (5.94)
which, gives
1
liot <l +1 + 5 (5.95)

Finally, given a quantization requirement, that is

lot <11+ 1. (5.96)
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Similarly, for the min, we find

Wl (ﬁl +£2)2 o) > B (11 (Lh+1)+hL(L+1) —2(11 + %) (12 + %))

1
n? (z% + 12 -2l — 5)

o o3

(5.97)
The total angular momentum quantum number must then satisfy
Lot(lot + 1) > (11 =1 ! l l+1 ! (5.98)
tot\tot 1 2 ) 1 2 ) 4- .
Is it true that
1 1
lot(liot + 1) > (11 — 1 — 3 Lh—h+ 3 ? (5.99)

This is true when lior > [; — I, — %, assuming that /; > [. Suppose ot =
I =l — 1, then

1 1
Liot(liot + 1) = (ll b - 5) (11 b+ E)
1

= (I —12)2—1.

(5.100)

So, is it true that

1
(i -h)* - 72 B+li+B+hL-2yLh+ Db +1)?  (5.101)

If that is the case we have

1
2l - 2k +h =211y + Dbl + 1), (5.102)

1 1
2\/12(11 + 1)11(12 + 1) > ll +lz+2[1[2 + Z = ll(lz + 1)+lz(ll + 1)+ Z
(5.103)

This has the structure

1
2\/x_ny+y+Z, (5.104)
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or
, 11
dxy>(x+y) +—+=(x+y), (5.105)
16 " 2
or
0> (x— )2+i+l(x+ ) (5.106)
=TV T e TV Y >

But since x +y > 0 this inequality is not satisfied when [yt = [} — I — %
We can conclude

1 1
ll—lz—§<lmt<ll+lz+§. (5.107)

Is it true that

h=—bh>ha>l +1? (5.108)
Note that we have two separate Hilbert spaces /; ® [; of dimension 2/; + 1
and 2/, + 1 respectively. The total number of states is

L+ I+

D Qlha+1)=2 > n+f+h-(-b)+]

lot=h~l> n=l—b
:2% (h+h+=-0) (h+h-(U-hL)+1)+2L+1
=21 (2L +1)+2L + 1
=Q2L+1DQ2L+1).
(5.109)

So the end result is that given |ly,m), |lr,my), with [} > [, where, in
steps of 1,

h-bh<ha<h+bh. | (5.110)

5.7 CLEBSCH-GORDAN.

How can we related total momentum states to individual momentum states
in the 1 ® 2 space?

blomy = Y i lom). (5.111)

Lilmymy
mi,my

The values Cf:foZ my AT€ called the Clebsch-Gordan coefficients.
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—(Example 5.2: Example: spin one and spin one half]—

With individual momentum states |l1mq; lhmy)

L=1
mlzil,O
1 112
- (5.112)
+l
my = +—.
T
The total angular momentum numbers are
lot € [lh — b, i + b1 =[1/2,3/2]. (5.113)
The possible states |/iot, Mor) are
11\ |1 1
Z )= = 5.114
2,2>,‘2, 2>, (5.114)
and
33\ 13 1\ (3 1\|3 3
= =)l= =)= —-=)=.—-=). 5.115
2’2>"2’2>"2’ 2>’2’ 2> ( )

The Clebsch-Gordan procedure is the search for an orthogonal angu-
lar momentum basis, built up from the individual momentum bases.
For the total momentum basis we want the basis states to satisfy the
ladder operators, but also have them satisfy the consistent ladder op-
erators for the individual particle angular momenta. This procedure
is sketched in fig. 5.9.

3>

18— 4%

k3 el =
N ’(h‘ ¢$ [l

—_— Ii"fl)

Figure 5.9: Spin one,one-half Clebsch-Gordan procedure.




5.7 CLEBSCH-GORDAN.

Demonstrating by example, let the highest total momentum state be
proportional to the highest product of individual momentum states

33 11
——)=1)®|==). 5.116
535)=el53) 110
A lowered state can be constructed in two different ways, one using
the total angular momentum lowering operator

31\ ]33
‘22>_L— 22>
3 3\(3 3 31
—al2e 2222 4q) 122 5.117
h\/(fz)(z 2 )‘22> Sl
31
= nV3|2=
\/_‘22>

On the other hand, the lowering operator can also be expressed as
fet= 1Y o1+ 1 L?. Operating with that gives

31\ 11

\5§>=L— '“>®’§§>
11
§§>
11

h\/(1+1)(1—1+1)|10>®‘§§> (5.118)

1 1\(1 1 1 1

11 11
h\/§|10)®’§§>+ h|11>®’5—§>.

. 11 .
= i1 ‘—— +1IDY L2
D ® 75 11) ® LZ

Equating both sides and dispensing with the direct product notation,
this is

31 11 11
Sy o e 5.
\/5‘22> \/5'10,22>+‘11,2 2>, (5.119)
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or

31 2 11\ 1.1 1
A Y o Th i LIS PN Y 5.120
’22> \/;‘ ’22>+\/§’ 2 2> (5.120)

This is clearly both a unit ket, and normal to |%%> We can continue
operating with the lowering operator for the total angular momentum
to construct all the states down to %‘73> Working with 7 = 1 since
we see 1t cancel out, the next lower state follows from

2= )

I
22
-1
:2‘§_>.

st

(5.121)
22

and from the individual lowering operators on the components of

§l>
22/

" 11 11
VN0 === Vix2[1-1;== 5.122
o 1) i) siz
and
o 11 1-1
@ |10 .
L710;==)= VI x1|10; =— 5.123
—_— ’22> X ’22>’ ( )
and
o 1 1 1 1
1
) Y [ 124
L 11,2 2> 2><1‘10,2 2> 5 )
This gives
3-1 2 11 1-1 1 1 1
212 =)= /2 V2[1-1;2= ) +[10; = — ) |+ — V2[10; = — =),
‘22> 3(‘/_‘ 22> ’ 22>) \/5‘/_‘ 2 2>
(5.125)
or

3.1\ 1 11 21 1-1
i) DU PR P T ia 5.126
’22> \/g‘ ’22>+\/;’ 0’22> (5.126)




5.7 CLEBSCH-GORDAN.

There’s one more possible state with total angular momentum %

This time
o3 -1 3-3
LtOt_ — 1 3’__
- 22> X 22>
1 .0 11 2.0l 1-1
=—[P1-1,-2 \/j 10; = —
N-an 22>+ 3 [7272
1 1-1 2 1-1
e VIxT|l=le )4+ /2 VIx2 1= 1=,
B ‘ 22>+\/g % ’ 22>
(5.127)
or
3-3 1-1
33V |- L2ty 12
’22> ‘1 1,22> (5.128)

The |%%> state 1s constructed as normal to |%%>, or

11 _\/7‘10_11 \/5‘11.1 1 .
2/ N3] 722 31772 2/ ‘

and |% = %> by lowering that. With

LtO[

22> V1x ‘——-> (5.130)

we have
1 1 1 11 1 1
‘5‘5> \g(““\l‘l’55>+\m’z‘z>)
2 1 1
—A/=V2x1]10; = — =
\/; % ' 2 2>’

___> \/7‘ 22> %‘10;%_%) (5.132)

(5.131)

or
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Observe that further lowering this produces zero

1 1
L“’t = \/7\/1>< ' ===)= V1><2'1—1,
2 2 V3 2
=0.
(5.133)
All the basis elements have been determined. In summary
33 11
22> ‘11 22>
31 11 1 1
@§5> va|o §5> '“’5‘5>
11 11 1 1
—=)=10;==)— V2|11; = — =
\/522> ‘0’22> \/_' 2 2>
3-1 11 1-1 (5.134)
Vi[53 )= [1-155)+ B33 )
1 1 11 1 1
Vi[5 - 3)= ¥E|1-1i35)- o 5)
3-3 1-1
’§7>—‘1‘1’57>'

)

A[Example 5.3: Spin two, spin one.]

With j; = 2 and j, = 1, we have j € 1,2, 3, and can proceed the
same way as sketched in fig. 5.10.

Figure 5.10: Spin two,one Clebsch-Gordan procedure.




5.8 PROBLEMS.

Working through the details for this example is left to the problem
set.

5.8 PROBLEMS.

Exercise 5.1 Angular momentum commutators.
Using L= € jk7 Pk, show that

|Li, L] = i heijuls. (5.135)

Answer for Exercise 5.1

Let’s start without using abstract index expressions, computing the com-
mutator for L, L, which should show the basic steps required

[ﬁl,iz] = [Pop3 — P3P2, P3p1 — 71 P3]
= [P2p3, P3p1] — [P2P3, P1P3] — [P3P2, P3p1] + [P3p2, P1P3] -

(5.136)
The first of these commutators is
[2p3, F3p1] = Fap3fapr — B3 piiap3
= Pap1 [P3. 73] (5.137)

= —ihtyp.

We see that any factors in the commutator don’t have like indexes (i.e.
7x, Px) on both position and momentum terms, can be pulled out of the
commutator. This leaves

L1, Lo| = #2p1 [p3. 73] = [Papsstipa] - [Fapastapn] + 712 [P, )

=1ih (rlpz - rzpl)
= ihl3.
(5.138)

With cyclic permutation this is really enough to consider eq. (5.135) proven.

However, can we do this in the general case with the abstract index expres-
sion? The quantity to simplify looks forbidding

|Li.Lj] = €avejot [Fabor 7sr] (5.139)
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Because there are no repeated indexes, this doesn’t submit to any of the
normal reduction identities. Note however, since we only care about the
i # j case, that one of the indexes a, b must be j for this quantity to be
non-zero. Therefore (for i # j)
[I:i, I:j] = €jp€jst [PjPps sDt] + €iaj€jst [FaD s PsDi]
= €jjb€jst ([r]ﬁb, ?sﬁt] - [f'bﬁj, ?sﬁt])
~6iip) [FiPb = FoPjs ]
= [?jﬁb_?‘bﬁj’?‘bﬁi_?iﬁb] (5 ]40)
(7D Pobi] = [FiPoctiPo] — [Popis?5Pi] + [PoPjo Fils)
= 7;Pi [Pvs ] + FiPj [Pps Pb)
= ih(fipj—7ipi)

= ihfijkl’ipj.

Exercise 5.2 S, eigenvectors. ([15] pr. 4.1)

Find the eigenvectors of o, and then find the probability that a mea-
a“
B

The eigenvalues should be +1, which is easily checked

surement of S, will be 7/2 when the state is initially

Answer for Exercise 5.2

0= ’O'y - /l|
[ (5.141)
i -4
=A°-1
For |[+) = (a, b)T we must have
—la—-ib =0, (5.142)
SO
[+) o [_’} , (5.143)
1
or

1|1
=—| | 5.144
I+ \5H (5.144)
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For |-) we must have

a—ib =0, (5.145)
SO
) o i}, (5.146)
1
or
) = % [ 1_‘. (5.147)
-1

The normalized eigenvectors are

l£) = L[ll (5.148)

+i

For the probability question we are interested in

2 1 2
el -3 -1}
_ % (1 + 57 (5.149)
1

There is a 50% chance of finding the particle in the | ; +) state, indepen-
dent of the initial state.

Exercise 5.3 Magnetic Hamiltonian eigenvectors. ([/5] pr. 3.2)

Using Pauli matrices, find the eigenvectors for the magnetic spin inter-
action Hamiltonian

1
H=-—2S"B. (5.150)

Answer for Exercise 5.3
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H=-uo-B

=—,qu0 1+ByO _l"'le
10 i 0 0
B, B, —iB,

The characteristic equation is

0=| “HB:-1  —p(By-iBy)
—u(By+iBy)  uB;—A4
=~ (uB)? - 2) - 4* (BY - (By)?)
- 22— 1B
That is

(5.151)

(5.152)

(5.153)

Now for the eigenvectors. We are looking for |+) = (a, b)" such that

0 = (—uB; F uB)a — u(Bx — iBy)D,
or

B, - iB,
B.+B

|+) o

This squares to
B +B +B2+B*+2BB. = 2B(B+B,),

so the normalized eigenkets are

1

\2B(B + B,)

B, -iB,
B.+B

(5.154)

(5.155)

(5.156)

(5.157)
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Exercise 5.4 Unimodular transformation. (/5] pr. 3.3)
Given the matrix

ap+io-a

U (5.158)

ap—io-a’
where ay, a are real valued constant and vector respectively.

a. Show that this is a unimodular and unitary transformation.

b. A unitary transformation can represent an arbitrary rotation. De-
termine the rotation angle and direction in terms of ag, a.

Answer for Exercise 5.4

Part a.  Let’s call these factors A, which expand to

AL =apxioc-a
ap tia,  +(ay+iay) (5.159)
F(ay — iay) ap Fia, ’

or with z = ag + ia;, and w = ay, + iay, these are

A= ° Y, (5.160)
A= M. (5.161)
_W* <

These both have a determinant of

) 2 .2 .2
zZI° + w|” = lag + ia.|” + |a, +ia
e+ b = lao + i jay + ia,] (5.162)

=ay+a“.
The inverse of the latter is

1
ATl = — Lo (5.163)
at+a —-w*
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Noting that the numerator and denominator commute the inverse can be
applied in either order. Picking one, the transformation of interest, after
writing A = a(z) +a’, is

1{z wl|l z w
—W* Z* —W* Z*

U=-—

A
(5.164)
_ L 2wk wet)
Al-w' (" +2) () —|wf
Recall that a unimodular transformation is one that has the form
Lo (5.165)

provided |z|2 + |w|2 =1, so eq. (5.164) is unimodular if the following sum
is unity, which is the case

|22—|w|2|2 | |2 |z+Z*|2
(P+wP) (R )
(2 = wP) (@ = W) + WP (2 +2%)°
) (12 +1wP)’ (5.166)
it = P (2T + i (207 + 20F)
. (12 + )’
=1.

Part b.  The most general rotation of a vector a, described by Pauli ma-
trices is

i 86/2 . 20/ — . fi4 (0 -a—(a- D)o - 0) cos B+ 0 - (axn)sind.

(5.167)

e -ae

If the unimodular matrix above, applied as o -a’ = U'o - aU is to also
describe this rotation, we want the equivalence

U = ¢ i00/2, (5.168)
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or

a% —a’+ 2iapa;  2ap(ay +iay) }

—2ap(ay — iay) ag —a’- 2iapa,

_ cos(0/2) —in;sin(0/2)  (—n, —in,)sin(0/2)
—(=ny +iny,)sin(6/2)  cos(6/2) + in, sin(0/2) .

1
2 a2
a,+a

(5.169)

Equating components, that is

2 .2
as—a

cos(0/2) =
O = o

2
_n, sin(9)2) = -2

a} +a’
(5.170)
2(1061)7

—n, sin(8/2) =
ySin(9/2) al+a?
2apay
—n,sin(6/2) = =22

2 2°
a0+a

Noting that

(aj — a2)?
- (aj +a%)?
(@ + 822 — (@ — a2y

2 2
dy+a (5.171)

sin(6/2) = 4| 1

The vector normal direction can be written

2(10
— a’
(aj + %) sin(6/2)

(5.172)

or

n=-——. (5.173)
|al
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The angle of rotation is

2apla
9 = 2atan 2“‘)' L (5.174)
a; — a?
Exercise 5.5 Rotation through Euler angles. ([15] pr. 3.9)
Consider a sequence of Euler rotations represented by
@1/2(a,ﬁ, v) = e 10:0/2 =iy )2 piozy2 (5.175)

Because rotations form a group, this sequence of rotations corresponds to
a single rotation by an angle 6 about a new axis fi. What is §? What is A?

Answer for Exercise 5.5

First expand the z-axis rotations into their Pauli matrix form

e ITHIZ = cos(u/2) — i Ll) 01] sin(u/2)
_ lcos(u/2) —isin(u/2) 0 5176,
0 cos(u/2) + isin(u/2)
e M2 0
o ew?|
For the y-axis rotation we have
e P12 = cos(B)2) — i [0 ;)l] sin(83/2)
i
0 -1f.
= cos(B/2) + { 0 ] sin(3/2) (5.177)
1

_ cos(B/2) —sin(B/2)
sin(8/2)  cos(8/2) |
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The composition of rotations is therefore

@1/2(0’@”: Ve—ia/z 0 Hcos(ﬂ/Z) —sin(ﬂ/z)} [e—iy/Z 0 }

| 0 €?||sin(B/2) cos(B/2) 0 €2
emie2 o |[e 2 cos(B/2) —e/? sin(B/2)

| o eia/ZHe—Wsm(ﬁ/z) e"y/zcos(,B/Z)}
[-ia/2g-iv/2 cos(B/2) —e 22 5in(B/2)

) | €927V 5in(B/2)  etial2eM/? cos(,B/Z)}

[e=1@12 gog £ _emiem2in ﬂ

| @M 2sin kel o5 8
(5.178)

Compare this to the matrix for a rotation (double sided) about a normal,
given by
R = o-io06/2
0 .0 (5.179)
= cos El—za'-nsm 7

With fi = (sin ® cos @, sin @ sin P, cos @), the normal direction in its
Pauli basis is

A cos® sin® cos ® — i sin © sin ®
o-fi=
sin ® cos @ + i sin © sin ® —cos®
(5.180)
cos®  sin@e @
= . ~© N
sin @¢' —cos®
SO
0 i 8 ;o —id ;0
cos 2 —isinzcos® —isin®e ' sin 2
R = 2 ,q)z ) 0 0 2, (5.181)
—i sin ®¢'® sin 2 COS 5 +isin 5 cos (@)

It’s not obvious how to put this into correspondence with the matrix for
the Euler rotations. Doing so certainly doesn’t look fun. To solve this
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problem, let’s go the opposite direction, and put the matrix for the Euler
rotations into the form of eq. (5.179). That is

D', B,y) = : 2
@2 gin g @2 cos g
ey B ay in B
_ |cos 2 cos’5 —cos “5¥ sin 2}
-y B aty B
cos SLsin5  cos S cos 5
_ —sinO‘Tﬂ’cosg sin%sing
+i
sin 2 sin2  sin &2 cos 8
2 2 2 2

= (cosa+ycosé)+(isina/_7siné)(rx
2 2 2

2
- +
—(icos azysing)cry—(isinazycos'g)az.
(5.182)
This gives us
0 +vy B
COS — = COS cos =
2 2 2 (5.183)
ﬁsing = (— sin 4 siné,cos ey siné, sin ary cosé).
2 2 2 2 2 2 2

The angle is

. . a +
\/ sin® B +sin2 22Y o2 §

6 = 2 atan 2 2 , (5.184)

a+y B

COS 5 COS 3

or
+
\/tanz'g + sin Ty
6 = 2 atan a7 s (5.185)
COS —+

and the normal direction is

1

+y B

1-— 2 2

\/ N TN
(_Sina—y . B a-vy . B . aty 6)

n=

> Sim E, Cos > Sin E, s 2 COS E °
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(5.186)

Exercise 5.6 Angular momentum addition. (2015 ps6 p2)

You have to add angular momenta j; = 1 and j, = 2 to form total
angular momentum states with j = 1,2, 3. There are a total of 15 |j, m)
states in the total angular momentum basis. Express each of them in terms
of the old basis |ji, jo;m1, my) set.

Answer for Exercise 5.6

This problem was computed using ps6:clebschGordan2.nb.

Exercise 5.7 Spin-1 rotations. (2015 ps6 p3)
Consider angular momentum j = 1.
a. Express (j = 1,m’| Jy]j = 1,m) as a 3 x 3 matrix.
b. Show that for j =1

iJ\B/ h jy ; jYz
o iBl :1—i%s1n,8—?(1—005,3). (5.187)

Answer for Exercise 5.7

Part a.  From [15] (5.41), for j/ = j = 1, the matrix elements for the
ladder operators can be summarized as

(j,m’|fi lj;m) = hAJ(1 Fm)(2 £ m)Opy 1. (5.188)
With

Jo=J.+iJ,

A (5.189)

Jo=J.-il,
we have

S A

V= +2l_ : (5.190)
SO

2, ..
E(],mwy ljom) = V(A = m)2 +m)S ma1 — V(1 +m)(2 = m)Spy 1.
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(5.191)

‘We have nine matrix elements

2 G =

VA =D+ D141 — V(I + D2 = D111 =0
2150 =

VI =0)2 +0)61041 — V1 +0)2 = 0)510-1 = V2
2 G- =

VA ==DQ2+ -1 141 — VA +=1)2 = =1)81-1-1 =0
2 G0 =

VI = D@+ D11 — VI + D2 = Do-1 = - V2
201150 =

VI =0)2 +0)60041 — V(1 +0)2 = 0)5p0-1 =0
2 G011 =

VA ==DQ2+-1Ddo_141 — VA + -2 = =1)o_1_1 = V2
2 G-l =

VI =D+ o141 = VT + D@ = 1Dd-1,1-1 =0
2 Gim114,15:0) =

VI =0)2+0)8-1041 = VI +0)2=0)6_10-1 = — V2
2 G111 =

h
VI ==DQ+-D6_1 151 = VI +=DQ2 = -1 =0.
(5.192)

Put into matrix form, that is

. 0 V2
<j,m'|fy|j,m>=5 -2 0
0 -2

(5.193)

o&o
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or
1o -1 0
f—ﬁl 0 1 (5.194)
y \/5 . .
0 1 0

Part b.  The square of the matrix representation of fy of eq. (5.194) is

o =1 offo -1 0
o h
Jy=-71t 0o 1|t 0 -1
o 1 0|0 1 O
, (5.195)
2|1 01
|1 0 -1
and the cube is
5> .. |1 0 1]0 -1 0
A= o ol 0 o
y - 2 \/5 - -
1 0 -1f/|0 1 O
K
= i 2 0 2
22 (5.196)
|0 -2 0]
” 0 -1 O
l
=r—I1 0 -1
V2
0 0 |
2/\
= h°Jy.
This proves (5.55) from the text
VA
y y
— = = 5.197
5= (5.197)
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In particular

S
1]
—

—
—_

(3]

[\
— ———

(98]
—_—
va,ko va,k” Nl%\) le:&> 3"le>
~_—— ——

S 3 3 S S S

- (5.198)
4 )2
5
Expanding the exponential in series we have
R .o 7 2 NS 3
ishn_ oy BH/B (~iBJy/ 1) . (-iBJy/ )
- 2! 3!
PR 4 N 5 . 6
(=iBAy/n) (=iBly/B)  (~iBJy/ 1)
" 4! * 51 + 6! +
~ ~ 2 - 3
Bl (BL/1) (B )
- T 21 +i 3!
a 4 N 5 R 6
(8h/n)  (Bh/n) (B 1) (5.199)
+ 4! -1 5! - 6! + .-
_jy 8 B
= 1+l%(—ﬁ+§—§+
J? 2 pd 6
+_y(—18—+ﬁ——ﬁ—+...)
R\ 2! 4! 6!
Jy 2
:1—i%sin,8+h—y2(—l+cos,8) O

Note that ch / w=J ./ I and Jg / "= ./ I 100, so this relation general-
izes to the other spin one operators as well.
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Exercise 5.8 L, and L? eigenvalues and probabilities. ([15] pr: 3.17)

Given a wave function

W(r,0,¢) = f(r) (x+y+32z), (5.200)

a. Determine if this wave function is an eigenfunction of L2, and the
value of [ if it is an eigenfunction.

b. Determine the probabilities for the particle to be found in any
given |, m) state,

c. If it is known that ¢ is an energy eigenfunction with energy E
indicate how we can find V(7).

Answer for Exercise 5.8

Part a.  Using

! Ops +
sin2g " sin6

L? = -1 g (sin 959)), (5.201)

and

X =rsinfcos ¢
y = rsinésin¢ (5.202)

z =rcoséf.

It’s a quick computation to show that
L%y = 2%y = 1(1 + 1) Wy, (5.203)

so this function is an eigenket of L? with an eigenvalue of 2 %%, which
corresponds to [ = 1, a p-orbital state.

Part b.  Recall that the angular representation of L, is

L, = —ih%, (5.204)
so we have

L.x=1ihy

Ly =—-ihx (5.205)

L.z=0.
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The L, action on i is
Ly =—ihrf(r)(=y+x). (5.206)

This wave function is not an eigenket of L,. Expressed in terms of the L,
basis states ¢/, this wave function is

W =rf(r)(sin@ (cos ¢ +sing) + cos 0)

=rf(r) (an@ (ei¢(1 + %)+e_i¢(l - %))+cos9) (5.207)

=rf(r) ((1 — 12) Smge”‘/’ + 4+ 12) Sinee‘”‘l’ + cos 6e0i¢) .

Assuming that ¢ is normalized, the probabilities for measuringm = 1, -1,0
respectively are
1Fi

2 T
Py =2np f sin 0dO sin® 0
0
-1
= —27rpf du(l — uz)
1

A
=2 -
ﬂp(u 3)

2
=2mp(2-=

8mp
3 b

(5.208)

-1

and
T
Py = 27rpf sindcosf =0, (5.209)
0
where
(T 2
) —f I f ()| dr. (5.210)
0

Because the probabilities must sum to 1, this means the m = =*1 states
are equiprobable with P, = 1/2, fixing p = 3/16m, even without knowing

f).
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Part c.  The operator r>p? can be decomposed into a L> component and
some other portions, from which we can write

2
Hy = (;’—m + V(r));b
(5.211)

n? 2 1,
= (—% (6rr + ;8r - WL ) + V(l")) lp
(See: [15] eq. 6.21) In this case where L2y = 2 %y we can rearrange for
V(r)

1 2 2 2
V(l’) = E+‘—0%(arr+;ar— r—z)lﬂ

1 » 2 2
=F+ %%(arr+ ;ar— r—z)f(r)

(5.212)

See sakuraiProblem3.17.nb for some verifications of some of the algebra
for this problem.

Exercise 5.9 Angular momentum expectation values. ([15] pr. 3.18)

Compute the expectation values for the first and second powers of the
angular momentum operators with respect to states |/m).
Answer for Exercise 5.9

We can write the expectation values for the L, powers immediately
(L;) =mh, (5.213)
and
(L£2) = (mny. (5.214)

For the x and y components first express the operators in terms of the
ladder operators.

Ly = L, +iL,

(5.215)
L_=L,—iL,.
Rearranging gives
1
Ly==(Ly+L.)
. (5.216)
Ly=—(L:—-L_).
v =5 (L+ )
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The first order expectations (L), <19> are both zero since (L,) = (L_).
For the second order expectation values we have

1
L? = 1 (Ly + L) (Ly + L)
1
= LLy 4L L +L.L +L L)
; (5.217)
=1 (LeLi+ L Lo +2(L2+L2))
1
=2 (LoLe+LoLo+20L2 - 13),
and
1
Lﬁ = 4 (L+ _L—) (L+ _L—)
1
= _Z (L+L+ +L_L_ —L+L— _L—L+)
(5.218)

1

= (LeLe+ oL - 213+ 1))
1

= (LeLov L -202 - 1),

Any expectation value {Im| L, Ly |Im) or {Im| L_L_ |Im) will be zero, leav-

(£3) =

—

L)
= (207 - 1)) (5.219)
=5

U1+ 1) = (hm)?).

l\)l'—‘-lkl'—‘

Observe that we have

<L§> + <L§> + <L§> =2l +1) = <L2> , (5.220)
which is the quantum mechanical analogue of the classical scalar equation
L2=[3+L13+12
Exercise 5.10 Spin three halves spin interaction. ([15] pr. 3.33)

A spin 3/2 nucleus subjected to an external electric field has an inter-
action Hamiltonian of the form

eQ 62¢) ) (6%) ) (6%) 2)
H = ke — — . (5221
D (((’)x2 0Sx+ 52 0Sy+ P 0SZ ( )
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a. Show that the interaction energy can be written as

AB3S?-8%) + B(S2 +52).

b. Find the energy eigenvalues for such a Hamiltonian.

Answer for Exercise 5.10

Part a.  Reordering

Sy =8,+iS,
S_=8,-1S,,
gives
1
SX—E(S++S_)
1
—=(S+-5-
y 21( + )

The squared spin operators are

§2 = }L(S2 +52+85.5_ +S,S+)

(S2 +852+2(52+8? ))

4>|~4>|

= (ST +52+28*-52)),

ST =-;(S1+52-5.5.-5.5,)

(52 +852-2(52+8? ))

IS N

—5 (ST +52-28*-52)).

(5.222)

(5.223)

(5.224)

(5.225)

(5.226)
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This gives
_ eQ 1 i 2, 2 2 @2
H_2s(s—1)h2(4(ax2)0(5++5‘+2(s 59)
¢ 2«2 2 o2
_(a_yZ)O(S++S‘_2(S -52)
2
+ a—f) S?)
MR (5.227)
L0 (29) (29 ) s2)
2s(s—R2 4 \\ax2 ), \ay2)o/V T
1({0%¢ 0% 5
*5((@)&(@))5
% 1 (0% 1(P¢\ ) .,
(32, -2 (52), - 2(52) )
For a static electric field we have
v2p=-L (5.228)

€0

but are evaluating it at a point away from the generating charge distribu-
tion, so V2¢ = 0 at that point. This gives

e 1((8%¢\ (0% 2w
= Go 1)h2(5((ﬁ)0_(ﬁ_y2)0) (5% +5%)

(5.229)
¢ ¢ 2 2
*((@)J(a—yz)o)@ ~35).
SO
a3+ 59)
A=——r"-7-"——[|— —1 1, 5.230
ds(s— DI ((ax2 o T\ ), 5230

w52, (52))
B = ) (=) ). 5.231
8s(s — 1)7’12 ((3352 0 dy? 0 ( :
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Part b.  Using sakuraiProblem3.33.nb, matrix representations for the
spin three halves operators and the Hamiltonian were constructed with
respect to the basis {|3/2),[1/2),|-1/2),|-3/2)}

[0 V3 0 0]
2
S+_h0 0 0
0 0 0 V3
0 0 0 0]
[0 0 0 0
S_:h\@o 0 0
0 2 0 0
[0 0 V3 0
0 V32 0 0
szh\@/z 0 1 0
0 1 0 V32
0 0 V32 0

(5.232)
0 -V32 0 0
S, =ih V32 0 -1 0
0 1 0 -vV32
0 0 V32 0
3 0 0
nlo 1
g =k 0 0
210 0 -1
0 0 0 -3
3A 0 2V3B 0
go| 0 340 2V3B
2V3B 0 “3A o |

0 2V3B 0 3A

The energy eigenvalues are found to be

E = + i* V9A2 + 1282, (5.233)

with two fold degeneracies for each eigenvalue.
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6.1 APPROXIMATION METHODS.
Suppose we have a perturbed Hamiltonian
H = Hy+ a4V, (6.1)

where A = 0 represents a solvable (perhaps known) system, and 1 = 1 is
the case of interest. There are two approaches of interest

1. Direct solution of H with 1 = 1.

2. Take A small, and do a series expansion. This is perturbation theory.

6.2 VARIATIONAL METHODS.

Given

H|pn) = Ey|pn) » (6.2)

where we don’t know |¢,), we can compute the expectation with respect
to an arbitrary state |y)

WIH ) = Yl H(Z |¢n) (¢>nl] )

= D Ea ) $ult) (6.3)
= Ewlpn)l.
Define
g WHW (6.4)

W)
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Assuming that it is possible to express the state in the Hamiltonian energy
basis

W) = anlen), (6.5)

n
this average energy is
Zmn {bml @y Hay dn)
S lanl?

_ 2in |an|2En
==
2 lan

_ |an|
Z S |a,,|2
=2 zm'} k

where P, = Iamlz, which has the structure of a probability coefficient
once divided by }’,, P, as sketched in fig. 6.1. This average energy is a

2
1141
3 4

12

E =

(6.6)

o

Figure 6.1: A decreasing probability distribution.

probability weighted average of the individual energy basis states. One of
those energies is the ground state energy E;, so we necessarily have

E>E. 6.7)

Example 6.1: Particle in an offset box.}

For the infinite potential box sketched in fig. 6.2.
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O L

Figure 6.2: Infinite potential [0, L] box.

The exact solutions for such a system are found to be

W(x) = \/% sin(%x), (6.8)

where the energies are

h? n’n?
T 2m L2
The function ¢’ = x(L — x) also satisfies the boundary value con-
straints? How close in energy is that function to the ground state?

(6.9)

L 2
K2 fo dxx(L — x)% (x(L - x))
2m fOL dxx2(L — x)?
3
¥ (6.10)
C2m L
30
_R210
S 2m?

This average energy is quite close to the ground state energy

F=-

E_10_ o0 6.11)

—[Example 6.2: Particle in a symmetric box.}
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“Ya o Uy

Figure 6.3: Infinite potential [-L/2, L/2] box.
Shifting the boundaries, as sketched in fig. 6.3 doesn’t change the
energy levels. For this potential let’s try a shifted trial function

L L?

(p(x):(x—%)(ﬁz):xz—? (6.12)

without worrying about the form of the exact solution. This produces
the same result as above

(R B) (e 5)
2m fOL dx (x2 — %2)2

_ h_2 -2I3/6 (6.13)
2m g_(s)

_110

T 2mI?

Summary (Nishant) The above example is that of a particle in a box.
The actual wave function is a sin as shown. But we can come up with
a guess wave function that meets the boundary conditions and ask how
accurate it is compared to the actual one.

Basically we are assuming a wave function form and then seeing how
it differs from the exact form. We cannot do this if we have nothing to
compare it against. But, we note that the variance of the number operator
in the systems eigenstate is zero. So we can still calculate the variance
and try to minimize it. This is one way of coming up with an approxi-
mate wave function. This does not necessarily give the ground state wave
function though. For this we need to minimize the energy itself.
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6.3  VARIATIONAL METHOD.

Today we want to use the variational degree of freedom to try to solve
some problems that we don’t have analytic solutions for.

Anharmonic oscillator
1
V(x) = Emcuzx2 + Axt, 1>0. (6.14)

With the potential growing faster than the harmonic oscillator, which had
a ground state solution

1 2 2
Y(x) = 1/41—/2e”2“o, (6.15)
a4y
where
h
ap = [—. (6.16)
mw

Let’s try allowing ap — a, to be a variational degree of freedom

1 _x2/2a2
Ya(x) = 1/4 pyramYd , (6.17)
P
<wa|H|¢a> = <‘r//a| + me x +/1x |‘r//a> (6.18)
We can find
1
(x*) = 5012, (6.19)
3
<x4> = Za4. (6.20)
Define
h
»=—, 6.21)
ma
so that

+ (Em (cuz - wz) X° 4+ Ax ) [Wa)
(6.22)
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Write this as

E@=%h@+%%(w2—&)2)+—ﬂ

This might look something like fig. 6.4. Demand that

E;
0.0005

0.0004 (-

0.0003 |

0.0002 [

0.0001 [

3R

4" m2eH?

Figure 6.4: Energy after perturbation.

OE;
0=—2
Y
h ho* K 3 A1
= - grrm D
2 462 4 4 203
h 2
= i-2 et
4 O m2al
or
6%
& -o-— =0

0.0000 0.0002 0.0004 0.0006 0.0008

0.0010

(6.23)

(6.24)

(6.25)

for /lag < hw, we have something like @ = w + €. Expanding eq. (6.25)

to first order in €, this gives

64h
W + 30— (w+€) -— =0,
m
so that
64h
20)26 = 5
m
and
31K
he = —— = 31d

(6.26)

(6.27)

(6.28)
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Table 6.1: Comparing numeric and variational solutions

h/w | numeric | variational
100 | 3.13 3.16
1000 | 6.69 6.81

Plugging into
- 1 1n 3 K
Ew+5 = E h (a)+ E) + Za (-2(1)64- 62) + Z/lm
1 1 3w
~ _ = i A 6.29
~§h(w+e) 2he+4/1m2w2 (6.29)
1 3.4
= E how + Z/lao.
With eq. (6.28), that is
— 1 €
Eqcpre = 3 n (a) + E) (6.30)

The energy levels are shifted slightly for each shift in the Hamiltonian
frequency.

What do we have in the extreme anharmonic limit, where Aag > hw?
Now we get

1/3
6h1
and
h4/3/11/3 3
o = W§61/3' (6.32)

(this last result is pulled from a web treatment somewhere of the anhar-
monic oscillator). Note that the first factor in this energy, with 7*1/m?
travelling together could have been worked out on dimensional grounds.

This variational method tends to work quite well in these limits. For a
system where m = w = h = 1, for this problem, we have

Example: (sketch) double well potential

2

mw
V(x) = S (x—a)

2 (x+a)’. (6.33)
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[y
/'ag|44

Figure 6.5: Double well potential.

Note that this potential, and the Hamiltonian, both commute with parity.
We are interested in the regime where a% = m—hw < a?. Near x = =+a, this
will be approximately

1
V(x) = Emaﬂ (x+a)*. (6.34)
Guessing a wave function that is an eigenstate of parity

Y. =g (bR £ oL(X)) . (6.35)

Perhaps this looks like the even and odd functions sketched in fig. 6.6,
and fig. 6.7. Using harmonic oscillator functions

Figure 6.6: Even double well function.

AN

S o

Figure 6.7: Odd double well function.

éL(x) = Yao.(x+a),

(6.36)
#r(x) = Yho.(x —a).
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After doing a lot of integral (i.e. in the problem set), we will see a splitting
of the variational energy levels as sketched in fig. 6.8. This sort of level

& —— phel
Ty ——

Figure 6.8: Splitting for double well potential.

splitting was what was used in the very first mazers.

6.4 PERTURBATION THEORY (OUTLINE).

Given
H = Hy+ 4V, (6.37)

where AV is “small”. We want to figure out the eigenvalues and eigen-
states of this Hamiltonian

Hn)=E,|n). (6.38)
‘We don’t know what these are, but do know that
Ho [n®) = EQ [n®). (6.39)

We are hoping that the level transitions have adiabatic transitions between
the original and perturbed levels as sketched in fig. 6.9. and not crossed

—_———
_——s—
e ~—
_ \___.

Figure 6.9: Adiabatic transitions.

level transitions as sketched in fig. 6.10. If we have level crossings (which
can in general occur), as opposed to adiabatic transitions, then we have
no hope of using perturbation theory.
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——
— <X —
Figure 6.10: Crossed level transitions.
6.5 SIMPLEST PERTURBATION EXAMPLE.

Given a 2 X 2 Hamiltonian H = Hy + V, where

“C} (6.40)

note that if ¢ = 0 is

H:%:kol (6.41)
0 b

The off diagonal terms can be considered to be a perturbation

V=

0 e (6.42)
¢ 0

with H = Hy+ V.

Energy levels after perturbation ~ We can solve for the eigenvalues of H
easily, finding

2
a+b a—>b
@:2 i(z)+w. (6.43)

Plots of a few a, b variations of A, are shown in fig. 6.11. The quadratic
(non-degenerate) domain is found near the ¢ = 0 points of all but the first
(a = b) plot, and the degenerate (linear in |c|*) regions are visible for
larger values of c.

Some approximations  Suppose that |c| < |a — b|, then

awu W)
1+2 . (6.44)
2 la - bl?

a+b
Ay = 2 +




6.5 SIMPLEST PERTURBATION EXAMPLE.

-10b

(b)
ol /To\
(c) (d)

Figure 6.11: A, for (a,b) € {(1,1),(1,0),(1,5), (-8, 8)}.

If a > b, then

Q

C2 2 (a—b)*

+
2 2 (a—Db)?
2
=a+(a-D) i 5
a-b)
L P
B a-b’
and
b a-b 2
/L_a+ _a (1+2 e 2]
2 2 (a-D)
2
b+ (a—b) ] .
a->b)
2
b4 lc|

_ 2
L a+bia b(1+2 | )

(6.45)

(6.46)

(6.47)
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This adiabatic evolution displays a “level repulsion”, quadratic in |c|, and
is described as a non-degenerate permutation.
If |c| > |a — b, then

(6.48)

Here we loose the adiabaticity, and have “level repulsion” that is linear in
|c|. We no longer have the sign of a — b in the expansion. This is described
as a degenerate permutation.

6.6 GENERAL NON-DEGENERATE PERTURBATION.

Given an unperturbed system with solutions of the form
Ho [n?) = E;” [n©), (6.49)

we want to solve the perturbed Hamiltonian equation

(Ho+AV) In) = (EY” + An) |n). (6.50)
Here An is an energy shift as that goes to zero as 4 — 0. We can write
this as

(EY = Ho)In) = (AV = A,) In). (6.51)
We are hoping to iterate with application of the inverse to an initial esti-
mate of |n)

-1
Iny = (Ey” = Ho) ~ (AV = Ay) In). (6.52)

This gets us into trouble if A — 0, which can be fixed by using
-1
Iny = (EX” = Ho) (V= Ay) In) + 1), (6.53)
which can be seen to be a solution to eq. (6.51). We want to ask if

(AV = A,) In). (6.54)



6.6 GENERAL NON-DEGENERATE PERTURBATION.

contains a bit of |n(0>>? To determine this act with <n(0)| on the left

<n(0)| (AV=Ay) Iny = <n(0)| (ESZO) - Ho) |n)
= (EY - E;) (n]n) (6.55)
0.

This shows that |n) is entirely orthogonal to |n(0)>. First define a projection
operator

P, = [n®@) (n], (6.56)

which has the idempotent property P2 = P, that we expect of a projection
operator. Now define a rejection operator

By = 1 i) (n)

- Z @) (m©). (6.57)

m#n

Because |n) has no component in the direction |n(0)>, the rejection opera-
tor can be inserted much like we normally do with the identity operator,
yielding

Y = (B = Ho) " Pu (AV = 8a) In) + 1), (6.58)

valid for any initial |n).
Power series perturbation expansion  Instead of iterating, suppose that

the unknown state and unknown energy difference operator can be ex-
panded in a A power series, say

) = Ino) + Almy) + A% na) + % gy + - - (6.59)
and
Ap=Dpy+ A0y, + Py + B+ (6.60)

We usually interpret functions of operators in terms of power series ex-

. -1 . .
pansions. In the case of (E,SO) - Ho) , we have a concrete interpretation
when acting on one of the unperturbed eigenstates

1 1
won ) o
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This gives

) (0) o 2O Y @ = A+ 1)

0 m#n

or

@) (m®|
EO _ O

ny = |n(0)> + Z

m#n

(AV —Ay) In).

From eq. (6.51), note that

<n(o)| AV |n)

(n°ln)

n — s

however, we will normalize by setting <n0|n> =1,s0

Ay = (1O AV ).

to O(/lo) If all 2%, n > O are zero, then we have

©) ©
Ino) = |n(0)> + Z —|m ><m |

~Ay, ) Ino)
0 0 ( o
m#n Ei(l ) EI(’I’I)

AT <n(0)|no> =0,
o)

Ing) = [n)

Ay, = 0.

to O(A')  Requiring identity for all A' terms means

@) (m®|

Ini)y A = 5 5
m#n Er(z ) _EI(’H)

(AV = A, A) Ing),

SO

O\ {1
) = Z % (V= Ay,) Ino).

m#n

(6.62)

(6.63)

(6.64)

(6.65)

(6.66a)

(6.66b)

(6.67)

(6.68)

(6.69)



6.6 GENERAL NON-DEGENERATE PERTURBATION.

With the assumption that |n(0)> is normalized, and with the shorthand

Vi = (m @]V [n®), (6.70)
that is
|m(0)>
ln) = 0 0 mn
g _EQ 6.71)

Ny = <n(0)| V|n(0)> = V.

to O(1*) The second order perturbation states are found by selecting
only the A? contributions to

O\ (3 ©
Ay = Z % (AV = (A, + Ay)) (Ing) + Alny)) . (6.72)
m#n n — Lm

Because |ng) = |n(0>>, the A°A,,, is killed, leaving

| m<0)> <m<0>|
"y g A
) |m<0>><m<0)| wos )Z |l<0)> g (6.73)
- m#n EI(’lO) _Efr?) B I#n E1(10) _EEO) "

which can be written as

ViV, VanV,
In2) = Z |m(0)> ( EO _ Egl»)l( 5510) _ E§0>) a Z |m(0)> ( E(o>n_ me'
n m

l,m#n m#n
(6.74)
For the second energy perturbation we have
A, = (O] 2V (Aln)) (6.75)
or
Ay, = <n(0)| Vinp)
: ,
= (n v Z (L)L))(mvmn. ©70
mzn En” = Ep
That is
A, = Z % 6.77)

m#n ~n m
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to O(A%)  Similarly, it can be shown that

- VanVotVin____ 57 VimVinVom_
Apy = sz:;n (E}(qo) _ Ef,?))(Eff” _ El@) ngan (E,ﬁo) e ;?))2. (6.78)

In general, the energy perturbation is given by

Aﬁ>=(n®4»anly (6.79)

6.7 STARK EFFECT.

H = Hyiom + €82, (6.80)

where Hyom is assumed to be Hydrogen-like with Hamiltonian
2 2
p e
H = — - , 6.81
wom = o dreyr ( )

and wave functions

Elnim) = Ru(r)Y (6, ¢). (6.82)

Referring to eq. (A.117), the first level correction to the energy
Ay = Yool €8z IYr100)
dQ (6.83)
=eé f T costdrrzR%OO(r).

The cosine integral is obliterated, so we have A; = 0. How about the
second order energy correction? That is

2
A, = Z |<W100|€5Z|nlm>|. (6.84)

)
aimz100 199 = Enim

The matrix element in the numerator is the absolute square of

me:%fﬂ%wam@@fw%mmmem3
Vi

For all m # 0, Y}, includes a ¢ factor, so this cosine integral is zero.
For m = 0, each of the Y}, functions appears to contain either even or odd
powers of cosines (see: eq. (A.115)). This shows that for even 2k = /, the
cosine integral is zero

7T
f sindcos 6 Z ai cosk 0dg = 0, (6.86)
0 k



6.7 STARK EFFECT.

since cos2¥(6) is even and sin 6 cos 6 is odd over the same interval. We find
zero for foﬂ sin 8 cos 6Y30(0, $)d6, and Mathematica appears to show that
the rest of these integrals for / > 1 are also zero.

FIXME: find the property of the spherical harmonics that can be used
to prove that this is true in general for / > 1.

This leaves

0
n#l E10() = Enio (6.87)
10)/* '
_ _2g? Z Y100l 2 |n (0)>| .
na Ento = Ejg
This is sometimes written in terms of a polarizability «
82
Ay = ——a, (6.88)
2
where
10)*
o =202 S Wiwlzin (0)>| (6.89)
7l Enio = Ejgg
With
P = €, (6.90)

the energy change upon turning on the electric field from 0 — & is simply
—P - dé& integrated from 0 — &. Putting P = @62, we have

& &
—f Pzdé?:—f a&d8
0 0 (6.91)

leading to an energy change —a&?/2, so we can directly compute (P) or
we can compute change in energy, and both contain information about the
polarization factor @. There is an exact answer to the sum eq. (6.89), but
we aren’t going to try to get it here. Instead let’s look for bounds

AN < Ay < AT, (6.92)
2
QMin 282|<¢1%0|Z|¢’210>| ‘ (6.93)
2O _ g0

210 100
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For the hydrogen atom we have

€2

n=

2n2ay’

(6.94)

allowing any difference of energy levels to be expressed as a fraction of

the ground state energy, such as

1 1 -n?
© ©
Eo ZEIOO 429ma2’
0
So
2
O _po 31

210 100 ~ 4 2ma’
0

In the numerator we have

1 1 r

W00l zW210) = f”zdﬂ (—e_’/“o]rcose R
Vra)? 4N2nay/* @o

1 1 d ® dr r*

=(2m)— ao df sin 6 cos® Qf -

Vrav2r  Jo 0 aoaj

1/ 1 u
= 2 _——
(270 ﬂ4@ao( 3

71 oo
f stdse 352
1 0

This gives
2 22
min _ 2¢7(0.75)a;
3_n
4 Zmaé
6 Zmezag
=7 -

2 4
me Clo

h2
4reg
= 3—ag ~ 47‘(6061(3) X 3.
ao

(6.95)

(6.96)

e”12% cog 0]

e—r/ao—r/lao

(6.97)

(6.98)
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The factor 47reoa(3) are the natural units for the polarizability. There is a
neat trick that generalizes to many problems to find the upper bound. Re-
call that the general polarizability was

1<100] z |nlm)[*

a = 26 (6.99)

©

nimz100  Entm = E 10)0
If we are looking for the upper bound, and replace the denominator by the
smallest energy difference that will be encountered, it can be brought out

of the sum, for
1
Q" = 20— Z (100 z [nlm) (nlm| z|100y.  (6.100)
Ezio— E\)
100 nlm#100
Because (nim|z|100) = 0, the constraint in the sum can be removed, and

the identity summation evaluated

, 1
QM = ZeZW D" €100|z|nim) (nlm| z]100)
210 —

100 nim
2 2
= = (100]2*[100)
3_n
4 2ma? (6.101)
_ 1662ma% 2
372 0
16
= 47T6061(3) X 3
The bounds are
10 16
3 > E < ?, (6102)
where
o™ = dneyay. (6.103)

The actual value is
— =2, (6.104)

See lecture21someSphericalHarmonicsAndTheirIntegrals.nb, for some of
the integrals above, and for spherical harmonic tables.
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Example: Computing the dipole moment

(P;) = a& = (Y100l ez W100) - (6.105)

Without any perturbation this is zero. After perturbation, retaining only
the terms that are first order in g9 we have

100 + 0100l €z lW¥100 + 0¥100) = (Y100l €z 0¥ 100) + (6100l €2 W 100) -
(6.106)

Next time: van der Walls ~ We will look at two hyrdogenic atomic sys-
tems interacting where the pair of nuclei are supposed to be infinitely
heavy and stationary. The wave functions each set of atoms are individu-
ally known, but we can consider the problem of the interactions of atom
1’s electrons with atom 2’s nucleus and atom 2’s electrons, and also the
opposite interactions of atom 2’s electrons with atom 1’s nucleus and its
electrons. This leads to a result that is linear in the electric field (unlike
the above result, which is called the quadratic Stark effect).

Another approach (for last time?) Imagine we perturb a potential, say
a harmonic oscillator with an electric field

1
Vo(x) = 5ka, (6.107)
V(x) = ex. (6.108)
After minimizing the energy, using 0V /dx = 0, we get
1
Ekx2 + 8ex — kx* = —eé, (6.109)
28
pr=—ext = -2 (6.110)
k
For such a system the polarizability is
2
e
=< 6.111
=7 (6.111)
1 23% eé 1(e*\ .,
8] )4
1
= ——a&’



6.8 VAN DER WALLS POTENTIAL.

6.8 VAN DER WALLS POTENTIAL.

Hy = Ho1 + Hp, (6.113)

where

2 2
_Pa e

R ~ 1.2, 6.114
2m ety — Ry @ 6.114)

HOa

The full interaction potential is

2
1 1 1 1
— ( + - - . (6.115)
drep \IR;1 —Ro|  [rp—r2f  [r1—Ro| [r2—Ryl
Let
Xo =To — Ry, (6.116)
R=R; -R,, (6.117)
as sketched in fig. 6.12.
Figure 6.12: Two atom interaction.
2 2
p e
Hyy = — - , 6.118
T 2m T Aneglx,| (6.118)
which allows the total interaction potential to be written
2
R R R
ve—|(1+ - - . (6.119)
47Z'EOR |X1 —Xp + R| |X1 + R| |—X2 + R|

For R > x1, x», this interaction potential, after a multipole expansion, is
approximately
_ < (X1 X (X -R)(X2~R))
drep \ IR IR

Showing this is left as a exercise.

(6.120)
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1.O() . With
Yo = 1s, 1s), (6.121)
AEM = (ol V o), (6.122)

the two particle wave functions are of the form

(X1, X2|0) = Y1s(X)Y15(X2), (6.123)

so braket integrals must be evaluated over a six-fold space. Recall that

1

Yis = e, (6.124)
SO
T 27
<¢ls|xi|'ﬁls>‘xf Sin@dé’f déxi, (6.125)
0 0
where
x; € {rsinfcos ¢, rsin@sin ¢, r cos 6} . (6.126)

The x,y integrals are zero because of the ¢ integral, and the z integral is
proportional to foﬂ sin(26)d0, which is also zero. This leads to zero aver-
ages

(x1) =0=(x2), (6.127)
SO
AED = 0. (6.128)
2. 0(1%)
Q) _ [(Yrnl Vleﬁo)l
MED = )
n#0 (6.129)
_ Z (Yol Vllﬁn)(lﬁnl Vo)
Eo— :

n#0
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This is a sum over all excited states. We expect that this will be of the
form

2 \2
Ce
AE® = [ L) =¢, 6.130

4ney] RO ( )

where x; and x; are dipole operators. The first time this has a non-zero
expectation is when we go from the 1s to the 2p states (both 1s and 2s
states are spherically symmetric). Noting that E, = —e?/2n’ay, we can
compute a minimum bound for the energy denominator

(En— Eo)™ =2 (Ey, — E1,)

1
= 2E1s (Z - 1)

(6.131)

Note that the factor of two above comes from summing over the energies
for both electrons. This gives us

3 3
Ce = ElElsl Wol V o) (6.132)
where

V= (x1-x - 3(x - R)(x2 - R)). (6.133)

What about degeneracy?

[l V |',00>|2

AEP = 6.134
n;n Fo (6.134)

If (| V Wm) o< Opm then it’s okay. In general the we can’t expect the
matrix element will be anything but fully populated, say

Vit Viz Viz Vis
V \% V: V

ve|V2r Va2 VsVl (6.135)
Vai Vi Viz Vi

Var Voo Vaz Vaa
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If we choose a basis so that
(6.136)

Vs
When this is the case, we have no mixing of elements in the sum of

eq. (6.134)
Degeneracy in the Stark effect
H = Hy + ez, (6.137)
where
2
1
Pp__° (6.138)

Hy=—- —.
T 2m " 4ne x|
Consider the states 25, 2p,, 2py, 2p,, for which E,SO) = Ej;, as sketched in

fig. 6.13. Because of spherical symmetry

s == _p

7Qar
U
Yo

Figure 6.13: 2s 2p degeneracy.

(2sleéz]2s) =0,
(6.139)

(2pxleéz2py) =0,
<2py| e8z |2py> =0,

(2p;le€z|2p;) = 0.
Looking at odd and even properties, it turns out that the only off-diagonal

matrix element is
(6.140)

(2s|e€z[2p;) = Vi = —3e&ay.
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With a {2s, 2px, 2py, ZpZ} basis the potential matrix is

0 0 0 WV
0 000 (6.141)
0 0O
Vi 0 0
which has the block structure
0 -l (6.142)
-l 0
This implies that the energy splitting goes as
Eyy — Eyg £|V1l, (6.143)

as sketched in fig. 6.14. The diagonalizing states corresponding to eigen-

e g) vl
b3

T

w

Lo “’\7’['7>> %’{Vl\
1

Figure 6.14: Stark effect energy level splitting.

9\()»\\,1@‘\ Eus

values +3ao&, are (12s) ¥ |2p;))/ V2. The matrix element above is calcu-
lated explicitly in lecture22Integrals.nb. The degeneracy that is left un-
split here, and has to be accounted for should we attempt higher order
perturbation calculations.

6.9 PROBLEMS.

Exercise 6.1 van der Walls multipole expansion.

Prove eq. (6.120).
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Answer for Exercise 6.1

Noting that
_ 1 1(-3\1
<1+€) 1/2:1—56—5(7)562
: (6.144)
—1——e+§e2
= g€
we have
R 1
€+Rl ~ [E1R]
n-1/2
:(1+2— R+(£))
R
1 2 R 2\2
:I_E.R__(E) +§ 25 R+(£)
R 2\R 8\ R R
1 2 3 \2 4 R 2
Rl T ()
R 2\R 8 R R R
2 2
zl_f.f{_l(f) +§(£.1§)
R 2\R 2\R

(6.145)

Inserting the values from the brackets of eq. (6.119) we have

L+ R R R
xi—x>+R|] [|x1+R| |-x»+R|
(x1-%2) » 1{(xi-x)\ 3((xi-%) A\
S P Qa7 U (ST -
R 2 R 2 R
X1 A~ 1/x7\2 3(X1 A)Z
TR+ (2E) 22 (22 R
TR +2(R) 2\R
X2 A 1 X22 3 X2 . \2
2 R+—(2) 22 (2R
R +2(R) 2(R )
_x @ 3(a-x) ¥
R R 2 R
_§(ﬁ.ﬁ)2
2\R
3 X2 . \2
_2 —-R)
(%
X X g% pX o
R R R R
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(6.146)
This proves eq. (6.120).

Exercise 6.2 Harmonic oscillator with energy shift. (/5] pr. 5.1)
Given a perturbed 1D SHO Hamiltonian

1 1
H = —p2 + —mw’x* + Abx, (6.147)
2m 2

calculate the first non-zero perturbation to the ground state energy. Then
solve for that energy directly and compare.
Answer for Exercise 6.2

The first order energy shift is seen to be zero

A(O) Voo
= (0] bx |0)

X0 f
\/§<O|a+a 0) (6.148)

X0
—(0[]1
\5<|>

=0.

The first order perturbation to the ground state is

o) - im) (m| bx 0)
4 hw/2 — hw(m —1/2)

X0 Im) {m|1)
\/_h(,() m#0 m

192

b (6.149)

‘/_ha)
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The second order ground state energy perturbation is
@ _ 1
AS = (0|bx o)

:éﬂNMa+d%—b 0 |n)

V2 V2 hw
_ bxg ( b0 )
V2 V2 hw 6.150
b2 (6.150)
T 2w
3 P h
27w mw
b2
T 2me?
so the total energy perturbation up to second order is
b2
Ao = -22 : 6.151
0 Tk ( )
To compare to the exact result, rewrite the Hamiltonian as
L, 1 5 2Abx
H—%p +§ma) (x +W .
Lo b o b 1 LY '
= — —mw x+ —| —-mw” | —| .
wm? T2 mw? 2 mw?
The Hamiltonian is subject to a constant energy shift
1 22b?
AE = —Ema)2 3
m?w
. 2 (6.153)
2mw?’

This matches the second order perturbation result eq. (6.151) exactly.

Exercise 6.3 Double well potential. (2015 ps7 pl)

Consider a particle in the double well potential

2

V(x) = % (x+a)2 (x—a)z. (6.154)

Expanding V(x) around x = =*a leads to a harmonic potential with fre-
quency w. Construct variational states with even/odd parity as ¥.(x) =
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g+ (¢(x —a) £ ¢p(x + a)) where ¢(x) is the normalized ground state of the
usual harmonic oscillator with frequency o, i.e.,

)\ -2 h
¢(x):{—2] e M ap= 4| —. (6.155)
71'(10

a. Determine the normalization constants g.. Next using these wave-
functions, determine the variational energies of these two states.
Hence determine the ‘tunnel splitting” between the two states, in-
duced by the tunnelling through the barrier region. In your calcula-
tions, you can assume a > ag, so retain only the leading terms in
any polynomials you might encounter when you do the integrals.

b. If we pay attention to these lowest two states (left well and right
well) in the full Hilbert space, we can write a phenomenological
2 x 2 Hamiltonian

, (6.156)

-7 &

where € is the energy on each side, and vy leads to tunnelling, so
if we start off in the left well, 7 leads to a nonzero amplitude to
find it in the right well at a later time. Find its eigenvalues and
eigenvectors. Comparing with your variational result for the en-
ergy splitting, determine the ‘tunnel coupling’ y.

Answer for Exercise 6.3

Part a.  The integration grunt work for this problem can be found in
ps7:doubleWellPotential.nb. This yields an energy difference of

L 442 2 2 2
E,_E =@ ((LQ + [“—2 - SJexp(a—z) - 2] (coth(a—z] - 1])
8 a; a; ag a;

(6.157)
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With u = a?/aZ, in the a > ag limit, the almost zero coth u — 1 difference
can be approximated as an exponential

2u
1
cothu—1=2"""_1

et — 1
il -eM+1
a e — 1 (6.158)
2
T oe2u—
z26—214

so the energy difference is approximately

_ _ h 2 2
E.—E_ ~ 2% exp|-2 1. (6.159)
4 aé ag

Part b.  Now lets compare to the energy levels of the phenomenological
Hamiltonian, which are given by

0=(e—-E)* -9 (6.160)
with eigenvalues
E.=¢=xy. (6.161)

If the eigenvectors are proportional to the column vector given by

Ii>=[ﬂ, (6.162)

then we must have

0=(en—(eoxy))a—yb

Y (za-b), (6.163)
or
1|1
|+) = % L] i (6.164)
The energy level difference for this Hamiltonian is
AE=E,-E_
=e+y—-(e-7) (6.165)

=2y.
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Equating this difference with eq. (6.159), we have

hiw a? a?
a4y 4

Exercise 6.4 Helium-4 atom. (2015 ps7 p2)
Consider the Helium atom with atomic number Z = 2, which leads to
the nuclear charge Z = 2e, and two electrons with charge —e each.

a. Show that ignoring electron-electron interactions leads to a ground
state energy Eye = 4Ey where Ey is the ground state energy of
the hydrogen atom.

b. Consider the full problem which retains the Coulomb interaction
between the electrons, i.e.

| 1 (1 1 , 1 1
H:%(p1+p2) 2e—(—+—)+e—

471'6() 1¥) 47‘(60 |I’1 —l‘2|'
(6.167)

and consider the variational wavefunction
Y(ry.ry) = Ne~a(+7), (6.168)

where N is the normalization constant, and a is a variational pa-
rameter. Determine the variational ground state energy, and min-
imize with respect to a to find the best estimate for the ground
state energy of Helium. Compare with numerical estimates of the
energy.

Answer for Exercise 6.4

Parta.  Without the electron-electron interaction term, the Helium Hamil-
tonian is separable. Assuming a wave function of the form

Y(ry,r2) = Yi(r)ya(r), (6.169)

The Hamiltonian action on this wave function is

Ey(riYa(r) = ( Pllﬁl(l’l)) Ya(r) + (—Pztﬁz(”l)) Y1(r2)

1 1
— 2624__¢1(r1)¢2(r2) - 262——lﬁ1(71)¢2(”2),
TTEY 11 drey ry
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(6.170)
or
1 1 11 1 1
R N
(wl(r) (2mp“”l ) e )\ 2]
11 '
-2 2——).
¢ 471'60 r
This can be written in separated form as
1, , 11
Ewi(r) = s=p11(r) — 2" ———y¢1(r),
2m drrey 1y
1 1 1
Exar(r) = Z—P%lﬁz(rz) — 2% ———yn(r), (6.172)
m rn

drre
E=E+E,.
Observe that each of these separated Hamiltonians have (with Z = 2 ) the
form

1
drey

1 1
Ey(r) = %pzwm -Zzé —Y(). (6.173)

With Z = 1 that is precisely the Hamiltonian for the Hydrogen atom. If

-r/a

the wavefunction for this Hamiltonian is assumed to be y(r) = e7"/¢, we
find
H o zé
WIHW) _ _Ze 6.174)
(Wlyry 2ma? 4reya
which has its minimum at
a
lnin = /. (6.175)
where
4reg I
ag= 0L, (6.176)
me
The minimum energy is found to be
g -_1¢Z (6.177)
M2 dregan '
With Z = 1, the Hydrogen ground state energy is
1 2
Ey=--—% (6.178)

2 dregag’
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a value of about —13.6eV. The Helium ground state energy is
Enie = Eilz=2 + Ealz=

_ ! (22 + 22) <
2 4repan (6.179)

2
=4

4dmepan

This is Eye = 8Eq, a value of about —109¢V. The computations above
can be found in ps7:heliumAtomGroundStateWithInteraction.nb.

Parth.  The Laplacian of an exponentially decreasing trial function e~/
is

10 (,0e7
V2 —r/a - = 2
¢ r or (r or )

1 2
_ 72% (_%e—r/a) (6.180)
2
= L (Zr - r_) e,
r-a a
or
V27 = l(l _ %)e—r/a, (6.181)
a\a r

For Helium without electron-electron interaction the kinetic portion of the
Hamiltonian action on this trial function y = e~("1+72)/¢ jg

2 2
1 (1 1
Hyri ) = Sy + 22y 22—+ |y
2m 2m dnep \r1 2
(2 2 2 1 (1 1
M2z 2y —2e? — +—]y (6.182)
2ma\a 1 dreg \r1 1

2 2 2
_h_ + h_ _c l + l e~ (n+r)/a
ma? \ma 2me\r1 ’
Now, assuming that ¢ = ¢~("1*72)/4 5 the unnormalized ground state wave-

function for the Helium atom without electron-electron interaction, that
ground state energy is given by

2 l+l 2
h , 1 )<w|,l ,2|¢>_ h (6.183)

Fre = (_ ¢ (Ylr) ma?’

ma 21e
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We’ll need a couple helper integrals
4n fo " Pdre e - na’, (6.184)
and
4r fo“’ rdre™ ¥ = na?. (6.185)

To normalize the wavefunction, we need a six-fold integral over both the
spatial domains. With only radial dependence that is

Wy = (47r)2f r%drle_ml/“f r%drze_zrz/a=7r2a6. (6.186)
0 0

We also need the inverse radial expectations. Calculating the expectation
of 1/ry is sufficient, and is

(47r)2f rldrle_Qr‘/“f r%drze_zr”“
0 0 (6.187)

= 7T2a5.

Wl =1

1
8

So, without the electron-electron interaction, the ground state energy is

. oo, 1 \2rkd® #?
=|— —¢€ —_
He =\ na 2rey) m2a®  ma? (6.188)
| '
= — —¢"—

ma? nega

To evaluate the interaction term, a Fourier transform representation of
that inverse radial distance can be employed

1 1 ik-r
= f P (6.189)

|~ 222 K2’

where this is understood to be the e — 0 limit of

ikr
Lpam o L f Ph—— (6.190)

Ir| 272 K2 + €2’
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See [3] for a demonstration of this identity, and the contour used to eval-
uate the RHS of eq. (6.190). Employing this inverse radial representation,
the r and r, contributions to the interaction can be decoupled

¢ L
drep v Iry — 12
2
= f 2rdridy 7 sin(6) x
dre
.
Dtdrydisr? sin(@y)e=2r e L A0 601
X T 22 i
e 1 3,1 2 211 Ja+iker,
= %Z—H d kﬁ 2ndrid6yry sin(6)e X

f Zﬂdrzdé’zrg Sin(@z)e_Zrz/a—ik-rz‘

The spatial domain integrals can now be evaluated separately. With a co-
ordinate system picked so that k = +kZ, that gives

337

. 0 7T d ) '
21 fdrderz Sin(@)e—Zr/aﬂkr = 2ﬂ-f drrze—Zr/a f de@(_ COS(Q))eilerOSH
0 0

o0 1
=2 f drr?e e f due™kr
0 -1

5 foo 4 2 o eiikr _ eiikr
=2 rre _—
0 Fikr

2 00
= 277 f drre™"% sin(kr)
0
2 * -2r/a .;
= 277 drre sin(kr)
0
B 167>
(1+a2k2)*

(6.192)
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We see that the specific orientation used to evaluate the integral does not
matter, SO we have

e wl— = e 1 3, 1 (16ma)?
drey vy —1a| ' 4mey 2n2 K (1 +a2k2)*
2
1 1 1
= (4m162n%d’ f AP — ————
4rep 22 K2 (1 +a2k2)*
3 5ne’a’
 3Re
(6.193)
Rescaling with the normalization factor gives
2 2.5
e 1 Sme“a’ 1
Wl o) [Wl) = 3
drey [r; — | 32¢y ma (6.194)
B 5¢2
- 32nepa’

Adding this electron-electron interaction to the Helium ground energy cal-
culated in eq. (6.188) gives

27, 1
Ege= — — —e"—. 6.195
He = a2~ 32° neoa ( )
For the minimum we want to solve
E
0= 9E
da (6.196)
5 n? L2 ] '
=) —e —F,
ma® 32 rmeya®
which has the minimum at
64 1
a=-—2270 (6.197)
27me?

Note that m should really be treated as the reduced mass of the electron,
but doing so isn’t numerically significant. The final result for the varia-
tional ground state energy is

~ —717.5eV. (6.198)

16

Eye = —
He ( drepag
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In atomic units this is

) 2
27
E) ¢~ 28438 (6.199)

Eye = _(
ag ap

In [4] the measured value is stated as —2.90 e?/ag. Table 1 of [2], which
lists high precision calculations of all the energy levels, has —2.903724 ¢ /aq
for the 1s energy level. The calculated value of eq. (6.198) is about 2 %
off the mark.

See ps7:heliumAtomGroundStateWithInteraction.nb, for a complete end
to end verification of the calculations above.

Exercise 6.5 Harmonic oscillator variation. (/4] pr. 24.3)

Consider a 1D harmonic oscillator with an unnormalized trial wave-
function i, (x) = e, Minimize the ground state energy with respect
to B, thus obtaining the optimal 8 as well as the variational ground state
energy. Compare with the exact result. Note that you need to be careful
evaluating derivatives since the wavefunction has a ‘cusp’ at x = 0.
Answer for Exercise 6.5

In order to make the derivatives of the trial function better behaved at
the origin, we can treat it as a distribution, writing

Y(x) = O(x)eP* + O(—x)e’, (6.200)
This has a derivative

Y (x) = 6(x)e P = 5(—x)e + B(-O(x)e P + O(—x)e) 6201
= —26(x) sinh(8x) + B (-O(x)e #* + O(-x)e"). ©

Using ¢’(x) = —8(x)/x, the second derivative is

Y’ (x) = +26(x) sinh(Bx)/x — 26(x) cosh(Bx) + B (~5(x)e P~ = 6(~x)e*)
+ 8% (0(x)e P + O(-x)e)

sinh(Bx)
Bx

= +2<5(x),3( - cosh(,Bx)) — 2B6(x) cosh(Bx) + e P,

(6.202)

Because

f 8(x) cosh(Bx) f(x)dx = £(0), (6.203)
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and

f 5(x)(8in;(ﬁx) — cosh(Bx)| f(x)dx = (1= 1) £(0)

X (6.204)
=0,
this second derivative can be simplified to
Y (x) = ~2B6(x) + pre M. (6.205)

This has the S%(x) value that we expect at points away from the origin.
All the expectations can now be computed. The normalization is

Wiy =2 f " gy
0

e—Zﬁx ©
_ (6.206)
-28|,
_1
7
Observe that
2 00 )
d—f e‘zﬁxdx:(—2)2f x2e Pdx
ap? Jo 0
_d (1 (6.207)
ap\ 2p?
3 1
= ﬂ_3
SO
0 1
f e Pdx = —, (6.208)
0 43

a result we will need later. The kinetic portion of the energy expectation
is

P W
Wl . ) =— f e Px (—2,86(x) +52€—ﬁ|xl)
m —_

2m J_e
P o1 R
= — B __ (22 (6.209)
2m B 2m< 2
hZ



The potential portion of the energy expectation is

1
Wl 5me ) = me f 2Py
0

— me? L
= mw’ Pyl
Adding things up we have
= WIH )
E@B) = —L
® i
ﬁ+ 4,6'3
= f
B
2
mw
= _ﬁ v
_hofhop mw
) (mw'B +2hﬁ2)
hw

1
|

Minimizing gives

_d x%[i’z + 1
~dB 2)63,82
1
= 2X0B - ?,
or
1
e
)
which gives
1
B= 2%

The energy at this value of g is

B hw( , 1 s \/Ex(z)
= — | x
w

hw 2
2\’
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(6.210)

6.211)

(6.212)

(6.213)

(6.214)

(6.215)
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or

B = hz‘” 2> hw(0+ 2) (6.216)

We find that the trial function that minimizes the average energy is
w(x) = 230 exp (27l xo) (6.217)

with an average energy that is 1.41x the actual ground state energy for the
harmonic oscillator.

Exercise 6.6 Energy of absolute value potential. ([/5] pr. 5.21)

Estimate the lowest eigenvalue A of the differential equation

d2
S+ (=1l =0, (6218)

Using « variation with the trial function

w={ ca-l) <,

0 x| > a.

(6.219)

Answer for Exercise 6.6

First rewrite the differential equation in a Hamiltonian like fashion

Hy = —d—zl// + |xly = A (6.220)
dx?
We need the derivatives of the trial distribution. The first derivative is
d d
i —Calxl
= —C% (x@(x) - x@(—x)) (622])

—c (0(x) — 0(—x) + x5(x) + x6(—x))
—c (0(x) — 6(—x) + 2x6(x)) .

The second derivative is
@ = d el el 2x6
El// = (6(x) = 6(=x) + 2x6(x))
—c (6(x) + 6(=x) + 26(x) + 2x6"(x))
= —c (46(x) +2x _(Zx))

= —2c¢6(x).

(6.222)
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This gives
Hy = =2¢6(x) + |x|c (@ = |x]) . (6.223)

We are now set to compute some of the inner products. The normalization
is the simplest

Wl = * f (a — |x)*dx

= 2c2f (x— a/)zdx
0
0

=2c% f uw*du (6.224)
-

—)3
i)

2
= =%’

3
For the energy

(YIHY) = ¢? f dx (a = |x]) (=26(x) + x| (a = |x]))

=¢? —2a+fdx(a—|x|)2|x|)

] (6.225)

The energy estimate is

(WIHY)
W)

_ 6~ (6.226)

E =
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This has its minimum at

6 1

0= =t (6.227)
or

a=2x3"3, (6.228)

Back substitution into the energy gives

3 1,
Ax323 2
34/3

=2~ 1.08.

4

E =
(6.229)

The problem says the exact answer is 1.019, so the variation gets within
6 %.

Exercise 6.7 Anharmonic oscillator. (2015 ps8 pl)

Consider a quantum particle in the ground state of a 1D anharmonic
oscillator potential

1
V(x) = EmwzxZ + = Vo + AV, (6.230)

Compute the first and second order energy shift of this oscillator pertur-
batively in A.
Answer for Exercise 6.7

Using ps8:harmonicOscillatorRaise AndLoweringOperators.nb the ac-
tion of the potential on the ground state is

V' [0) = x* 10)
3 3 3 (6.231)
4
= xo(zlo>+$|2>+ \/;|4>)
That allows us to compute the first order energy shift
AV =¢0] V' |0y
3, (6.232)
= —Xg-
4

Writing the perturbed state as

) = 10) + 1|0Y + A2 |0) +---, (6.233)
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the first order perturbation |0)" of the ground state is

|m) (m| x*10)
4 hw/2 — hw(m +1/2)

4

_Jo N lmdml3 g 3 \/§
hwz . (4|0>+ 2) + 2|4>] (6.234)
4

i in)

The second order energy shift can now be calculated, and is

0)" =

A® =0V’ |0Y

8
M3 e 2 13 oy L3
) hw[4<0|+ AR \[<4']( A \E"”] (6.235)

x5 21
hiw 8
To second order the total energy shift is
3 21x54%
A= - —2, 6.236
477 Rhw (6.236)

Exercise 6.8 Quadrupolar potential. (2015 ps8 p2)

Consider a p-orbital electron of hydrogen with |n,! = 1,m), with m =
0, £1, subject to an external potential

V(x,y,2) = Ax* —y?), (6.237)

with A being a constant. For fixed n, obtain the correct eigenstates which
diagonalize the perturbation, without worrying about doing radial inte-
grals explicitly. Show that the three-fold degeneracy of the p-orbital is
completely broken by the perturbation to linear order in A.

Answer for Exercise 6.8

The potential in spherical coordinates is
V = Ar?sin® 6 (0052 o — sin? ¢) = A’ sin® @ cos(2¢). (6.238)
The p-orbital wave functions are

Wnlm(r, 9’ ¢) = Rn(l’)YLm(H, ¢)7 (6239)
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where
_ 13
Y1,100,9) = 3 \/ 7€ sin 0,
1 /3
Y10(0,¢) = = 4/ = cosé, (6.240)
2 \Nnm

1 3
Y1-100,¢) = 3 \/ ﬂe_“’b sin 6.

That is enough information to construct the matrix element of the perturb-
ing potential with respect to these states. Those are

(n'lm'| V |nlm)

00 T
= f rdr f sin 6d6 x
0 0

27
f dGR,()Y; ,, (6, $)Ar* sin® 0 cos(2@)R,(r)Y1,u(6, $)
0

) T 27
=2 f rdrR2(r) f sin® 6 cos(2¢)dd f dgYy (0, 8)Y1 (0, ¢)
0 0 0

. 0 0 -2

=/lf r4drR%(r) 0O 0 0
0 2

-% 0O O

(6.241)

See ps8:quadrupolarPotentialPorbitalSplitting.nb for a computation of the
matrix. It has eigenvalues

e 22
A f rdrRX (1 {-2,2,0%. (6.242)
0 5’5

We see that the radial factor R, (r) of these wave function provides only a
constant adjustment to the energy levels splitting that breaks the degener-
acy. That degeneracy is completely broken by this perturbation.

The respective eigenvectors for this matrix are

1 1| {0
—10l,—=|[ 0 |:|1]¢> (6.243)
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so the wave functions, say {1, ¥n,1,¥no}, that diagonalize this pertur-
bation potential are

Rn Rn 3 . .
Uner(r.0.0) = 2 (7, ,0,0) + V1 0,9) = 20 \ﬁ sin ¢ sin 6,
D) 2i T
R, R
Yn1(r,0,¢) = D (Y-1,1(6,8) = Y1106, 9)) = (r) - COS¢51119
V2

Ry
Uno(r, 0, 8) = Ru()Y10(6, ) = 2(”

(6.244)
It is natural to adjust the phases above, forming an alternate basis

R (r)

(=1, -1, Yo} = (6.245)

where £ = {sin 8 cos ¢, sin 8 sin qb cos 6}, the set of components of the unit
vector parameterized by 6, ¢. In this basis that level splitting is

0 2 2
| YdrRy(r){ <, -<.0¢,
I) rdr "(r){S 5 }
respectively.

Exercise 6.9 Harmonic oscillator. (2015 ps8 p3)

Consider a 2D harmonic oscillator with
2 2
b Py 1o,y
H= o + — . + 2ma) (x +y ), (6.246)
and turn on an anharmonic perturbation

m*w’
V =A4g (x4 + y4) + /lzgzma)zxy. (6.247)

Note that the potentials have been altered from the original problem state-
ment to have dimensions of energy with dimensionless scale factors g1, g2, A.

a. Derive the equations for the energy shifts and perturbed states for
a second order perturbing potential of the form above.

b. Find the perturbed eigenstate and the corresponding energy shifts
up to O(2?) for the ground state. Ignore terms of o).

c. Do the same for the first two degenerate states.

Answer for Exercise 6.9
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Part a.  With a A% perturbation we have to step back and revisit the
derivation of the energy level and perturbed state formulas. Given

H = Hy+ AV, + 2> Va, (6.248)

with known solution H |n(0)> = E© |n(0)>, we seek the a power series
representation of the perturbed ket and an energy shift A

n) = lno) + Alny) + A na) + - - - (6.249)

A=AV + 22AP ... (6.250)
where

Hiny = (E© + A)n). (6.251)

We can assume that the we have the same sort of representation of the
perturbed state

P
=)+ oy gy (Vi BVa = A, (6:252)
where
Py =1=[n0) (nO] = 3" m®) (m®]. (6.253)
m#n

To check this, operating with E©) — H, we have

(E® ~ Ho)Iny = (E© ~ Ho) [n ) + P, (11 Vy + V2~ A) In) -~
= (1 —|n(0>><n(°>|) (H-Hy—A)n), 29

or
(E© = H+A)lny = = |n@) (n| (H - Ho - A) In)
= — [P ((E® + A) - E© = A) (n©n) (6.255)
= 0.

The LHS is also zero as desired, showing that eq. (6.252) is the desired
perturbation relationship. For the perturbed state we are looking for just
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the A! terms of eq. (6.252), which after dropping all second order and
higher terms is

| m(0>> <m<0>|
o) + ) = o) + D = (V1 =AY (o) + A1)
m#n
(6.256)
so the first order state perturbation is
@) (m©)|

— Y A W —_ A

)= o 0 (Vi = AD) ) . (6.257)
m#n
The AV contribution drops out, leaving
@) (m®|
In1) = E(O)——EmVl Ino) » (6.258)
m¥n

just as we had for a strictly first order perturbing potential. For the energy
shifts consider the braket

(n®H - Ho In) = (n®| Vi AD + V,0P n)

= ((E® + &) - EO) (nO}n) (6.259)
- (1)
or
A(nOln) = (1O ViaAD + V202 ). (6.260)

Expanding both sides in powers of 4 we have

Z ATSAD <n(o)|ns> = Z am <n(0)| Vi ) + A2 <n(0)| Vo i)
r=1,s=0 m=0

(6.261)

With |n(0)> = |no) as required in the 2 — O limit, the 1 = 1 contribution to
these sums is

AW = (no| Vi |ng) . (6.262)

The second order contribution is

AW <n(0)|n1> +A® <n(0)|n0> = <n(0)| Viln)+ <n(0)| Vi lng), (6.263)
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or
AP = (no| Vi Iny) + (nol Va2 Ing) — (nol Vi Ing) (nolny ). (6.264)

However, from eq. (6.258) we see that |n;) has no |ng) component, this
means the second order shift is just

AP = (no| Vi Iny) + (nol Va Ino) . (6.265)

Part b.  In ps8:2dHarmonicOscillatorOperators.nb, for an initial state
|ng) = |0, 0), it is calculated that

hw
V110.0) = g1 — (x* + %) 10, 0)

0
h > |0,0) + > (12,0) +10,2)) + \/§(|4 0) +10,4))
= w| = 1Y, T s 5 P’ ) 5 .
81 ) N )
(6.266)
The first energy shift is
3
Amzﬂm%MWZE&ML (6.267)
and the first order perturbation of the state is
o) 5 ( 3 2,0) +10,2)
ny) = g1 nw\——=
2 hw(1+04+0)-hw(1+2+0
V2 o ( ) ( ) 6.268)

\F 14,0) +10, 4) )
+4/5 :
2hw(1+0+0)— hw(1+4+0)

or

3 1 [3
In1) = —gi [E (12,0 +10,2)) + 1 \/; (14,0) +10, 4))), (6.269)

‘We can calculate

(0,01 V210,0) = 0
21 (6.270)
0,01Vilm) === hwg?,

so the second order energy shift is

21
Amz—mei (6.271)
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Finally, the ground state energy shift, to second order in 4, is

21

7 hwgt 2. (6.272)

3
hw — hw + Ehwglxl—

For the ground state, there is no contribution from the second order poten-
tial A2V;.

Part c.  The next two highest states are |1,0),|0, 1) both with unper-
turbed energy eigenvalues 2 iiw. For a basis spanning the {|1,0), |0, 1)}
subspace, the matrix element of the perturbed Hamiltonian is

9 1
Ho+ AV; + 22V, = 2 hol + SgiAhwl + zgz/lz hwo

. 24 %gvl %gz/lz (6.273)

%gg/lz 2+ %gl/l

b . -
a } are just a + b, the energy splitting to first

b a
order for these first two degenerate states is

Since the eigenvalues of [

9 A2
2hw = hw (2 +ogid ng) (6.274)

While the xy perturbation potential left the ground state untouched, it is re-

sponsible for the energy level splitting for the degenerate states |1, 0), |1, 0).

Exercise 6.10 Hyperfine levels. (2015 ps8 p4)
We can schematically model the hyperfine interaction between the elec-

tron and proton spins as AS. - S, where A is the hyperfine interaction en-

ergy.
a. Consider the spin-1/2 proton interacting with a spin-1/2 electron.
What are the spin eigenstates and eigenvalues?

b. Now consider applying a magnetic field which leads to an extra
term

—B(geteS: + gpttpS}) (6.275)
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with gyromagnetic ratios g¢ ~ —2 and g, ~ 5.5, with magnetic
moments ye = e/2me and u, = e/2m,. The large nuclear mass en-
sures e /up ~ 2000, so let us simply set u, = 0. For convenience,
set Bgeute — Beg so the Hamiltonian becomes

H = AS.-S, - BeiS, (6.276)

so the only dimensionless parameter is Beg/A.

Using perturbation theory (degenerate or non-degenerate as appro-
priate) find how the coupled hyperfine levels split for weak field
B.g/A < 1. Also consider the strong field limit Beg/A > 1.

. Compute the full field evolution of the levels and compare with

the perturbative low field regime result and the high field regime
result.

Answer for Exercise 6.10

Part a.  With respect to the basis 8 = |++),|-+),|+—),|-—), where
|£, ) = |£)e ® |£), are the direct products of the eigenkets of the S. and
S, operators (not of the respective S* operators), we can compute the
unperturbed interaction Hamiltonian. For brevity, let S¢p = Se - S,

ASe * Sp

<++| Sep |++> <++| Sep |_+> <++| Sep |+_> <++| Sep |__>

_4|HS el (HSep =) (—HSepl+—) (—HSepl—)

(F=1Sep ) (+=ISepl=+) (+—[Sepl+=) (+—[Sepl—-)|

<__| Sep |++> <__| Sep |_+> <__| Sep |+_> <__| Sep |__>
(6.277)

Each of the matrix elements may be expanded in terms of the Pauli basis,
for example

2
(FH Sep|=+) = 7 {Hloe [=) (Hlop [+) 6275

h2
= T Y ),
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SO

[(H4) () () (D (HE) () (=) ()
A_h2 () (A ) (=R =Y (=) D
FHF ) (HD ) HE ) (HE )
K R X o ko I Gl o X Gl B B Gl B o R el o B o B X e
(D) O DO (©0)0)

ARZ|(0)(1) (=D(1) (0)©0) (=1)(0)

4 (O 00 =1 (O)-1)

[(0)(O0) (1)) O)-1) (=1)(=1)

AR oy 0

410 —o3|

AS.-S, =

(6.279)

The spin eigenstates are the basis elements of S above, with respective
eigenvalues

{Ar?/4,-AR2 14, -AR2 14, A T2 /4). (6.280)

Part b.  The matrix representation of the perturbation potential is

_Bezﬂhx
(HOL) FHE) (HOL ) ) (HEL ) H) (Ho =) (+=)
(Ao FHE) (o) ) () H) (o) (=)
(HOEH (=) (HOE () (HEE (=) (Hod =) (=)
(oL (=) (loil=) =) (o (== (=) (=)
Bl | 0]

2 0 o

c

- BeffSé =

(6.281)

Assuming the S, operator is directed along fi = (sin 6 cos ¢, sin 6 sin ¢, cos 6)

with eigenkets

—i¢
[+) = [e cos(6/ 2)} , (6.282)

sin(6/2)
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—pmid
I—>=[ ¢ sm(0/2)]’ (6.283)

cos(8/2)

the representation of the o operator is

g

Z
€

cosf —sin 0}

—sinf —cos@
(6.284)

1 0
0 -1

=U U,

where

U= (6.285)

—cos(6/2) sin(6/2)
sin(0/2)  cos(8/2)|

This is demonstrated in ps8:PauliMatrixSpinOperators.nb. The full Hamil-
tonian can now be written in block matrix form

AR’ Begh -1
p=Ar o 0 Berh UoU 0 (6.286)
4 10 -0, 2 0 Uo.U™!
Transforming the Hamiltonian to the S basis we have
AR U™ Begh
A U'o,U 0 _ B |0 0 (6.287)
4 0 ~-Ulo,U 2 1o o

For B.g < A, the first order energy splitting can be read off by inspection

WA h*A  Begh
- - ’
4 4 2
h2A WA  Begh
- - - + ,
4 4 2
A WA  Begh
— H —_— —_— .
4 4 2
WA  h*A  Begh
- + .
4 4 2

(6.288)
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For the strong field limit, we can flip the problem, and consider AS, - S,
to be a perturbation of an initial Hamiltonian Hy = —BegSZ. The diago-
nalization of that perturbation is just eq. (6.286) so the first order energy
shifts are

TiBegr Begh WA
— —

2 T T
hB.t  Begh H2A
- - )
2 2 4 (6.289)
hB.i  Buth A
— H — — .
2 2 4

hBei  Begh R*A
- + .
2 2 4

The splitting is the same to first order, but the starting energies are differ-

ent.

Parta.  See ps8:PauliMatrixSpinOperators.nb for the full field solutions,
which are

_h \/4133& — 4A Ticos OBu + A2 12,

1 \/4135& —4A T cos OBeg + A2 H2,
—1 \/4Bgﬁ, +4Ahcos OBeg + A2 B2,
L \/419;3f + 44 Ty cos OBeg + A2 12,

(6.290)

For the weak field B.g < A the respective approximations of these ener-

gies are
AR?  Beghcosf
B
AR?  Beglicosf
I
AR? " Beghcosd (6.291)
B
AR2 | Befphicos6
Tt

whereas for the strong field B.g > A the respective approximations of
these energies are

2 4 (6.292)
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The full field solution has an orientation specific coupling that the first
order perturbative solution does not find, so the perturbation is most ac-
curate when the electron spin orientation is close to the z-axis (A -Z =
cosf ~ 1).

Exercise 6.11 2D SHO xy perturbation. (/5] pr. 5.4)
Given a 2D SHO with Hamiltonian

Hy = ﬁ (P2 +p2) + mT“’z (+*+5?). (6.293)

a. What are the energies and degeneracies of the three lowest states?

b. With perturbation
V = mwxy, (6.294)

calculate the first order energy perturbations and the zeroth order
perturbed states.

c. Solve the Hy + V problem exactly, and compare.

Answer for Exercise 6.11

Part a.  Recall that we have
Hny,n) = ho (n +np + 1) ng,ny), (6.295)
So the three lowest energy states are |0,0), |1, 0),|0, 1) with energies
hw,2 how,?2 ho,

respectively (with a two fold degeneracy for the second two energy eigen-
kets.)

Part b.  Consider the action of xy on the 8 = {|0,0),|1,0),10, 1)} sub-
space. Those are
10,0y = 2 (a+a") (b +5)0,0)

b+b')[1,0) (6.296)

[1,1).
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xy|1,0) (a+a")(b+b7)|1,0)

(a+a')|1,1) (6.297)

X,

(10. 1)+ V22, 1)).

xy 0, 1)

(a+a")(b+b7)10,1)
(b+b7)I1,1) (6.298)
(11.0y+ v211,2)).

The matrix representation of mw?xy with respect to the subspace spanned
by basis 5 above is

1
xy~§ha)

o O O

00
0 1|- (6.299)
1 0

This diagonalizes with

uv=|"Y (6.3002)
0 U

1

A L (6.300b)
2|1 -1
. oo

D=zhwlo 1 0. (6.300¢)

00 -1

xy =UDU" = UDU. (6.300d)
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The unperturbed Hamiltonian in the original basis is
1 0
Hy = ha)[ }, (6.301)

so the transformation to the diagonal xy basis leaves the initial Hamilto-
nian unaltered

H) = U'HyU
10
= hw L
0 020 (6.302)
1
= hw 0 .
0 21

Now we can compute the first order energy shifts almost by inspection.
Writing the new basis as 8/ = {|0), |1), |2)} those energy shifts are just the
diagonal elements from the xy operators matrix representation

Ey) =01V 10y =0,
1

EV =viny = 3 hw, (6.303)

1
M _ _
E; =Q2|V[2) = ) hw.
The new energies are
EO d hw,

E| — hw(2+6/2), (6.304)
Ey — hw(2-6/2).

Part c.  For the exact solution, it’s possible to rotate the coordinate sys-
tem in a way that kills the explicit xy term of the perturbation. That we
could do this for x,y operators wasn’t obvious to me, but after doing so
(and rotating the momentum operators the same way) the new operators
still have the required commutators. Let

ul [ cosf sinf||x
v —sinf cosé||y

(6.305)
_ [ xcosf+ysinf }

—xsinf +ycos6
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Similarly, for the momentum operators, let

Pul _ cos 6 sin @ DPx
—sinf cosf||py
Py Py (6.306)
_ | pxcos@+ pysinf
—pxsiné + py cosd '
For the commutators of the new operators we have
[u, pu] = [xcos O+ ysinb, p,cos @+ p,sin 6]
= [x, pa] cos? 6 + [y, p,] sin® @

6.307
=ih (0052 0 + sin’ 0) ( )
=ih.

[v, py] = [-xsin@+ycosf, —p,sind + py cos ]
= [x, pu] sin® @ + [y, py] cos® 6 (6.308)
=ih.

[u, py] = [xcos @+ ysin6, —p,siné + p, cos 6]
=cos@sin 6 (- [x, px] + [y, pp)) (6.309)
=0.

[v, pu] = [-xsinf +ycos b, pycosf + p, sin ]
= cos@sinf (— [x, px| + [y, pp)) (6.310)
=0.

We see that the new operators are canonical conjugate as required. For
this problem, we just want a 45 degree rotation, with

x=—(u+v),
? (6.311)
1
y=—(u-v)
2
We have
1
2 2 _ = 2 N2
X"ty 2((u+v) + (u v))
1
= 5(2u2+2v2+2uv—2uv) (6.312)
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1
P+ 0y =5 ((put P+ (0u= )
1
= 5 (200 + 207+ 2pups = 2pup)) (6.313)
=Pt py
and
1
=g ((u+v)(u—-v))
| (6.314)
_1(2_.2
) (u v )
The perturbed Hamiltonian is
1 1
Hp+0V =— (pﬁ + p%) + —mw’ (u2 + v+ 6u? - 6v2)
2m 2
| 1 (6.315)
= - (pi + p%) + Emw2 (u2(1 +0) + v2(1 - 6)) .
In this coordinate system, the corresponding eigensystem is
Hlny,ny) = hoo(1+m V1+6+nm V1=6)Iny,n) . (6.316)
For small 6
1 1
nVi+6+ny Vl—5%n1+n2+§n16—5n26, (6.317)
SO
1 1
Hini,m)=~ holl+n1+ny+ Enlé— Enzé |ny,n). (6.318)
The lowest order perturbed energy levels are
0,0) = hw, (6.319)
1
[1,0) — hw(2+ 56), (6.320)
1
0,1) — hw (2 - 56) (6.321)

The degeneracy of the |0, 1),]1, 0) states has been split, and to first order
match the zeroth order perturbation result.
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Exercise 6.12 Perturbation of two state Hamiltonian. ([/5] pr. 5.11)
Given a two-state system

H=Hy+ 1V

E; AA (6.322)

AN E

a. Solve the system exactly.

b. Find the first order perturbed states and second order energy shifts,
and compare to the exact solution.
c. Solve the degenerate case for E; = E;, and compare to the exact
solution.
Answer for Exercise 6.12

Part a.  The energy eigenvalues € are given by

0=(E|—€) (Ey—€) — (1A, (6.323)
or

€ —€(Ey + Ey) + E|E> = (AN (6.324)
After rearranging this is

e bitbr \/(El — 5 )2 eING (6.325)

2 2

Notice that for E; = E| we have

e=E +AA. (6.326)

Since a change of basis can always put the problem in a form so that £1 >
E», let’s assume that to make an approximation of the energy eigenvalues
for |AA| < (E1 — E»)/2

_ E,+E> N E,—-E; 1 (2/1A)2

+ +—-
‘T2 2 (Ey - Eo)?
Ei+E, E{-E 2
LJEtE | E 2(1+2 (A7) 2)
2 2 (E1 — E») (6.327)
. 2
_ Ei+E, N E\-E; L (ﬂA)
2 2 E,-E,
AN)? AN)?
_E+ (14) (47)

, Lo+ .
Ei-E E, - E;
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For the perturbed states, starting with the plus case, if

14y o |4, (6.328)
b
we must have
AN)?
O=(E1—(E1+EF )E)>a+/lAb
e (6.329)
(A0)?
= (— )a + /lAb,
E|-E>
SO
I+ 1 I+) + =) (6.330)
- = -). KK
AA E|-E;
Ei-E;
Similarly for the minus case we must have
ANY?
0:/1Aa+(E2—(E2+E( )E)b
2o (6.331)
(AA)?
E, - E;
for
) = )+ =) (6332)
5 L 37
Part b.  For the perturbation the first energy shift for perturbation of the
|+) state is
EV =19)VI]+)

ol o of

i

=0.

(6.333)

The first order energy shift for the perturbation of the |—) state is also zero.
The perturbed |+) state is

P
[+ = V|+>
E| -

1= |
E1 5 Vi+).

(6.334)



6.9 PROBLEMS.

The numerator matrix element is

0 Af|l
Vs ={o 1]
A 0[]0
(6.335)
=lo 1]
A
= A,
SO
+) = [+ +1-) E-E (6.336)

Observe that this matches the first order series expansion of the exact
value above. For the perturbation of |-) we need the matrix element

v =[1 of[° 2
A 0|1
A (6.337)
=[1 O]M

= A,

so it’s clear that the perturbed ket is

=) = =)+

, 6.338
E,_E, ( )

also matching the approximation found from the exact computation. The
second order energy shifts can now be calculated

vy =1 of|® 2 ! ‘
0 E\-E;
AZ
:[1 O] EI_EZ“ (6.339)

A2
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and
, 0 All=2_—
vy =lo 1] FaF
A O 1
- [0 1] . ] (6.340)
A
Er-E|
A2
The energy perturbations are therefore
AN)?
E,—- E| + EF )E
(11;)22 (6.341)
Ez - E2 + .
E,-E;

This is what we had by approximating the exact case.

Partc.  Forthe E; = E| case, we’ll have to diagonalize the perturbation

potential. That is

V:U/\UT

/\ 1A 0
0 -A (6.342)
1 (1 1
U=U"=— :
V2|1 -1
A change of basis for the Hamiltonian is
H =U'HU
= U'HyU + AU'VU
s + (6.343)
=EU +AU'VU

=Ho+a /\.

We can now calculate the perturbation energy with respect to the new
basis, say {|1),|2)}. Those energy shifts are

AV =1 VIly=A
” (6.344)
AP? = QIV]2) = -A.
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The perturbed energies are therefore
E,—- E| + AA

(6.345)
E2 4 E2 - /lA,

which matches eq. (6.326), the exact result.

Exercise 6.13 Spherically symmetric 3D potential. (//5] pr. 5.16)

a. For a particle in a spherically symmetric potential V(r) show that

WO)P = — <dv>, (6.346)

i \dr
for all s-states, ground or excited.

b. Show this is the case for the 3D SHO and hydrogen wave func-
tions.
Answer for Exercise 6.13

Part a.  The text works a problem that looks similar to this by consider-

ing the commutator of an operator A, later setto A = p, = —ihd/0r the
radial momentum operator. First it is noted that
0 = (nim| [H, A] |nim) , (6.347)

since H operating to either the right or the left is the energy eigenvalue
E,,. Next it appears the author uses an angular momentum factoring of the
squared momentum operator. Looking earlier in the text that factoring is
found to be

2 2 /32
p 1 , h (o 20
— = L“-—[—+-—=—]. 6.348
2m  2mr? 2m ((9;’2 o ( )
With
P(o® 20
R=—|—+-—— 6.34
2m (8r2 Ty 6r)’ (6.349)
we have
0 = (nim| [H, p,] Inim)
2
={nim||— + V(), p, | Inim)
| 2m
) (6.350)
= (nim| L“+ R+ V(r), p,||nlm)
| 2mir?
[~ B2+ 1
= (nlm| L + R+ V(r), pr|Inlm).
| 2mr?
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Let’s consider the commutator of each term separately. First

[V.p | = Vpy = p, Vi
=Vpy—(pVIW—=Vpy
=—(p, V)W (6.351)
ov

=ih—.
! 6rl’//

Setting V(r) = 1/ r?, we also have

1 2ih
ﬁ’p” W= v (6.352)
Finally
# 20 d 2 2
[ﬁ + ;5, 5] = ((9,, + ;8,«) 8,« — (')r (0,, + ;0,)
2 2 2
= 6rrr + _arr - (arrr - _Zar + _6rr) (6353)
r r r
2
= _ﬁar,
SO
2 -1
[R, Pr] = _r_zﬁpr
2 (6.354)
= P
Putting all the pieces back together, we’ve got
-R1+1
0 = (nim| & + R+ V(r), p,||nlm)
2mr?
(6.355)

2 1 -
= ih{nlm| M _ ipr + B_V Inlm) .
mr3 mr? or

Since s-states are those for which [ = 0, this means
ov\ in[1
orl  m\r2 Pr
_m 10
B r2 or

m
hZ 00 T 27 1

=—f drf d@f d¢r2sin9¢//*(r,9,¢)—2w.
m 0 0 0 I 6r



Since s-states are spherically symmetric, this is

v\  Axr® [ oy

That integral is

*_(// 2°°_ « a(ﬁ*
fodw e fodrarw.
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(6.356)

(6.357)

(6.358)

With the hydrogen atom, our radial wave functions are real valued. It’s rea-
sonable to assume that we can do the same for other real-valued spherical

potentials. If that is the case, we have

2 fo ary 2 ‘” - WO,

and

W (0)I,

av\ _on h2
or

which completes this part of the problem.

(6.359)

(6.360)

Part b.  For a hydrogen like atom, in atomic units, we have

ov\_ (2 (_z
orl \or r

B 1

= Ze* r2

ndal (1+1/2)

2 273
ma0n3a(2)
2h2Z3

3.3°
mnao

On the other hand for n = 1, we have

2 h? 2?73 1
Sa—
m ag A

273

B ma3 ’

(6.361)

(6.362)

367



368

APPROXIMATION METHODS.

and for n = 2, we have

27 i 73 1
IR20(0)|Yool” = —4—
m m 8a0 A
23 (6.363)
= 3 .
4ma0

These both match the potential derivative expectation when evaluated for
the s-orbital (I = 0).

In sakuraiProblem5.16bSHO.nb is a verification for the 3D SHO ground
state. There it was found that

v\ 2nh?
<‘9—>= L w(0)P

or m

(6.364)
mw3 h

=2
bid

Exercise 6.14 L, perturbation. ([15] pr. 5.17(a))

Find the first non-zero energy shift for the perturbed Hamiltonian
H=AL>+BL,+CL, = Hy+V. (6.365)

Answer for Exercise 6.14

The energy eigenvalues for state |/, m) prior to perturbation are
ARI(+ 1) + Bhim. (6.366)

The first order energy shift is zero

A = (1, m|CLy|l,m)
C
=5 (I,m| (Ly — L-) |1, m) (6.367)
=0,

so we need the second order shift. Assuming no degeneracy to start, the
perturbed state is
o | m) (|

I, m)’ = —VI|l,m), (6.368)
El,m - El’,m’



6.9 PROBLEMS. 369

and the next order energy shift is

’ l,, ’ l,, 7
A? = (Im|V Mvu’m)
El’m - El/’m/
’ l, V l,, ’ l,, ’
=y B Emly g )
E[m - El/ ’
- Z KL m'| V1L m)?
Elm - El/ ’
KL m!'| V|1, m)|? (6.369)
m'#m Eim = Eppw
_ Z L, m'| V|1, m)y|?
wozm (ARPUI+ 1) + Bhm) = (AR + 1) + Bum)
1 KLm'| V|1, my?
" Bh 4 m—m’' )
m'+£m

The sum over I’ was eliminated because V only changes the m of any
state |/, m), so the matrix element (!, m’| V |I, m) must includes a o ; factor.
Since we are now summing over m’ # m, some of the matrix elements in
the numerator should now be non-zero, unlike the case when the zero first
order energy shift was calculated in eq. (6.367).

(Lm'| CLy |1, m)
c,
=5 (Lm | (Le = L) |L,m)

c,.
=5 (bm | (Ls |, m) — L_ |1, m))

= CZ—?(l,m’|(\/(l—m)(l+m+1)|l,m+l)

— JU+m)(I-m+ 1)|l,m—-1))
Ch(

NI =m)(A+m A+ Dy it = A+ m)T=m+ D o).
(6.370)
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After squaring and summing, the cross terms will be zero since they in-
volve products of delta functions with different indices. That leaves

A2 C%h Z (I =m)(I+m+ DSp i1 — (+m)I—m+ 1) 1
4B

m'#m m—m’
B C’h{(l-m)(I+m+1) B (I+m(l-m+1)
S4B\ m-(m+1) m—(m-1)
C* 22 2 2
:E(_(l —m? +1=m) = (P = m® +1+m))
2
= —(;—87’(12 —-m*+1),
(6.371)
so to first order the energy shift is
C? C*m*h
2 —_——
An°l(l+1)+ Bhm — hl(l+1)(Ah 2B)+ma+ B
(6.372)

Exact perturbation equation  If we wanted to solve the Hamiltonian ex-
actly, we’ve have to diagonalize the 2m + 1 dimensional Hamiltonian

(Lm'| Hl,m)
= (AR + 1)+ Bhm) S m

+ Cz—lh ( \/(l —m)(l+m+ 1)0u ms1 — \/(l +m)(l—m+ 1)6,,,,’,,,_1) .
(6.373)
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This Hamiltonian matrix has a very regular structure

H = (Al(l+ )R> = Br(+ 1)

1

2
+Bh 3
21 +1
: (6.374)

0  —co-11

C2-1,1 0 —C21-22

Ch €21-22

0 —C120-1

C120-1 0

where ¢, = Vab.
Solving for the eigenvalues of this Hamiltonian for increasing / in Math-
ematica (sakuraiProblem5.17a.nb), it appears that the eigenvalues are

2 4C?
An = AR+ 1)+ hmB+[1 + TR (6.375)
so to first order in C2, these are
5 2C?
An =AU+ 1)+ hmB|1 + = | (6.376)

We have a C?7i/B term in both the perturbative energy shift eq. (6.371),
and the first order expansion of the exact solution eq. (6.375). Comparing
this for the [ = 5 case, the coefficients of C>%/B in eq. (6.371) are all
negative

-17.5,-17.,-16.5,-16.,-15.5,-15.,-14.5,-14.,-13.5, -13., -12.5,
(6.377)

whereas the coefficient of C? 71/B in the first order expansion of the exact
solution eq. (6.375) are 2m, ranging from [-10, 10].
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Exercise 6.15 Quadratic Zeeman effect. ([15] pr. 5.18)

Work out the quadratic Zeeman effect for the ground state hydrogen
atom due to the usually neglected ¢>A2/2m,c? term in the Hamiltonian.
Answer for Exercise 6.15

For a z-oriented magnetic field we can use

B
A=2 (3x0), (6.378)

so the perturbation potential is

e2A?
- 2m,c?
_ B2 +y%) (6.379)
8m,c2 N
e?B2r2 sin% 9

8m,c2

The ground state wave function is

Yo = (x|0)
I (6.380)
3

ﬂao

so the energy shift is

A ={0|V]0)
1 2B2 00
= —27re— f ? sin Be~2"1%042 sin’ Odrd6
nag 8m.c? Jo

’B2 0 T
=— f r4e_2r/“°drf sin> 6d6
4agmec* Jo 0 (6.381)

B2 4 ( w3 ) -
= - u _——
4agmec2 (2/ap)*! 3

2 2p2
_eaOB

4myc?

1

If this energy shift is written in terms of a diamagnetic susceptibility y
defined by
1

A= —EXBZ, (6.382)
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the diamagnetic susceptibility is

= eza% (6.383)
X= 2mec?’ T
Exercise 6.16 Electron and Boson hyperfine spin interaction. (2015 final)

This problem is a variation of problem set 8 problem 4, but instead of
the spin interaction of a Fermionic nucleus with an electron, this problem
was to look at the spin interaction of an electron with a Bosonic nucleus.

The interaction Hamiltonian in this problem includes a Zeeman field

H=1JS,-S,+BS:, (6.384)

a. Solve the problem exactly.

b. Do a first order perturbative solution.

Answer for Exercise 6.16

Part a.  With two states for the electron spin and three for the nuclear
spin, the state space for the spin system is six dimensional. Without the
Zeeman contribution the action of Hamiltonian is

. IR
HIs +) (1) = == [ +) 1),

. IR
H ;=) 1) = === I =) [1),

H n; +)10) = 0h; +)10),

R . (6.385)
H n; —)[0) = 0h; —)[0),
" Jn
Hip; +)|=1) = ——= I H) [-1),
" Jn
Hip: =) |=1) = ——a; =) [-1).
This can be put into block matrix form
e o, 0 0
JS.-S, = - O 0 0. (6.386)

0 0 -0
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The Zeeman field in the basis above is

BA R 0 O
0 0 R

where R is the representation of o, in a |fi; +), |fi; —) basis. Representing
the electron spin states as

—i¢
B +) = [cos(t?/Z)e

} = cos(0/2)e_i¢ |Z; +) + sin(0/2) |z; —)
sin(6/2)

(6.388)

} = —sin(9/2)e” |2; +) + cos(6/2) |2; =) ,

— i —i¢
i =) = [ sin(6/2)e
cos(6/2)

so the S action on the spin states is

SEIA;+) = = (cos(0/2)e™ [ +) - sin(6/2) 12 -))

cos(0/2)e~ (6.389)
—sin(8/2) |’

(ST Nlm

and

Selh;—) =

( sin(6/2)e™™ |2; +) — cos(6/2) |2 —>)

—sin(6/2)e™
—cos(8/2) |

(6.390)

N[ = Nlm

The matrix elements for S are

cos(6/2)e

h
(B + SE s +) = = 0/2)e? 612
5 [cos(@/2)¢ sin(o) )][ —sin(9/2)} (6.391)

= —cosé,
2COS

n s ~ig
(h;+ SE IR ) = = [005(0/2)61‘7’ sm(0/2)]l sin(6/2)e ‘
—cos(6/2) (6.392)

= ——siné,
2Sll’l
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A ) 5 . cos(6/2)e~
;=S¢ IR +) = S| —sin(6/2)e 6/2
(B: =S s +) = |~ sin(8/2)  cos(6) )]l — sin(6/2) } (6.393)

f in @
= ——sind,
2

—sin(6/2)e"

h
s —| S [0 —) = = | si !
(f; —| 8% [A; —) 2[ sin(0/2)e 008(9/2)][ —cos(6/2) }(6.394)

= __ 0,
2cos
or
R cosf —st' (6.395)
—sinf —cos®

Part b.  In finalExamProblem6Hyperfinelnteraction.nb the exact solu-
tion to the system is found to be

Bh T
Eec {17, 5 VB2 +2BJ hicos 6 + J? hz}, (6.396)

or with m € {-1,0, 1}

h
Eexs VB2 + 2BImhcos 0+ m2J? h2. (6.397)

In the strong field case where B > hJ, we have

hB J 1,72,
EziT(l+Emhcost9+§m ?h , (6.398)

whereas in the weak field case where B < hJ, we have

Ez{

Note that the result above is exact for the m = O case.

1B if m=0,
n2J B 1_B? :
T(1+h—1mc080+zﬁ) ifm # 0.

H

(6.399)

H
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Perturbative solutions  The degenerate perturbation requires diagonal-
izing BSZ. Since R is a representation of SZ, the eigenvalues of % are
+B /2. This means that the first order shifts to the energy eigenvalues are

J: JR* Bh
__)__l__’
2 2 2
J ? JW*  Bh

% b
2 2 2

Bh
0=+
(6.400)
o _Bh
2
J 2 J 2 N Bh
2 2 27

L

- .
2 2 2



USEFUL FORMULAS AND REVIEW.

Trig
, X
1+cosx =2cos 3 (A.1)
.2 X
1 —cosx =2sin 3 (A2)
sin x = 2 sin g cos g (A.3)
2cosacosb = cos(a + b) + cos(a — b) (A4)
2sinasinb = cos(a — b) — cos(a — b) (A.5)
2cosasinb = sin(a + b) — sin(a — b) (A.6)
2sinacos b = sin(a — b) + sin(a + b) (A.7)
cos(a+=b) = cosacosb Fsinasinb (A.8)

sin(a = b) = sinacosb + cosasinb (A9)
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Basics
(xlp) oc £P¥/ 1 (A.10)
Y () = U[Y(0)) (A.11)
U = Hin for time independent H (A.12)
p= —ih2 (A.13)
0x
x=i ha% (A.14)
0
=ih— A.l

H Zhat (A.15)
A ~ ({arow| A |acolumn?) (A.16)
p=yy

h in (A.17)
j=—1 V) = —— (¢"'Vy —yVy*
J= om0 VY) =~ (0T - Y VY)
dp
—+V.j= A.l
ot V=0 (A.13)

Commutators
[x,p] =ih (A.19)
.. OF
[xj, F(p)] = 1715
ajG (A.20)

[pJ,G(X)] = —lha—x]
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2

g w
eMBe™ ™ = B+ ul[A,B] + o [A, [A, B]] + (A.21)
0AOB 0AOB
[A’ B]classical = %% - %% (A.22)
Heisenberg picture
An = U'AU (A23)
dAy 1
— =7 AnH A24
a = i At (A.24)
d 2
2 x-py= <p—> —(x-VV) (A.25)
dt m

Density operator

p= Z w;i |ai> <cxi| s Z w; =1 (A.26)

[Al= )" wi{a'|Ale') = tr(pA) (A27)

i

S = —tr(plnp) = — tr(ogx In pgx) (A.28)

Wimn) = lam) ®lan)
W) = > Com Wmn)

p =)<yl (A.29)
tr2(p) = p2 = ), palplads

> altra)lay = ) leml
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Pauli matrices

0 1
Oy =
1 0}
o= ;l} (A.30)
i
0
o; =
_O _1}
(04, 0b] = 2i€gpeoe (A.31)
1]
IS %) = AR (A.32a)
+
e
NEENE 7 } (A.32b)
+i
0
ISz +) = l ] J (A.32¢)
For i = (sin 6 cos ¢, sin 8 sin ¢, cos 6), the eigenkets of S - fi are
[ —ig/2
|ﬁ +> _ COS (9/2) e 9/ — e—i0'1¢/2€—i0'y9/2 |2 +> (A ’3/3)
T | sin(6/2) e/ ’ o
- s
|ﬁ _> — — s (9/2) e i/ — e—i(rz¢/ze—i0'y(9+7r)/2 |2 +> (A ’34)
, | cos (6/2) e//? ’ N

H=-—S-B=-25, (A.35)
mc
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Harmonic oscillator

h
%= — (A.36)
mw
p% =mwh (A.37)
_ %0 —iwt | T it
x(t) = — (ae™™ +a'e (A.38)
o )
p(t) = —ih (aTei“’t - ae_i‘”t) (A.39)
V2x
1 d )
t_ — 2
a,a = XFXx5— (A.40)
\/EX() ( de
alny = Vnln-1) (A41)
d'lny=Van+1n+1) (A.42)
0
x(1) = x(0) cos wt + 1& sin wt (A.43)
mw
p(®) = p(0) cos wt — mwx(0) sin wt (A.44)
x(1)? = ho (ae_i“’t + czfe"’*’t)2 (A.45)
> .
p(t)2 — @ (ae—ia)t _ aTeia)t) (aTei(ut _ ae—iwt) (A 46)
> .
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N|n) = nln)

[N,a] = —a

[N, aT] =d'

(xln) = 1 +1/2)

VLRV

(«")’
In) = W 10)

Coherent states

alz) = zlz)

—1z]? i
|Z> =¢ |Z| /2+za |0>

[

d
— 2_
xodx

n
) o~ (/%0 /2

(A47)

(A.48)

(A.49)

(A.50)

(A51)

(A.52)

(A.53)

(A.54)

(A.55)

(A.56)

(A.57)
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(lad' |2y = &1 +a’alz) (A.58)

[27 [
(0 0) = x0 = y[——Rez= [ (z+2)

(A.59)
7
(PO = po= V2mhwImz = —iy[ 22 (2-2)
Electromagnetism
(A", ¢") = (A+Vx,¢—0dx) (A.60)
o A g,
ot (A.61)
B=VxA
32'25(3 ifp>p, = B
A=y 7 0 (A.62)
7p¢ ifp<p, = B
= BzZ
O = SEA -dl (A.63)
Aharonov-Bohm and Magnetic fields
1
H = _(p_ZA)+q¢ (A.64)
2m c
II=p- EA
c
ieh
[Hx’ Hy] = TBZ
L1 = ho(pp + 2
= — = ) —
m 3 (A.65)
eBO
w=—
mc
b= (TL, +iITy)
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B
A =22 (-3,5,0),A = By(0,5,0) = B=By

Dirac equation
pc+V mc?

mc>  —pc+V

H =

_ eilkx iEt/ h

ks ) = cosd| |—siné
sin 8 cos
_|sinf| |-cosf
cos ’ sin @
tan(26) = mc/ hlk|
€ = (11102)2 + (Tike)?

W = eTiBilh

1 |+e*i/2
|£) = — [ .

\/i e¢l¢/2
2
€ = (mcz) — (Tike)?
it € + ik he
mc?
j=c¥io ¥
Generators
T, = e—ip-a/h

D, @) = exp (—iJ - g/ h)

= pco, + mcto+V

(A.66)

(A.67)

(A.68)

(A.69)

(A.70)

(A.71)

(A.72)

(A.73)
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Calculus
1 1
Vi = /_)ap (POpr) + ;8@51& +0y (A.74)
V2 = L0, (PO) + ——— 0o (sin60g)) + ———dgs (A7)
r2 r2sinf r2sin” 0
00 ) —7T
exp(ax”)dx = - (A.76)
I(t) = f X le™dx = (1= 1)! (A.77)
0
0 n!
f e “r'dr = — (A.78)
0 a’
T\
lim (1 n —) e (A.79)
N—oo N
Symmetries
7'(»;‘ =T = 7'[_1 (A80)
n'xw = —x (A.81)
xipr=—p (A.82)
7[x) = |-x) (A.83)

Xl |y = (=xly) = Y(-X) (A.84)
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[,J] =0

OH = HO
Opo~!=—p
eJO ! =-J
OxO! =x
(x|Ola) = (alx)

@lj,my = i*™|j, —m)

Il
~

® = —ioynK, n
Ki=-i

Of; +) = nlh; —)
Oh; -) = —nlh; +)

(A.85)

(A.86)

(A.87)

(A.88)

(A.89)

(A.90)

(A91)

(A.92)

(A.93)
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USEFUL FORMULAS AND REVIEW.

[Je Jy] = iRl

[]ra Js] = ihergd;

[3%.0:] =0

IAAEEY A

[Jo,J_] = 21J.

J=L®l+1®S=L+S

JZ |J7 m> = mhl.}v m>

Fjym)y = jG+ DR |j,m)

Jeljom) = ANJGFm)(j £ m+1)]j,m)

D(R) = exp (—iL - i¢/ h) @ exp (—iS - i/ h)

(A.94)

(A.95)

(A.96)

(A.97)

(A.98)

(A.99)

(A.100)

(A.101)

(A.102)

(A.103)
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Spin one representation

0 1 0
J—i101
V2

0 1 0

h_o-1o

l
Jy=—I|1 0 -1
)

01 0

10 0
L,=Rhl0 0 0

00 -1

Angular momentum

1
L =12+ 5 (Lelo+ L L)

1 1
=-n d g (sin 60
(sin29 o6 + 00 (sin e))
=x’p’-x-pl+ihx-p
= 77p? + 1 (70, +2r0,)

Ly = —i N (—sin¢dg — cot 6 cos ¢pdy)
Ly = —ihi (cos ¢dg — cot sin ¢dy)
LZ = —ih6¢

[Ly,Ly] = inL,

(Lo Lo} =213+ L) =2(L7 - L))

Ly = —ihe*™ (+idg — cot6d,) = Ly + iL,

(A.104)

(A.105)

(A.100)

(A.107)

(A.108)

(A.109)

(A.110)

(A.111)
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Lillm)y=aJUxsm)(+£m+1)|[m=1) (A.112)
L2 |,m) = I+ 1) R |l,m) (A.113)
L. |l,m) = mh|l,m) (A.114)

Spherical harmonics

1
2+

1 /3
Ylozi\/;cos(e)

1 /5
Y20=Z\/;(3cosz(0)—l)
Y —1\/75 3(6) — 3 cos(6
0=7 ;( cos”(0) — COS())

3 ((35 cos*(6) — 30 cos?(6) + 3)

Yoo =

Yun =
40 16 Vi
1 [11 s ;
Y5 = — 4/ = (63 cos’(8) — 70 cos* () + 15 cos(6))
16 V «
1 13 6 4 2
Yoo = =5 1/ — (231 cos®(6) — 315 cos*(6) + 105 cos*(6) - 5)
32V
/15 7 5 3
Y= 5= (429 cos”(8) - 693 cos*(8) + 315 cos*(6) — 35 cos(6)).,
T
(A.115)
Yim = (=1)"Y}, (A.116)
Hydrogen wavefunctions
1 (z\V"?
= Ui = — | 2| e Zria A117
Yis = Y100 ﬁ(do) e ( a)
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302
1 z rZ

Yas = Y00 = (—) (2 - —) e 12
T e \ao ao

Vap. = —= (Yot — Y1) = — (2)3/2 z
2py — T~ 2,1,-1—¥21,1) = -
Y 2 4v2x\ao)  ao
’ i ” va) 1 (2)3/2;»2

2py — T — 2,1,-1 2,1,1) = -

SN} 4v2x \ao) ao

3/2
1 Z rZ —1Z)2a0
= = — —e cosf

Yap. = Y210 N (ao) @

I looked to [10] to see where to add in the a factors.
Energy levels are n dependent only

Z2 82

2n2ay

E, =

drey >
ap = 5

me

Perturbation

H=Hy+ 1V
|n) = Z/lj |nj>
j=0

Ay= ) WA,
j=1

_e_

(A.117b)

rZ[200 gin g cos ¢

(A.117c¢)

— 7% §in @ sin ¢

(A.117d)

(A.117e)

(A.118)

(A.119)

(A.120a)

(A.120b)

(A.120c)
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P, = Z Im) (m| (A.120d)
m#n
o) = [n®)
P,
In1) = mwno)
P,
=———(V-A,
) EY - Hy ( ) (A.121)
P,
In3) = E(O)——Ho (V|n2> = Ay In2) — Ay, |fl1>)
P £
|l’l]> = E;O)—_nlio V|I’lj_]> - ; Ank |nj_k>
An; = (nol V |nj1) (A.122)
fUx) = O) f(x) + O(=x) f(—x) (A.123)
i(g(x) = _o) (A.124)
dx X
ClebschEx. 1} =2, 1, =1
13,3)=12,2)®]1, 1)
1
2y= ————— ((L_ 2,2 1,1 2,2)QL_|1,1
13,2) G.2L.B.3) (L-12,20 1, 1) +[2,2)® L1, 1)) (A.125)

2,2) tall)y+b|2) - —b|1) +al2)
L 1) =13, 1) x]2,1)






ODDS AND ENDS.

B.1 SCHWARTZ INEQUALITY IN BRA-KET NOTATION.

Motivation  In [15] the Schwartz inequality

(ala) (blb) > Kalb)I, (B.1)

is used in the derivation of the uncertainty relation. The proof of the
Schwartz inequality uses a sneaky substitution that doesn’t seem obvious,
and is even less obvious since there is a typo in the value to be substituted.
Let’s understand where that sneakiness is coming from.

Without being sneaky My ancient first year linear algebra text [11] con-
tains a non-sneaky proof, but it only works for real vector spaces. Recast
in bra-ket notation, this method examines the bounds of the norms of sums
and differences of unit state vectors (i.e. {ala) = (b|b) = 1.)

(a —bla - b) = (ala) + (b|b) — {alb) — {bla)

=2 —-2Re(alb) (B.2)
>0,
SO
1 > Re(alb) . (B.3)
Similarly
(a+ bla+b) = (alay + (b|b) + {alb) + (bla)
=2+ 2Re(alb) (B.4)
>0,
o
Re {(alb) > —-1. (B.5)

This means that for normalized state vectors

—1 <Relalb) <1, (B.6)
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or
[Re(alb)| < 1. (B.7)

Writing out the unit vectors explicitly, that last inequality is

<1, (B.8)

b
Re< a4 —>
V{alay| {blb)

squaring and rearranging gives
IRe (alb)I* < (ala) (bIb). (B.9)

This is similar to, but not identical to the Schwartz inequality. The Schwartz
inequality cannot be demonstrated with this argument, since |Re {(a|b)| <
[{a|b)|. This first year algebra method works nicely for demonstrating the
inequality for real vector spaces, so a different argument is required for a
complex vector space (i.e. quantum mechanics state space.)

Arguing with projected and rejected components  Notice that the equal-
ity condition holds when the vectors are colinear, and the largest inequal-
ity (0 < 1) holds when the vectors are normal to each other. Given those
geometrical observations, it seems reasonable to examine the norms of
projected or rejected components of a vector. To do so in bra-ket notation,
the correct form of a projection operation must be determined. Care is
required to get the ordering of the bra-kets right when expressing such a
projection (or rejection)

Suppose we wish to calculation the rejection of |a) from |b), that is
|b — aa), such that

0 = {alb — aa)
(B.10)
= (alb) — a(dalay,
or
_ (alb)
a= @a)y (B.11)
Therefore, the projection of |b) on |a) is
Proj,, Ib) = {alb) lay = (Blay lay . (B.12)

(alay ™"~ (alay



B.1 scHwARTZ INEQUALITY IN BRA-KET NOTATION.

The conventional way to write this in QM is in the operator form

|a) {al

———|b). B.13
) 1b) (B.13)

Projla) by =

In this form the rejection of |a) from |b) can be expressed as

|a) {al
(ala)

This state vector is normal to |a) as desired

@hy \ - (alb)
<a‘b_<ala>a>_<alb> WM (B.15)

Rej, 10) = 1b) - by . (B.14)

=0.

How about it’s length? That is

2 2
<b b | <“'b>a> _ oy _ o Ka | kalo)l
(ala) (ala) (dla)  (ala)* B.16
alb) o
= (b|b) - .
(blb) )
Observe that this must be greater to or equal to zero, so

2

(blpy > AP (B.17)
(ala)

Rearranging this gives eq. (B.1) as desired. The Schwartz proof in [15]
obscures the geometry involved and starts with

(b+ Aalb+ Aa) > 0, (B.18)

where the “proof” is nothing more than a statement that one can “pick”
A = —(bla) [{ala). The Pythagorean context of the Schwartz inequality is
not mentioned, and without thinking about it, one is left wondering what
sort of magic hat that A selection came from.
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B.2 AN OBSERVATION ABOUT THE GEOMETRY OF PAULI X,Y MATRICES.

Motivation  The conventional form for the Pauli matrices is

0 1
O-X: 1)
10
oy = 0 _l}, (B.19)
i 0
1 0
o, = .
0 -1

In [4] these forms are derived based on the commutation relations
[0y, 075 = 2i€rg074, (B.20)

by defining raising and lowering operators ox = o, + iy and figuring
out what form the matrix must take. I noticed an interesting geometrical
relation hiding in that derivation if o is not assumed to be real.

Derivation  For completeness, I'll repeat the argument of [4], which
builds on the commutation relations of the raising and lowering operators.
Those are

[0 0] = 0, (0x 2ioy) — (0x £ i0y) 0,
= [0, 0x] i [0, 0]
= Dicry + i(~20)0x (B.21)
= +2 (o 2 i0y)
=320,

and

(04, 0-] = (0x +ioy) (ox —ioy) — (0 —ioy) (0« + i0ry)
= —l0 0y +I0y0x — I0x0y + 10,0
= 2i [ory, 07y (B.22)
= 2i(-2i)o,
=40,.
From these a matrix representation containing unknown values can be
assumed. Let

a b} . (B.23)
c d

g4 =




B.2 AN OBSERVATION ABOUT THE GEOMETRY OF PAULI X,Y MATRICES.

The commutator with o, can be computed

1 Ofla b| [a b[|1 O
[o2,04] = -
0 -1||c d]| |c d[|0 -1
O (B.24)
—-c —d| |c —d
_5 0 » ‘
- 0
Now compare this with eq. (B.21)
2[0 b}=20'+
- 0
(B.25)
_,|@ b .
d d

This shows that a = 0, and d = 0. Similarly the o, commutator with the
lowering operator is

e e e 2l
7 o <1l o] | o |lo -1

lO —c*}_{o c*} (B.26)
N R

:_20 c*.
b* 0

Again comparing to eq. (B.21), we have

(B.27)
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so ¢ = 0. Computing the commutator of the raising and lowering operators
fixes b

- U]_{o bHO 0}_[0 OHO b}
77 o ol o [t ollo o

{'blz 0} lo 00 —pP]

— P 1 0
0 -1

2
= bl

(B.28)

From eq. (B.22) it must be that |b|2 = 4, so the most general form of the
raising operator is

i
o =210 €. (B.29)
0 0

Observation  The conventional choice is to set ¢ = 0, but I found it
interesting to see the form of o, o, without that choice. That is

ox =5 (04 +0-)
o e (B.30)
e 0|
1
Iy =55 (0s—0-)
1 0 —ie'®
e 0 (B.31)

0 i@-7/2)
| emite-r/2) o |

Notice that the Pauli matrices o, and o, actually both have the same form
as o, but the phase of the complex argument of each differs by 90°. That
90° separation isn’t obvious in the standard form eq. (B.19).

It’s a small detail, but I thought it was kind of cool that the orthogo-
nality of these matrix unit vector representations is built directly into the
structure of their matrix representations.
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B.3 OPERATOR MATRIX ELEMENT.

Weird dreams 1 woke up today having a dream still in my head from
the night, but it was a strange one. I was expanding out the Dirac nota-
tion representation of an operator in matrix form, but the symbols in the
kets were elaborate pictures of Disney princesses that I was drawing with
forestry scenery in the background, including little bears. At the point that
I woke up from the dream, I noticed that I’d gotten the proportion of the
bears wrong in one of the pictures, and they looked like they were ready
to eat one of the princess characters.

Guts  As a side effect of this weird dream I actually started thinking
about matrix element representation of operators.

When forming the matrix element of an operator using Dirac notation
the elements are of the form (row| A |column). I’ve gotten that mixed up a
couple of times, so I thought it would be helpful to write this out explicitly
for a 2 X 2 operator representation for clarity.

To start, consider a change of basis for a single matrix element from
basis {|g), |r)}, to basis {|a) , |b)}

(gl Alr) = (qla)(al Alr) +{q|b) (b| A|r)
= (qla) (al A|a) (alr) +{qla) {a| A|b) (DIr)
+(qlb) (b| A |a) (alr) + (q|b) (D| A |D) <b|r)

= (i) [l Ala) (alAlD)] zz:err(qw)[(blAla} BlAB))]
r

(alAla) (alA|b)||(alr)

a0 @l s i <b|r>]
(B.32)

Suppose the matrix representation of |g) , |r) are respectively
)

1 (B.33)

I~ l“"”l,
(bl

(alr)
(blry

|
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then

+
(alg)

(ql ~ = by|- (B.34)
Lbqu [(glay (qIb]

The matrix element is then

(alAlay {(alA|b)
(blAla)y (b|A|b)

(qlAlr) ~ (4l Iry. (B.35)

and the corresponding matrix representation of the operator is

(alAla) (alAlb)
(blAla) (bIA|b)

~

X (B.36)

B.4 GENERALIZED GAUSSIAN INTEGRALS.

Both [15] and [19] use Gaussian integrals with both (negative) real, and
imaginary arguments, which give the impression that the following is true:

3

f exp (ax’)dx = |[—, (B.37)
—oo a
even when a is not a real negative constant, and in particular, with values
a = =i. Clearly this doesn’t follow by just making a substitution x —
x/ +/a, since that moves the integration range onto a rotated path in the
complex plane when a is +i. However, with some care, it can be shown
that eq. (B.37) holds provided Rea < 0.

To show this, this integral will be considered for the pure real case,
purely imaginary, and finally the complex case with non-zero real and
imaginary parts for a.

Real (negative) case.  The first special case is f_ o:o exp (—xz) dx = \r
which is easy to derive using the usual square it and integrate in circular
coordinates trick.

Purely imaginary cases.  Let’s handle the a = +i cases next. These can
be evaluated by considering integrals over the contours of fig. B.1, where
the upper plane contour is used for @ = i and the lower plane contour for
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Y
e =
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D
N
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xe
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3 Y

Figure B.1: Contours for a = +i.

a = —i. Since there are no poles, the integral over either such contour is
zero. Credit for figuring out how to tackle that integral and what contour
to use goes to Dr MV, on stackexchange [9]. For the upper plane contour
we have

0= Sgexp (izz) dz
R /4 0
= f exp (ixz) dx + f exp (iRzez’B) Rie'do + f exp (iztz) e dr.
0 0 R
(B.38)

Observe that ie?? = i cos(26) — sin(26) which has a negative real part for
all values of 6 # 0. Provided the contour is slightly deformed from the
axis, that second integral has a term of the form ~ Re~®* which tends to
zero as R — oo. So in the limit, this is

f exp (ix?) dx = Vme™*/2, (B.39)
0
or

f ) exp (ix?) dx = Vir, (B.40)

(o)
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a special case of eq. (B.37) as desired. For a = —i integrating around the
lower plane contour, we have

0= Sgexp (—izz) dz
R —n/4 ) )
= f exp (ix?) dx + f exp (—iR*¢*") Rie"df (B.41)
0 0

+f exp( i(— l)t)e /4.
R

This time, in the second integral we also have —iR?e* = iR? cos(26) +
sin(26), which also has a negative real part for § € (0,7/4]. Again the
contour needs to be infinitesimally deformed', placed just lower than the
axis. This time we find

f exp (—ixz) dx = V—in, (B.42)
another special case of eq. (B.37).

Completely complex case. A similar trick can be used to evaluate the
more general cases, but a bit of thought is required to figure out the
contours required. More precisely, while these contours will still have
a wedge of pie shape, as sketched in fig. B.2, we have to figure out the
angle subtended by the edge of this piece of pie. To evaluate the integral
consider

0= SE exp (ei¢zz) dz
= f ) exp (€x%) dx + f ' exp (e R?e** ) Rie" dy (B.43)
0 0

0
i ,2i0 2Y 40
+jl; exp( ! ) evdt,

where ¢ € (7/2,7m) U (mr,31/2). We have a hope of evaluating this last
integral if ¢ + 260 = «, or

=(m-¢)/2, (B.44)

1 Distorting the contour in this fashion seems somewhat like hand-waving. A better ap-
proach would probably follow [8] where Jordan’s lemma is covered. It doesn’t look like
Jordan’s lemma applies as is to this case, but the arguments look like they could be adapted
appropriately.
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Figure B.2: Contours for complex a.

giving

fR exp (ei‘bxz) dx = =92 fR exp (—tz) dt
0 0

9
- f exp (R2 (cos (¢ +2u) +isin (¢ + 2,u))) Rie"du.
0
(B.45)

If the cosine is always negative on the chosen contours, then that integral
will vanish in the R — oo limit. This turns out to be the case, which can be
confirmed by considering each of the contours in sequence. If the upper
plane contour is used to evaluate eq. (B.43) for the ¢ € (n/2, ) case, we
have

6e0,m/4). (B.46)
Since ¢ + 20 = , we have
¢+2u e (n/2,n), (B.47)

and find that the cosine is strictly negative on that contour for that range
of ¢. Picking the lower plane contour for the ¢ € (r, 37/2) range, we have

0 € (-n/4,0), (B.48)
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and so
¢+2ue(n/2,3n/2). (B.49)

For this range of ¢ the cosine on the lower plane contour is again negative
as desired, so in the infinite R limit we have

0 ; 1 .
f exp (e’¢x2) dx = 3 V—me %, (B.50)
0

The points at ¢ = n/2, 7, 31/2 were omitted, but we’ve found the same
result at those points, completing the verification of eq. (B.37) for all

Rea < 0.

B.5 A CURIOUS PROOF OF THE BAKER-CAMPBELL-HAUSDORFF FORMULA.

Equation (39) of [6] states the Baker-Campbell-Hausdorff formula for two
operators a, b that commute with their commutator [a, b]

eaeb — ea+b+[a,b]/2 (B.51)

>

and provides the outline of an interesting method of proof. That method
is to consider the derivative of

f(/l) —_ e/lae/lbe /l(a+b) (BSZ)

That derivative is

d
_f = Mgetbe=Aath) | Aap b =Aa+h) _ plap by 4 ) =Aa+h)

da
_ e/la( + be /lb(a + b)) —A(a+b)

/1a a, eﬂb] +M —A(a+b)

— e/la [Cl, e/lb] e—/l(a+b)'

(B.53)

The commutator above is proportional to [a, b]

k! (B.54)
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SO

af

S =Alabls. (B.55)

To get the above, we should also do the induction demonstration for [a, bk] =

kb*=! [a, b]. This clearly holds for k = 0, 1. For any other k we have

[a bk+l] — abk+1 _ bk+1a
= ([a. 6] + ba) b - b*"'a
= kb [a,b] b+ b* ([a, b] + bd) - B*a (B.56)
= kb* [a,b] + b* [a, b]
=(k+Db*[a,p]. O
Observe that eq. (B.55) is solved by
f = etlebl, (B.57)

which gives

bl _ Ja b ,~Aa+b) (B.58)

Right multiplication by @ which commutes with et’[¢:]/2
A = 1recovers eq. (B.51) as desired.

What I wonder looking at this, is what thought process led to trying this
in the first place? This is not what I would consider an obvious approach
to demonstrating this identity.

and setting

B.6O POSITION OPERATOR IN MOMENTUM SPACE REPRESENTATION.

A derivation of the position space representation of the momentum opera-
tor —i hd, is made in [4], starting with the position-momentum commuta-
tor. Here I’ll repeat that argument for the momentum space representation
of the position operator.

What we want to do is expand the matrix element of the commutator.
First using the definition of the commutator

(p'|XP-PX|p"y =in(p'|p”)

B.59
— l-hép/_p//, ( )
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and then by inserting an identity operation in a momentum space basis

(p'|XP-PX|p")
= [ | Xy~ [ an Py x|
(B.60)
= f dp{p'| X |p) ps(p - p"") - f dpps(p’ - p){pIX|p")
=\ X|p"y " -0’ P | X|P").
So we have
P\ x\|p"yp” - P\ X|p") = ihsp’ - p”. (B.61)

Because the RHS is zero whenever p’ # p”’, the matrix element (p’| X [p”")
must also include a delta function. Let

V| X|p"y = 60" = X", (B.62)

Because eq. (B.61) is an operator equation that really only takes on mean-
ing when applied to a wave function and integrated, we do that

f dp”s(p" = p")X(p")p"w(p”")

- f dp”p's(p" — p"H)X(p" W(p") = f dp”ihép’ - p"y(p”),

(B.63)
or

ing(p’) = X(pHp'w(p") — P’ X(p W (p"). (B.64)
Provided X(p’) operates on everything to its right, this equation is solved

by setting

n_ g0
X(p)=ih—. (B.65)
ap’

B.7 EXPANSION OF THE SQUARED ANGULAR MOMENTUM OPERATOR.

In[15] eq.6.16 s

L2 = x’p? — (x-p)* +ifx-p, (B.66)
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and a derivation of the same. The derivation is clear right until the end,
where the details for the last steps are left off. When I attempted those last
steps I got a different sign for the x - p term. I also get that same difference
in sign if I do this expansion myself:

L? = € XiP € sk X, Ds

= 61" xip x:ps

= XipjXiPj— XiPjX;Pi
x; (xipj = ihdij) pj = xipj (pix;j + i hdi;)
= x°p? —ihxX-p—x;pjpixj—ihx-p

(B.67)

= sz2 —2ihx- P—XipipjX;
=x’p> - 2ihx-p—(x-p) (x;p;—ih)
= xzpz—ihx-p—(x-p)z.
I couldn’t spot an error anywhere above, but Prof Paramekanti spotted it

when I asked. The error is in the second last step above, since p;x; =
p1X1 + paxy + p3xz and flipping the order must be done to each.

L? = x’p> - 2ihix-p—(x-p) (x;p; - 3ih)

B.68
=x°p’ +ihx-p—(x-p)°. ( )

The text is correct.
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JULTA NOTEBOOKS.

These Julia notebooks, can be found in
https://github.com/peeterjoot/julia.
These notebooks are text files. The julia program, available freely at
www.julialang.org, is required to execute them. Some Julia code can also
be evaluated with Matlab.

e Sep 24, 2015 phy1520/vectorSolenoid.jl

Plot of solenoid potential for constant interior magnetic field

e Nov 15, 2015 phy1520/rodbalancing.jl

Plug in some numbers for uncertainty time rod balancing calcula-
tion.


https://github.com/peeterjoot/julia
https://julialang.org/
https://raw.githubusercontent.com/peeterjoot/julia/master/phy1520/vectorSolenoid.jl
https://raw.githubusercontent.com/peeterjoot/julia/master/phy1520/rodbalancing.jl




MATHEMATICA NOTEBOOKS.

These Mathematica notebooks, some just trivial ones used to generate
figures, others more elaborate, and perhaps some even polished, can be
found in
https://github.com/peeterjoot/mathematica/tree/master/phy1520/.
The free Wolfram CDF player, is capable of read-only viewing these
notebooks to some extent.

o Sep 28, 2015 anticommutingWithZeroEigenvalue.nb

Construct and verify an example of a pair of anticommuting matri-
ces each having a zero eigenvalue, and a shared eigenvector. This
was for Sakurai p.1.17, and includes some numeric commutator ex-
pansions to verify the example constructions done with that prob-
lem.

e Oct 18, 2015 ps3/ps3Fig2.nb
Plot some probability densities for ps3 p2.

e Oct 25,2015 energy VsMomentumForDiracStepPotential WaveFunc-
tions.nb
A Manipulate to explore the energy vs momentum curves for a
stepped potential barrier and the Dirac Hamiltonian.

e Nov 1, 2015 spinOneHalfSymbolicManipulation.nb

For a spin one-half system Sakurai leaves it to the reader (and also
to problem 3.10) to verify that knowledge of the three ensemble
averages (S x), <S y> ,{S ;) is sufficient to reconstruct the density op-
erator. Showing that is algebraically messy, and well suited to do in
Mathematica.

e Nov 2, 2015 eulerAngleVsNormalRotationPauliMatrices.nb

Comparing a unimodular transformation to an arbitrary rotation ma-
trix was trivial. To do the same for an Euler angle rotation matrix
and arbitrary matrix is less so because of sign differences. Here is a


https://github.com/peeterjoot/mathematica/tree/master/phy1520/
http://www.wolfram.com/cdf-player/
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/anticommutingWithZeroEigenvalue.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps3/ps3Fig2.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/energyVsMomentumForDiracStepPotentialWaveFunctions.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/energyVsMomentumForDiracStepPotentialWaveFunctions.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/spinOneHalfSymbolicManipulation.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/eulerAngleVsNormalRotationPauliMatrices.nb
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dumb symbol expansion of the full rotation on a general vector in
Pauli matrix form to have a look at the two results and see if there
is anything striking. It turns out there is not anything striking. Both
expressions are messy even after FullSimplify.

Nov 16, 2015 spinOneOperatorRepresentation.nb

Spin one operators. Sakurai only seems to list the S, spin one ma-
trix representation. See these in Desai, but need to verify that all my
corrections to Desai eq. (27.117) are correct.

Nov 19, 2015 diracDeltaFunctionIntegrals.nb

Double check the integral done in the Dirac delta function problem,
and perform the first Fourier transformation.

Nov 22, 2015 ps6/clebschGordan.nb

First pass of a Clebsch-Gordon computation engine, used to com-
pute coeflicients for spin one plus spin half, checking against what
was done by hand for in class example.

Nov 22, 2015 ps6/clebschGordan2.nb

Generalize and improve code to compute Clebsch-Gorgon coeffi-
cients, and apply to spin two plus spin one.

Nov 24, 2015 spinOneDensityOperatorRepresentationEnsemble Av-
erages.nb

Solution for Sakurai problem 3.12: What must we know in addi-
tion to the ensemble averages of the spin operators to completely
characterize the density matrix of a spin 1 system? I guessed that
we also needed the ensemble averages of at least the squares, but
that and the unit trace, was not enough, since those relations do
not provide nine equations, for the nine unknowns. Omitting the
trace requirement, but also introducing variables for the other sec-
ond order products was enough to solve the problem. Printing out
all those products is helpful to show why this is the case: you can
see visually that these products appear to span the space of 3 x 3
matrices.

Nov 24, 2015 squareOf AngularMomentumOperatorSpherical Coor-
dinates.nb


https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/spinOneOperatorRepresentation.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/diracDeltaFunctionIntegrals.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps6/clebschGordan.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps6/clebschGordan2.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/spinOneDensityOperatorRepresentationEnsembleAverages.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/spinOneDensityOperatorRepresentationEnsembleAverages.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/squareOfAngularMomentumOperatorSphericalCoordinates.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/squareOfAngularMomentumOperatorSphericalCoordinates.nb

MATHEMATICA NOTEBOOKS.

Expand out L in spherical coordinates in terms of L,, Ly, L, opera-
tors and compare to stated result (Sakurai (6.15)).

Nov 26, 2015 lecture19integralsAndPlots.nb

Confirm some of the lecture 19 (variational method) integrals, and
plot the energy distribution.

Nov 28, 2015 ps7/ps7p3Variational AbsoluteExponential.nb

An attempt to do ps7 pr. 3 with Mathematica. It was hard to figure
out how to make Mathematica cope with the delta functions, so I
gave up and did it manually.

Nov 28, 2015 ps7/doubleWellPotential.nb
Double well potential. ps7 pl, part L.

Nov 30, 2015 ps7/hydrogenAtomGroundState.nb

Verify all the hand calculations for ps7 p2, Hydrogen atom ground
state. I found a better way to do the Hydrogen vs Helium ground
state comparison, and rewrote all the content that this notebook ap-
plied to. This is, however, a nice standalone computation of the
Hydrogen ground state energy.

Nov 30, 2015 ps7/heliumAtomGroundState WithInteraction.nb

Verify all the hand calculations for ps7 p2. Started with the Helium
atom ground state calculation, without electron-electron interaction.
This was followed up with a verification of the electron-electron
interaction integrals and end results too.

Dec 1, 2015 ps7/hydrogenCompared ToHeliumGroundStateEnergy.nb

Recompute the Hydrogen vs. Helium ground state energy entirely
in Mathematica to see if I am still getting the factor of 8 difference
that I computed by hand. That factor of 8 turns out to be correct.

Dec 2, 2015 visualizationOfEigenvaluesOf TwoByTwoHermitianMa-
trix.nb

Dynamic visualization of eigenvalues of 2 X 2 Hermitian matrix, as
sketched in lecture 20, plus some plots with specific values.

Dec 3, 2015 lecture2 1someSphericalHarmonicsAndTheirIntegrals.nb
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https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/lecture19integralsAndPlots.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps7/ps7p3VariationalAbsoluteExponential.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps7/doubleWellPotential.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps7/hydrogenAtomGroundState.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps7/heliumAtomGroundStateWithInteraction.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps7/hydrogenComparedToHeliumGroundStateEnergy.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/visualizationOfEigenvaluesOfTwoByTwoHermitianMatrix.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/visualizationOfEigenvaluesOfTwoByTwoHermitianMatrix.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/lecture21someSphericalHarmonicsAndTheirIntegrals.nb
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Lecture 21. Print out some spherical harmonic functions and their
integrals, to look at the conditions for the integral of Y,z to be zero.
Also evaluate the z and 7 brakets mentioned in the lecture.

Dec 5, 2015 ps8/harmonicOscillatorRaise AndLoweringOperators.nb
Implement 1D SHO lowering and raising operator functions, and
use to compute x operator powers on the ground state.

Dec 6, 2015 harmonicOscillatorQuadradicPertubation.nb

Uses ps8/harmonicOscillatorRaise AndLoweringOperators.nb to ver-
ify text computations of a small quadratic perturbation.

Dec 6, 2015 ps8/2dHarmonicOscillatorOperators.nb

Implement 2D SHO lowering and raising operator functions, and
use them to calculate x* + y* and xy operator actions on some two
particle states, and some specific ps8 p3 related calculations.

Dec 6, 2015 sakuraiProblem5.13c.nb

Sakurai. Problem 5.11 (c). Verify hand calculations (diagonaliza-
tion).

Dec 8, 2015 ps8/PauliMatrixSpinOperators.nb

Systematically compute the basis for spin-half o - n, and the matrix
representation of S, in that basis. This was for ps8 p4, hyperfine
interaction.

Dec 8, 2015 vanDerWalls.nb

Do a second order expansion of the van der Walls potential to com-
pare to value stated. Did not figure out how to get Mathematica to
simplify this gracefully and did it by hand manually instead.

Dec 10, 2015 ps8/quadrupolarPotentialPorbitalSplitting.nb

ps8 p2. Compute the matrix element for the p-orbital (I = 1) subset
of V = A(x* — y?), diagonalize it, and find the diagonalizing basis
states.

Dec 10, 2015 lecture22Integrals.nb

Integrals from lecture 22 (van der Walls potential).


https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps8/harmonicOscillatorRaiseAndLoweringOperators.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/harmonicOscillatorQuadradicPertubation.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps8/2dHarmonicOscillatorOperators.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/sakuraiProblem5.13c.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps8/PauliMatrixSpinOperators.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/vanDerWalls.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/ps8/quadrupolarPotentialPorbitalSplitting.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/lecture22Integrals.nb
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Dec 11, 2015 sakuraiProblem3.17.nb

sakuraiProblem3.17

Dec 13, 2015 sakuraiProblem5.17a.nb

Sakurai pr. 5.17 (a): Find energy eigenvalues for H = AL> + BL_ +
CL,.

Dec 14, 2015 commutatorOfRadialPortionOfMomentumSquared-
Operator.nb

i 2 : _ __n
Compute the commutator [—W(?r(r 0y), —zh@r] = —5,3Pr The
first operator is a component of p?>/2m with the L? contribution

removed.

Dec 14, 2015 sakuraiProblem5.16bSHO.nb

Verify the relation from Sakurai pr. 5.16(a) using the ground state
of the 3D SHO. Verification of the potential derivative expectations
for higher values of n do not complete in reasonable times.

Dec 15, 2015 sakuraiProblem3.33.nb

Spin three halves operator question (Sakurai 3.33). Implement oper-
ators for 4,5 _, S that act on kets |+3/2),|+1/2). These operators
act on only a single basis element, but are used to construct the ma-
trix representations for these operators (which are more general).
Use those matrices to compute the representation of the Hamilto-
nian for the problem and compute its energy eigenvalues. Display
the end result and the representations forall of § 4, S, §,,S,,S5,, H =
A(S2-8%) + B(S2+S2).

Dec 15, 2015 spinMatrices.nb

Compute and display S 4,5 _,5,,5,,5,,S 2 for a given spin (with
h = 1). Use this to display the matrix representations of these op-
erators for each of: spin 1/2, spin 1, spin 3/2, spin 2, spin 5/2. Use
this to solve the (spin one) eigensystem in Sakurai pr. 4.12.

Dec 20, 2015 finalExamProblem6Hyperfinelnteraction.nb

Spin matrix and S, matrix relative to a specific normal vector fi.
This is based on PauliMatrixSpinOperators.nb from ps8 p4, hyper-
fine interaction, but switched up for the Fermion/Boson interaction
final exam question pb6.


https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/sakuraiProblem3.17.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/sakuraiProblem5.17a.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/commutatorOfRadialPortionOfMomentumSquaredOperator.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/commutatorOfRadialPortionOfMomentumSquaredOperator.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/sakuraiProblem5.16bSHO.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/sakuraiProblem3.33.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/spinMatrices.nb
https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/finalExamProblem6HyperfineInteraction.nb
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e Dec 22, 2015 icePick.nb

Semi-classical treatment of ice-pick question from Sakurai.


https://raw.githubusercontent.com/peeterjoot/mathematica/master/phy1520/icePick.nb
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central force potential, 36
classical Hamiltonian

Lorentz force, 98
classical harmonic oscillator, 69
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position operator, 75
time evolution, 73
uncertainty, 76
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classical, 379
polynomial functions, 50

correlation function, 123

crystal spin, 254

degeneracy, 35, 46, 87, 325
Stark effect, 326

density matrix, 54

density operator, 9, 61
left observable, 14
observable expectation, 13

dipole moment, 322

Dirac equation, 179
boundary conditions, 189
current, 195
current density, 185
diagonalization, 182
free particle, 182
plane wave, 181
potential step, 203
probability density, 185
right going solution, 192
scattering, 187, 203
with potential, 182

Dirac sea, 183

dispersion, 105

distinguishable particles, 244

double well potential, 309, 330



electric field, 79
entanglement entropy, 15
Euler angle, 288
expectation, 2

coherent state, 74

field theory, 77

free particle, 143

free particle propagator
momentum space, 142

gauge invariance, 79, 99
gauge transformation, 99, 143
probability current, 146
Gaussian integral, 400
generator
translation, 230
ground state, 141
group, 225

Hamiltonian, 6
non-Hermitian, 103
symmetric real, 115
two state, 29

harmonic oscillator, 69, 117
anharmonic perturbation, 347
ground state, 128
perturbation, 329
translation operator, 117
variational method, 339
Xy perturbation, 356

Heisenberg picture, 9, 109
coherent state, 73

helium-4, 333

Hermite polynomial, 133

hyperfine levels, 351

idempotent, 10, 60
infinitesimal rotation, 230
irreducible, 225

Jackiw-Rebbi problem, 199

Klein-Gordon equation, 180
Kramer’s degeneracy, 238
Kramer’s theorem, 239

ladder operator, 70
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symmetric gauge, 160
Little-Parks superconductor, 85
Lorentz force, 145
lowering operator, 70

magnetic field, 78, 79, 85, 283
Mathematica, 62, 291, 297, 301,
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null operator, 25

number operator, 70

orbital angular momentum, 257

pair creation, 183

parity, 225, 241

parity operator, 226

particle in a box, 244

partition function, 141

Pauli matrix, 17, 63
orthogonality, 396



trace, 17
perturbation, 303, 311

non-degenerate, 314

simplest, 312
Poisson bracket, 49, 379
position operator

momentum space represen-

tation, 240

probability

amplitude, 2

current, 146

density function, 2

flux, 132
projection operator, 62
propagator

free particle, 138

quadrupolar potential, 345

raising operator, 70
reduced density
matrix, 56
operator, 15, 57
Renyi entropy, 59
rotation, 18, 291
determinant, 19
rotation invariance, 232

Schrédinger equation
momentum space, 120

Schrodinger picture, 8

Schwartz inequality, 393

similarity transformation, 48

simultaneous eigenstate, 34, 46,

241

spherical harmonics, 251, 267, 268

spherically symmetric potential
derivative, 365

spin half, 56, 244, 282
dispersion, 30, 105

ensemble averages, 61
expectation, 67
states, 27
time reversal, 238
two particles, 14
spin one, 239, 291
spin precession, 100
spin three halves, 298
spin wave, 265
Stark effect, 318
state vector, 2
Stern-Gerlach, 32
superconductor, 85
symmetry
classical, 223
group, 225
unitary, 224

time evolution, 6, 8
time reversal, 232, 239, 242, 251,
254

plane wave, 249
properties, 235
spinor, 249
squared, 238

trace, 13

translation
expectation, 53, 117
generator, 240
operator, 49, 229
symmetry, 229

two state
perturbation, 361

uncertainty, 41

unimodular transformation, 285
unitary, 224

unitary transformation, 47

van der Walls, 323



multipole expansion, 327
variational method, 303, 307, 342
vector operator, 257
virial theorem, 111, 117
von Neumann entropy, 59

wave function, 2
momentum space, 123

Zeeman effect
quadratic, 372
zitterbewegung, 185, 196
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